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Abstract 

Petroleum hydrocarbons (PHCs) are essential to the functioning of the industrialized world yet 

serve a potential threat to human and ecosystem health when they inadvertently enter the 

environment. In recent decades, recognition of natural attenuation as a viable approach to PHC 

remediation is increasing. Natural attenuation includes the biodegradation of PHCs through 

respiration, fermentation, and methanogenesis, processes which are also central to the 

biodegradation of natural background soil organic matter. Biodegradation of both PHCs and 

natural soil organic matter are a major component of the global carbon cycle and an important 

source of atmospheric greenhouse gases (GHGs). As a biologically mediated set of reactions, 

environmental factors like temperature and moisture are important controls on the rates and 

pathways of biodegradation. It is therefore important to understand the influence of these 

environmental factors on PHC biodegradation and associated carbon dioxide (CO2) and methane 

(CH4) effluxes to improve predictions of PHC remediation efficiency and soil GHG emissions 

under ongoing and future climate change. 

In Chapter 2, I investigated the effect of soil moisture on PHC biodegradation kinetics, using 

naphthalene as a representative PHC compound. I performed microcosm incubations with 

naphthalene-spiked soil at 60, 80, and 100% water-filled pore space (WFPS) under oxic headspace, 

and at 100% WFPS under anoxic headspace. Incubations lasted 44 days. The results showed that 

the total naphthalene in soil decreased to below detection after Day 9, 17, and 44 in incubations at 

60, 80, and 100% WFPS under oxic headspace, respectively. At 100% WFPS under anoxic 

headspace, total soil naphthalene concentrations decreased over time but were still detectable past 

Day 44. Fitting of the naphthalene data to first order decay equations revealed two distinct kinetic 
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regimes of degradation in the oxic incubations: an initial fast regime characterized by an apparent 

first order rate constant on the order of 10-1 day-1 followed by dominance of a slower degradation 

regime. In the anoxic incubations, only the slow end-member regime was observed with a 

corresponding rate constant of 10-2 day-1. Porewater electron acceptor and organic acid data 

indicated that in the fast regime, naphthalene degradation was dominated by microbial respiration 

pathways, while in the slow regime fermentative pathways dominated. Results from Chapter 2 

imply that spatial and temporal fluctuations in soil moisture – and the associated oxygen (O2) 

availability – can cause order-of-magnitude variability in the degradation kinetics of PHCs in the 

vadose zone.  

In Chapter 3, I investigated the effect of temperature and O2 availability on CO2 and CH4 

accumulations in the presence of naphthalene. I performed naphthalene-spiked microcosm 

incubations under oxic or anoxic headspace at temperatures of 10, 20, and 30°C. Time series data 

of net accumulated CH4, accumulated CO2, consumed O2, accumulated dissolved inorganic carbon 

(DIC), and consumed organic acids (OAs) were analyzed using Arrhenius temperature sensitivity 

curve-fitting. Q10 temperature sensitivity quotients were estimated from this analysis, indicating a 

greater temperature sensitivity of anaerobic CO2 and CH4 production processes than their aerobic 

equivalents. I observed that methanogenesis under anoxic conditions had a particularly high Q10 

of 9.  

Overall, findings from this research confirm our understanding of field biodegradation rates. PHC 

biodegradation in oxic, drier zones is expected to be 10 times faster than in anoxic, saturated zones. 

The two distinct regimes of biodegradation activity identified in Chapter 2 could also be used as 

simplified representations of PHC biodegradation when modelling variable moisture and oxygen 
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conditions. Chapter 3 additionally suggests that the CH4:CO2 ratio of soil carbon emissions from 

anoxic soils may potentially increase with warming temperature. Thus, PHC contaminated sites 

may see increasing GHG emissions potential, but also increasing contaminant biodegradation 

rates, in a warming climate, especially those located in saturated soils and cold regions. These 

expected alterations in soil carbon fluxes are important for the consideration of site managers 

concerned with site-scale carbon cycling and GHG emissions. 
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1 Introduction 

1.1 Petroleum hydrocarbons (PHCs) and natural attenuation 

Petroleum hydrocarbons (PHCs) are essential to the functioning of the industrialized world yet 

serve a potential threat to human and ecosystem health when they inadvertently enter the 

environment (Canadian Council of Ministers of the Environment, 2001). In addition to human 

toxicity risks through ingestion and exposure, soil and (ground)water ecosystems affected by PHCs 

are altered or reduced in their ability to support vital functions such as nutrient and carbon cycling, 

plant growth, and water retention (Canadian Council of Ministers of the Environment, 2001; 

Haider et al., 2021). Despite over half a century of remediation efforts to date (Mayer & 

Hassanizadeh, 2005), over 5000 federally recognized and currently active PHC contaminated soil 

sites persist in Canada (Treasury Board of Canada Secretariat, 2022). In more recent decades, 

recognition of natural attenuation as a viable approach to PHC remediation is increasing (Garg et 

al., 2017). 

Broadly, natural attenuation encompasses abiotic and biotic PHC mass-loss, stabilization, or 

dilution processes which take place in the absence of engineering interventions. Abiotic processes 

include volatilization, sorption, and dissolution. Biotic processes include biodegradation through 

respiration, fermentation, and methanogenesis. For the remediation of PHC-contaminated soil, it 

is desirable to maximize biodegradation with the complete mineralization of PHCs into carbon 

dioxide (CO2) and methane (CH4) gases (Mozo et al., 2012), or incorporated into biomass. When 

describing remediation of the free phase, PHC natural attenuation has been referred to as natural 

source-zone depletion (NSZD) (Garg et al., 2017). Of note, the term enhanced natural attenuation 

has been recently used in the literature to refer to several different lightly engineered remediation 
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strategies, including manipulation of soil moisture, oxygen, and nutrient conditions to increase 

biodegradation rates (Kolhatkar & Schnobrich, 2017; Lv et al., 2018; Wegwu et al., 2010), and is 

not within the scope of this thesis. 

1.1.1 Abiotic PHC natural attenuation processes 

Volatilization refers to mass transfer from an aqueous or liquid (free phase) PHC into the vapour 

phase. The intrinsic gas-liquid partitioning (i.e., volatility) of a compound is described by the 

temperature-dependant Henry’s law constant, KH  (Illman & Alvarez, 2006). In the field, fluxes of 

volatile-phase PHCs from contaminated soils have been shown to be most strongly controlled by 

groundwater level, soil moisture, and atmospheric pressure (Marr et al., 2006). 

Aqueous adsorption refers to mass transfer from an aqueous phase compound into the solid phase, 

via attraction to or a chemical bond with a solid surface.  Experimental aqueous-solid adsorption 

partitioning can often be empirically described by the Freundlich isotherm which, in its linear 

form, relates concentration in aqueous and solid phases by a distribution coefficient Kd (Illman & 

Alvarez, 2006). Kd is an extrinsic value and is dependant on factors external to the compound’s 

own properties. For PHCs, the value of Kd is controlled by Kow (octanol-water partitioning 

coefficient, a physical property of the compound describing its hydrophobicity) (Kozerski et al., 

2014) as well as properties including soil organic content and temperature (Hur et al., 2013; Illman 

& Alvarez, 2006; Shi et al., 2020). Although sorbed PHCs are considered immobilized, the process 

is usually reversible, and even slight changes in geochemistry may cause “immobilized” PHCs to 

desorb and re-enter the mobile phase (Illman & Alvarez, 2006). Since sorbed PHCs are considered 

biologically unavailable (Ehlers & Loibner, 2006), the degree of a compound’s aqueous-solid 

partitioning can be a significant control on reaction rates involving PHC compounds. 
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1.1.2 Biotic PHC natural attenuation processes 

Biodegradation of both natural soil organic matter, and organic contaminants such as PHCs, 

proceeds through a similar set of processes. Complex PHCs are first hydrolyzed into simpler 

intermediate metabolites (Conrad, 2020; Moscoso et al., 2012; Umar et al., 2017) which are then 

converted to CH4 or CO2 via fermentation and methanogenesis or respiration. Aerobic and 

anaerobic respiration (Figure 1-1A) involves the reduction of electron acceptors (EAs) such as 

oxygen (O2), nitrate (NO3
-), iron (III) (Fe3+), manganese (IV) (Mn4+), and sulphate (SO4

2−) paired 

with the oxidation of an electron donor (ED) such as a PHC or another organic compound. This 

process of respiration produces CO2. Where EAs are depleted, a PHC or other organic compound 

can act as both the EA and ED of an electron exchange through the process of fermentation, 

producing hydrogen (H2) and/or acetate (Conrad, 2020; Dolfing et al., 2009; Gieg et al., 2014). 

These fermentation products are then consumed via methanogenesis into CO2 and/or CH4 (Conrad, 

2020; Dolfing et al., 2009; Gieg et al., 2014).  

Methanogenesis can proceed via one of two pathways (Figure 1-1B)  (Conrad, 2020; Dolfing et 

al., 2009; Gieg et al., 2014; S. G. T. Vincent et al., 2021). One pathway is acetate-based 

methanogenesis (ABM) or aceticlastic methanogenesis, wherein acetate is fermented, producing 

inorganic carbon and CH4. The other is hydrogen-based methanogenesis (HBM) or 

hydrogenotrophic methanogenesis, where H2 is the electron donor and inorganic carbon is the 

electron acceptor, producing CH4. The ratio of CO2 to CH4 in soil emissions therefore depends on 

the relative contributions of soil respiration, ABM, and HBM to the biodegradation of PHC and 

other organic compounds. Figure 1-2 illustrates this theoretical reaction network in the PHC-

contaminated subsurface. At a global scale, these soil carbon fluxes in the form of CO2 and CH4 
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emissions comprise a significant contribution to atmospheric greenhouse gas (GHG) emissions 

(Oertel et al., 2016; Peters et al., 2011; Raich & Potter, 1995; Raich & Schlesinger, 1992). 

 

Figure 1-1. Petroleum hydrocarbon degradation via respiration (A) and 

methanogenesis/fermentation (B) pathways. Compiled from *Gieg et al. (2014) and ±Dolfing et 

al. (2009). 
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Figure 1-2. Theoretical reaction network of PHC biodegradation processes in the subsurface 

(Ramezanzadeh et al., 2023). 

1.2 Environmental controls on soil biodegradation 

The biodegradation of soil organic matter and petroleum hydrocarbons (PHCs) are biologically 

mediated processes and are therefore influenced by environmental factors such as temperature, 
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soil moisture, availability of O2, availability of substrates, and pH (Illman & Alvarez, 2006; 

Martínez Álvarez et al., 2020; Yadav & Hassanizadeh, 2011). Out of these factors, temperature 

and soil moisture are investigated in this thesis. 

1.2.1 Soil moisture control on biodegradation 

The presence of water in soil is required for biological reactions to occur, being the medium for 

the dissolution and transport of substrates. However, the limited solubility of O2 in water compared 

to air means that an excess of water-filled soil pores reduces the availability of O2 for aerobic 

reactions. Thus, the trade-off between substrate and O2 availability, and resulting microbial 

reaction rates, are mediated by soil moisture content (Atagana et al., 2003; Byun et al., 2021; 

Fairbairn et al., 2023; Moyano et al., 2012, 2013; Schjønning et al., 2011; Sierra et al., 2017; 

Skopp et al., 1990; Yadav & Hassanizadeh, 2011). In general, the optimal range of soil moisture 

where aerobic soil respiration is maximized is between 50 to 80% water-filled pore space (WFPS) 

(Byun et al., 2021; Fairbairn et al., 2023; Moyano et al., 2012; Schjønning et al., 2011; Sierra et 

al., 2017; Skopp et al., 1990). Similar optimal ranges have been identified for PHC biodegradation 

rates (Atagana et al., 2003; Calvo et al., 2009; Dibble & Bartha, 1979; Holman & Tsang, 1995; 

Silva-Castro et al., 2016; Tibbett et al., 2011). 

Soil moisture content in the subsurface is highly spatially and temporally heterogeneous. From the 

upper vadose zone to the water table, there is a gradient in soil moisture from drained (~30% 

WFPS) or dry (<10% WFPS) to fully saturated (100% WFPS). Daily, seasonal, and longer-term 

variations in water table level and precipitation serve to constantly alter the distribution of this 

vertical gradient (Carretero & Kruse, 2012; Lautz, 2008; Tanco & Kruse, 2001; G. Vincent et al., 

2006). 
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1.2.2 Soil temperature control on biodegradation 

The temperature sensitivity of biological reactions, including contaminant biodegradation and 

associated soil respiration and methanogenesis, is described by the Q10 rate quotient (Barcelo 

Culleres et al., 2007; Byun et al., 2021). The value of Q10 is the ratio of two reaction rates at two 

temperatures 10°C or K apart (Barcelo Culleres et al., 2007; Davidson & Janssens, 2006) and is 

traditionally assumed to fall within the range of 2 to 3 for temperatures 20 to 30°C (Davidson & 

Janssens, 2006), representing a doubling or tripling of reaction rates for a temperature increase 

from 20 to 30°C. On a global scale, soil temperatures tend to follow the general latitudinal and 

seasonal trends of air temperatures, with higher mean annual temperatures near the equator and 

lower towards the poles (Lembrechts et al., 2022). However, soil temperatures have significantly 

less temporal and spatial variability than air temperatures, with the soil-air temperature differential 

ranging globally from a few to 20°C in certain biomes (Lembrechts et al., 2022; Zheng et al., 

1993). 

1.2.3 Climate change impacts on soil temperature and moisture 

Soil temperature and moisture, two dominant controls on PHC biodegradation and soil respiration 

rates (Aislabie et al., 2006; Chang et al., 2011), are themselves dictated by local climate conditions. 

Therefore, climate and its trajectory are overarching considerations in any discussion about long 

term controls on PHC biodegradation and associated soil respiration. 

The effects of climate change on soil moisture are difficult to generalize, as soil moisture is 

predicted to increase in some regions and decrease in others (Bradford et al., 2019; Lal et al., 

2023). However, on average, more drying trends are expected than wetting trends, which is 



 8 

globally correlated to regions with decreasing precipitation and/or increasing evapotranspiration 

and temperature (Lal et al., 2023). 

The average global surface air temperature has increased by 1.1°C since the pre-industrial period, 

and the increase is expected to reach 1.5°C by 2040 (IPCC, 2023). However, in Canada the 

observed and projected increase in temperature is double that the global average, and four times 

the global average in northern regions (X. Zhang et al., 2019). This air temperature increase is 

expected to be reflected in global soil temperatures as well (Bradford et al., 2019). As described 

above, warmer soil temperatures have implications on the rates of biological soil processes such 

as respiration and methanogenesis. Warming cold region soils are also experiencing an increased 

incidence of freeze thaw cycles as soils experience decreasing snow cover and soil temperatures 

fluctuating above and below freezing in the winter (Henry, 2008; Y. Zhang et al., 2005). Freeze 

thaw cycles lead to an increase in net carbon dioxide CO2 and CH4 emissions compared to more 

stable soil temperature conditions (Priemé & Christensen, 2001; Ramezanzadeh et al., 2023; Yang 

et al., 2023; Zhu et al., 2009) and increased bioavailability of soil organic carbon (Ramezanzadeh 

et al., 2023).  

1.3 Greenhouse gas fluxes from PHC contaminated sites 

GHG fluxes from PHC contaminated soils have been shown to be higher than in unaffected soils 

(Martin et al., 2016; Sihota et al., 2011; Wozney et al., 2021). The increase in this total soil-

respired (TSR) carbon flux (Sihota et al., 2011; Wozney et al., 2021) is mostly attributable to an 

increase in the contaminant-related soil respiration (CSR) component of total flux. Wozney et al. 

(2021) and Sihota et al. (2011) define TSR flux as the sum of CSR and background natural soil 

respiration (NSR) (i.e., TSR = CSR + NSR). The common approach to distinguishing NSR from 
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CSR is to measure NSR at comparable uncontaminated site and subtract this reference NSR from 

TSR measured at contaminated locations to obtain CSR, but other methods like isotopic tagging 

have recently been explored (Sihota et al., 2011; Sihota & Mayer, 2012; Wozney et al., 2021).  

At the global scale, the contributions of CSR-derived soil GHG emissions are likely very small 

compared to total soil GHG emissions – from values in the literature, it is roughly estimated that 

GHG emissions from CSR are 6 orders of magnitude less than total GHG emissions from all soil 

respiration in Canada (based on figures cited for average global soil GHG flux (Oertel et al., 2016), 

fractions of CSR contributions to TSR measured at one PHC contaminated field site (Wozney et 

al., 2021), and total size of PHC contaminated soil sites in Canada (Treasury Board of Canada 

Secretariat, 2022)). However, an understanding of CSR and NSR contributions may be important 

for contaminated-sites project managers or researchers interested in soil carbon fluxes at the site-

scale, including the over-5000 PHC-contaminated soil sites in Canada (Treasury Board of Canada 

Secretariat, 2022). 

1.4 Thesis objectives 

The objective of this thesis was to investigate the influence of soil moisture, O2, and temperature 

on the rates and pathways of PHC biodegradation and associated soil respiration and 

methanogenesis processes. I pursued these investigations through laboratory soil microcosm 

incubation experiments and curve fitting analyses using common reaction kinetics and temperature 

sensitivity models.  

The specific objective of Chapter 2 was to address how the kinetics of naphthalene biodegradation 

are influenced by soil moisture and oxygen availability. The specific objective of Chapter 3 was 
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to investigate how aerobic and anaerobic soil respiration and methanogenesis rates are affected by 

temperature in the presence of naphthalene. 

1.5 Thesis outline 

This thesis is composed of four chapters, including the current Chapter 1. Chapter 2 is a manuscript 

on which I am the first author. A modified version of Chapter 2 has been submitted as a standalone 

document for publication to the Journal Frontiers in Environmental Chemistry. The chapter 

describes a soil microcosm experiment where soil was spiked with naphthalene and incubated 

under different soil moisture and headspace O2 conditions to investigate naphthalene 

biodegradation kinetics under these different conditions. Chapter 3 describes another soil 

microcosm experiment incubated under different temperature and headspace O2 conditions to 

investigate the temperature sensitivity of aerobic and anaerobic soil respiration and 

methanogenesis processes in the presence of naphthalene. Chapter 4 summarizes research findings 

from the previous chapters and proposes recommendations for future research. Following Chapter 

4, Appendices I and II contain additional experimental results and discussion that were omitted 

from Chapters 2 and 3.  
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2 Naphthalene biodegradation kinetics under variable soil moisture 

and oxygen availability 

2.1 Introduction 

Natural attenuation processes of petroleum hydrocarbons (PHCs) in the subsurface include 

volatilization, sorption, and biodegradation (Illman and Alvarez, 2006). For the remediation of 

PHC-contaminated soils, the preferred outcome is complete mineralization of PHCs by the resident 

microorganisms (Mozo et al., 2012). Where microbial communities with the capacity for PHC 

biodegradation are present, biodegradation rates of PHCs are primarily controlled by temperature, 

moisture content, pH, redox state, and substrate availability, accessibility, and potential toxicity 

(Illman and Alvarez, 2006; Martínez Álvarez et al., 2020; Yadav and Hassanizadeh, 2011). 

The role of moisture content in mediating soil microbial activity has been extensively addressed 

and has usually been linked to a trade-off between O2 and dissolved substrate availability to 

microbial cells (Atagana et al., 2003; Byun et al., 2021; Fairbairn et al., 2023; Moyano et al., 2013, 

2012; Schjønning et al., 2011; Sierra et al., 2017; Skopp et al., 1990; Yadav and Hassanizadeh, 

2011). Supply of O2 to the pore water is enhanced at lower soil moistures, while solute transport 

is enhanced at higher soil moistures. Aerobic PHC biodegradation should therefore be maximized 

at some intermediate soil moisture level, where the trade-off between dissolved O2 and substrate 

availability is optimized (Schjønning et al., 2011; Skopp et al., 1990). In general, the optimal soil 

moisture for aerobic activity is in the range ~50-80% saturation (Atagana et al., 2003; Byun et al., 

2021; Calvo et al., 2009; Fairbairn et al., 2023; Moyano et al., 2012; Schjønning et al., 2011; 

Sierra et al., 2017; Skopp et al., 1990). 
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Previous laboratory studies have investigated the effect of soil moisture on PHC biodegradation in 

soils. Dibble and Bartha (1979) reported oil sludge biodegradation over a broad range of soil 

moisture, from 30 to 90% WFPS. Holman and Tsang (1995) found favorable soil moisture 

conditions for aromatic hydrocarbon biodegradation to be within 50-70% WFPS. These authors 

remarked that the optimal soil moisture was compound-specific and likely also dependent on soil 

composition. Atagana et al. (2003) similarly observed  peak biodegradation of creosote at 60-70% 

WFPS. Tibbett et al. (2011) investigated the biodegradation of petrogenic oil; they identified an 

optimal soil moisture range of 40-70% WFPS, with maximal microbial activity around 60% 

WFPS. In their review paper, Calvo et al. (2009) proposed that soil hydrocarbon biodegradation 

generally requires soil moisture between 50 and 80% WFPS. Within this range of soil moisture, 

PHC biodegradation activity is further affected by the soil type, nutrient availability, microbial 

community structure, and the identity of the PHC compound  (Holman and Tsang, 1995; Kebede 

et al., 2021; Silva-Castro et al., 2016; Wu et al., 2017). The range of chemical properties of PHC 

compounds spans across several orders of magnitude. Naphthalene, being semi-volatile and with 

a density slightly higher than water, is most representative of mid-weight PHC compounds.   

In soils, the moisture content exhibits large spatial and temporal changes. Across the vadose zone, 

drier conditions in the topmost layer are progressively replaced by fully saturated conditions at the 

water table. Transpiration by vegetation, droughts, rain plus snowmelt events, and groundwater 

extraction further cause transient soil moisture patterns, including at PHC-contaminated sites. 

Given this variability, there is a need to better delineate the effects of soil moisture on PHC 

biodegradation, especially because changes in moisture content co-vary with the redox controls on 

microbial activity. In this study, we conducted a soil microcosm incubation experiment in which 

different soil moisture contents were imposed to modulate the relative contributions of oxic and 
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anoxic biodegradation of the model PHC compound naphthalene. Soil incubations with 60, 80, 

and 100% water-filled pore space (WFPS) were run under oxic headspace, and with 100% WFPS 

under anoxic headspace. Over the 44-day incubation, headspace gas concentrations, porewater 

geochemistry, and total soil naphthalene were monitored periodically. We hypothesized that the 

observed naphthalene biodegradation rates would reflect the variable combinations of oxic and 

anoxic regimes in the microcosms. 

2.2 Materials and methods 

2.2.1 Soil collection and characterization 

Soil cores were collected from a former PHC-contaminated industrial site in London, Ontario, 

Canada. The site was used from the early 1950s to 2001 for storage and distribution of various 

petroleum products. The cores (~75 cm long) were obtained from 1.4 to 2.3 m below ground surface, 

straddling the water table. The soil cores were sealed after flushing with nitrogen and kept at 4°C 

until used in the laboratory experiments.  

The soil from several cores and grab samples was homogenized and then dried at room temperature 

for 8 weeks either open to the air or under a dinitrogen-only atmosphere. The total porosity and 

bulk density of the homogenized and dried soil samples were determined gravimetrically from the 

saturated mass, the oven-dried mass (at 105°C for 48 hours), the original sample volume, and an 

assumed particle density of 2.65 g cm-3, following the method of Hao et al. (2008). The average 

bulk density and porosity of the homogenized and dried soil were 1.53 g cm-3 and 0.39, 

respectively.  
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Particle size distributions were analyzed via laser diffraction by suspending samples in a 4%-w/w 

sodium metaphosphate solution for several hours on a stir plate, then pipetting suspended samples 

into a wet dispersion unit feeding into a Analysette 22 Microtec Plus particle size analyzer (Fritsch, 

Germany). Based on the Wentworth grain size scale (Wentworth, 1922), almost all particles were 

silt-sized or smaller, with the majority falling in the range of medium to coarse silt. There was also 

a significant portion (18%) of clay-sized particles and a very small presence of fine sand (a 

representative particle size distribution is shown in Figure AI-1).  

Soil organic carbon (OC), total carbon (TC), organic nitrogen (ON), and total nitrogen (TN) were 

measured via combustion and thermal conductivity detection on a CHNS Elemental Analyzer 

(Carlo Erba Elementar vario EL cube NA-1500; method detection limit, MDL: 1% by mass for 

all). Measured TC was 1.86%. OC, ON, and TN were below detection. The soil is an inorganic 

clayey silt with moderate plasticity, classified as an MH silt within the USCS scheme (ASTM 

Standard D2488 − 09a, 2009). Additionally, X-ray diffraction spectroscopy analysis (Empyrean II 

diffractometer, Malvern PanAnalytical) revealed the mineralogy to be composed of approximately 

33% carbonate minerals (dolomite, calcite, ankerite) with the remainder made up of silicate 

minerals. 

The soil was analyzed for Total Petroleum Hydrocarbon (TPH) fractions present at the time of 

core collection (i.e., background hydrocarbons) by ALS Environmental Laboratory in Waterloo, 

Canada. TPH analysis was conducted according to the Canadian Council of Ministers of the 

Environment Tier 1 methods (Canadian Council of Ministers of the Environment, 2016). F1 

hydrocarbons were present at <5.0 µg g-1 (MDL: 5 µg g-1), F2 hydrocarbons at 262 µg g-1 (MDL: 
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10 µg g-1), F3 hydrocarbons at 351 µg g-1 (MDL: 50 µg g-1), F4 hydrocarbons at <50 µg g-1 (MDL: 

50 µg g-1), and TPH at 613 µg g-1 (MDL: 72 µg g-1).  

2.2.2 Naphthalene sorption experiments  

Naphthalene sorption isotherms to the soil were measured at 25±2°C in 125 mL amber jars each 

containing 80 g of undried soil and topped up to no headspace with Milli-Q water spiked with 

dissolved naphthalene at three concentrations: 1.25, 2.5, and 5 mg L-1. The soils, jars and solutions 

were sterilized as described in section 2.2.3. The aqueous naphthalene concentrations were 

determined before starting the incubations and after 48 hours of equilibration. The naphthalene 

concentrations were measured according to the methodology described in section 2.2.4.2. 

2.2.3 Soil incubation experiment 

Incubations were prepared by adding 80 g of homogenized, dried soil to 250 mL wide-mouthed 

clear glass jars. The total headspace volume in each jar was 197 mL. The jars were kept open in a 

fume hood or anaerobic chamber to equilibrate for 4 days with either air (oxic) or N2 gas (anoxic). 

Oxic jars were further flushed with excess O2 prior to capping to prevent depletion of oxygen 

during the incubation. Next, the soil moisture content in the oxic jars was adjusted to 60%, 80%, 

and 100% WFPS using an artificial pore water (APW) solution containing 1 mmol L-1 KHCO3, 

0.15 mmol L-1 MgCl2, 0.8 mmol L-1 CaCl2 • 2H2O, and 1 mmol L-1 NaHCO3 by dissolving high 

purity salts (Sigma Aldrich) into Milli-Q water while stirring at room temperature. The APW 

composition was designed to match the composition of the native soil porewater. The soil in the 

anoxic jars was fully saturated (100% WFPS) with APW that was sparged beforehand with N2 gas 

to a dissolved O2 concentration below 2.6 mg L-1. The total APW volumes added to the jars were 
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13, 18, 22, and 28 mL for the 60% WFPS oxic, 80% WFPS oxic, 100% WFPS oxic, and 100% 

WFPS anoxic treatments, respectively. 

The different soil moisture treatments and their controls are illustrated in Figure 2-1. The “Nap” 

treatments were spiked with aqueous naphthalene (C10H8), while the “No Nap” controls did not 

receive naphthalene. For the Nap experimental treatments, the APW was spiked with 5 mg L-1 (39 

µmol L-1) naphthalene, prepared by dissolving naphthalene crystals (Sigma Aldrich, >99%) in 

Milli-Q water for one week at room temperature under continuous mixing. The “Abiotic” controls 

were prepared by autoclaving soil three times over five days at 121°C and 15 psi for one hour. The 

controls further received aqueous mercuric chloride (HgCl2) at a concentration of 2.21 mmol kg-1 

at the same time APW with naphthalene was added. All jars, lab apparatus, and solutions that 

contacted the sterile soil were autoclaved before use, at 120°C and 15 psi for 30 minutes. 

The jars were capped airtight with Teflon®-facing lids and incubated at 25°C. The experiment 

lasted for a minimum of 44 days, during which jars were sacrificially sampled at 5-6 time points. 

The oxic headspace treatments were sampled at 2, 9, 17, 30, 38, and 44 days, the anoxic headspace 

treatments at 2, 9, 17, 30, and 44 days. The 100% WFPS oxic and 100% WFPS anoxic incubations 

were sampled again at 58 and 100 days, respectively. Triplicate jars were prepared for each 

sacrificial sampling point, for a total of 156 jars incubated. The anoxic jars were incubated in N2-

flushed anaerobic glove bags to prevent O2 contamination. The initial O2 in oxic incubations was 

49% v/v after flushing with excess O2, and 2% v/v in anoxic incubations after equilibration with 

the N2-flushed anaerobic chamber. 
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Figure 2-1. Experimental design: 60%, 80%, and 100% WFPS with oxic headspace, and 100% 

WFPS with anoxic headspace. “Nap” treatments were spiked with aqueous naphthalene, “No Nap” 

treatments were not spiked. “Abiotic” treatments were spiked with aqueous naphthalene and 

sterilized with a combination of autoclaving and mercuric chloride (HgCl2) addition. 

2.2.4 Sampling and analytical methods 

2.2.4.1 Gas analyses 

At each sampling time point, headspace gas samples were collected in 10-mL Luer-Lok™ syringes 

from the sacrificed jars by piercing the septum of the lid. Aliquots of a gas sample were then 

transferred into Luer-Lok™ syringes pre-filled with helium gas to dilute the sample into the 

calibration range. The diluted gas samples were injected into a gas chromatograph (Shimadzu, 

Model GC-2014) equipped with a flame ionization detector and methanizer (for CO2 and CH4) 

and thermal conductivity detector (for O2). 
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2.2.4.2 Porewater extraction and geochemistry analyses 

To extract porewater, soil was transferred from the jar into 50 mL Nalgene® Oak Ridge Teflon® 

FEP Centrifuge Tubes (Thermo Fisher Scientific) and centrifuged at 5000 rpm and 4°C for 30 

minutes and then collecting the supernatant. However, this method only yielded about 0.5 mL pore 

water for the 60% WFPS treatment. Therefore, to increase the volume of water required for the 

analyses, jars were topped up with known volumes of ultrapure Milli-Q filtered water to reach 

100% WFPS. Next, these jars were gently agitated upright on a shaker plate at 150 rpm for 1 hour 

before centrifugation of the soil suspension in the same way as the other treatments. Aliquots of 

the supernatant solutions were used for the analyses described below. 

The pH was measured with a handheld pH probe (LAQUA Twin meter, model B-213, Horiba) on 

the unfiltered porewater samples. Approximately 0.5 mL of sample was filtered through a 0.2 µm 

pore size nylon membrane syringe filter (ChoiceTM, Thermo Fisher Scientific) into a glass vial and 

preserved with 10 mg L-1 chromate and stored at -20°C for later analysis. Fluoride (F-), chloride 

(Cl-), nitrite (NO2
-), nitrate (NO3

-), sulfate (SO4
2-), bromide (Br-), phosphate (PO4

3-), lactate, 

propionate, formate, butyrate, pyruvate, succinate, citrate, and acetate were measured using ion 

chromatography (IC, Dionex ICS-5000 with a capillary IonPac® AS18 column; ± 3.0% error and 

± 1.6% precision; MDL: 0.59, 1.29, 1.13, 1.47, 6.66, 1.16, 0.81, 0.43, 0.84, 1.49, 0.37, 0.31, 0.57, 

1.81, 0.65 µmol L-1, respectively).  

Naphthalene concentrations in the porewater were determined using a solvent micro-extraction 

technique: 2 mL of porewater sample were transferred to a 5 mL glass vial and 1 mL of 

dichloromethane solvent extractant spiked with metafluorotoluene tracer was added to the vial. 

The vial was capped with a Teflon®-facing septum and shaken for 20 min at 350 rpm, then left 
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inverted for 30 min. The dichloromethane extractant was removed from the vial using a 1 mL gas-

tight glass syringe and transferred into a 1 mL glass vial. The extractant was analyzed on an Agilent 

7890A Gas Chromatograph (Agilent Technologies) at 275°C after passage through a capillary 

column. The naphthalene concentration was measured using a flame ionization detector (MDL: 5 

µg L-1). 

2.2.4.3 Total soil hydrocarbon analysis 

After centrifuging and decanting the supernatant, the hydrocarbon concentration of the remaining 

soil material was analyzed by ALS Environmental Laboratory for quantification of polyaromatic 

hydrocarbon (PAH) compounds, including naphthalene, at each of the sampling time points. The 

PAH analysis was conducted using SW-846 Methods 3510 and 8270, which are comparable to the 

dichloromethane solvent extraction/GC analysis method described in section 2.2.4.2. Triplicate 

sets of samples were composited into a single sample for analysis by ALS. Total soil naphthalene 

mass was then calculated by summing up the mass of naphthalene measured in the decanted 

porewater (section 2.2.4.2) and that of the remaining soil material. Hereafter, the “total” soil 

naphthalene mass or concentration refers to the summed mass or concentration (per unit mass dry 

soil). The MDL for total soil naphthalene was 0.081 µmol-C or 0.013 µg g-1.  Further note that 

hereafter the difference between total soil naphthalene mass and aqueous naphthalene mass is 

referred to as the sorbed-phase naphthalene mass. 
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2.3 Results 

2.3.1 Biogeochemistry 

The gas and porewater chemistry results of the No Nap treatments closely followed those of the 

Nap treatments.  In the biotic incubations (Nap and No Nap), headspace CO2 accumulation over 

the course of the incubations was observed, as indicated by the positive (+) values in Table AI-1.  

Accumulation of CO2 was an order of magnitude lower in the abiotic controls (Table AI-1) 

confirming effective sterilization. Net CH4 accumulation in the biotic oxic headspace treatments 

(i.e., 60, 80, and 100% WFPS) was negligible (≤10-2 µmol L-1). By contrast, in the biotic 100% 

WFPS anoxic treatment headspace CH4 accumulation was order of magnitude higher (~1 µmol L-

1). This CH4 accumulation, in combination with evidence from the isotopic evolution of CH4 and 

CO2 (Figure AI-2), confirms the development of methanic conditions in the 100% WFPS anoxic 

treatment despite minor contamination with O2 during the course of the incubation (Table AI-1). 

In the oxic incubations, the headspace remained oxygenated (>16% v/v) throughout the 

incubations (Table AI-1).   

The pore water NO3
- concentration increased from Day 0 to Day 2 in the Nap and No Nap biotic 

and oxic jars followed by values decreasing to near-detection (Figure 2-2A). In the 100% WFPS 

anoxic treatment, the NO3
- concentration remained near zero over the entire experimental duration. 

The 60% WFPS oxic treatment saw the highest initial NO3
- peak concentration and the longest 

period of subsequent decline. While the abiotic controls also experienced an initial increase in the 

NO3
- concentration, the subsequent drop in concentration was not observed. The NO2

- 

concentrations followed similar trends as for NO3
- in the different treatments and controls (data 

not shown). Thus, overall, the results indicate that NO3
- and NO2

- were released to the pore water 
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from the original soil and, in the biotic incubations, were subsequently used as a terminal electron 

acceptor (TEA) by the soil microbial community. 

The pore water SO4
2- concentrations increased in all treatments during the first 1-2 weeks and then 

plateaued at near-constant values (Figure 2-2A). The plateau SO4
2- concentrations were highest in 

the 60% WFPS oxic treatment and decreased in the biotic treatments with increasing WFPS (60% 

> 80% > 100%). The lowest plateau SO4
2- concentrations were found in the 100% WFPS anoxic 

treatment. Moreover, the SO4
2- plateau concentrations in the abiotic controls were higher than in 

the corresponding biotic treatments (i.e., at 80 and 100% WFPS). Thus, as for NO3
- and NO2

-, the    

SO4
2- originated from the soil itself, while the systematic difference between abiotic and biotic jars 

suggests that some of the released SO4
2- may have been consumed in the biotic treatments.  

Significant accumulation of pore water acetate and propionate occurred after Day 9 in all the oxic 

(60, 80, and 100% WFPS) treatments (Figure 2-2B). By contrast, the concentrations of these 

organic acids (OAs) increased right from the start of the 100% WFPS anoxic incubations (that is, 

peak values were reached by the first sampling point on Day 2). The OA concentrations were also 

1-2 orders of magnitude higher than in the oxic treatments. Similar patterns to those of acetate and 

propionate were  observed for  the lactate,  formate,  butyrate, and  succinate  concentrations  (data 

not shown). Pyruvate and citrate concentrations did not exhibit any discernable temporal trends 

(data not shown). Note that OA data were not available for the abiotic controls because of the 

interference of mercuric chloride with low molecular weight OAs in the chromatograms. 
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Figure 2-2. Time series of (A) nitrate (NO3
-) and sulphate (SO4

2-) alternative TEA and (B) acetate 

and propionate OA concentrations. Data shown are the average of triplicate samples at each 

sampling time point, with error bars representing one SD. Where no error bars are seen in the 60% 

oxic and 80% oxic conditions, triplicate jars did not yield enough sample volume to analyze, and 

SD could not be calculated. In some cases, SD of triplicate averages was quite high, and the full 

extent of the error bars is not shown to display the average trends more clearly. Day 0 data for all 

components shown were not measured but assumed to be zero, as the initial artificial porewater 

composition did not contain any NO3
-, SO4

2-, or organic acids. Blue and orange shaded zones 

approximately correspond to fast and slow kinetic phases, respectively. 
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2.3.2 Naphthalene sorption 

After 48 hours of reaction time, the sorbed fraction of naphthalene in the sorption experiment was 

80% at all concentrations tested (Figure AI-3). Shi et al. (2020) showed that naphthalene sorption 

reached near-equilibrium within 2 hours, thus it is reasonable to treat naphthalene sorption as an 

instantaneous process in our study. The Day 0 starting masses of aqueous naphthalene in Figure 

3A were therefore assumed equal to 20% of the initial total naphthalene masses added.  

2.3.3 Time series data: aqueous naphthalene 

The mass of aqueous naphthalene decreased exponentially with time in all Nap incubations (Figure 

2-3A). In the 60, 80, and 100% WFPS oxic treatments the aqueous naphthalene measurements 

were above the detection limit (MDL) for the first 2, 2, and 30 days of incubation, respectively. In 

the 100% WFPS anoxic Nap treatment, the aqueous naphthalene remained detectable for the full 

duration of the experiment. In the abiotic controls, the mass of aqueous naphthalene also decreased 

but with values remaining higher than in the corresponding biotic incubations. 

In line with previous studies (see discussion in Mozo et al., 2012), we assumed that volatilization 

occurred only from the aqueous phase. The fraction of the initial total naphthalene that was 

volatilized was then calculated from the difference between the initial mass of aqueous 

naphthalene mass and that after equilibration in the abiotic controls. Based on the visual inspection 

of the abiotic control data in Figure 2-3A, equilibrium between aqueous and gaseous naphthalene 

was assumed to have been reached by Day 2 in the 80% WFPS oxic treatment and Day 15 in the 

100% WFPS anoxic treatment, resulting in volatilized fractions of 13 and 12%, respectively. 

Linear extrapolation of these estimates to the biotic treatments without corresponding abiotic 
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controls, then yielded volatilized fractions of 13.5 and 12.5% in the oxic 60% and 100% WFPS 

treatments, respectively. 

 

Figure 2-3. Time series of the masses of (A) aqueous phase naphthalene and (B) total soil 

naphthalene (representing the sum of aqueous and sorbed phases, see section 2.2.4.3). Aqueous 

phase naphthalene data shown in panel A are the averages of the triplicate samples collected at 

each time point, with error bars representing one SD. Where no error bars are seen in the 60% oxic 

and 80% oxic conditions, triplicate jars did not yield enough sample volume for analysis, and a 

SD could not be calculated. For panel B, at each sampling time point, there is only one 

measurement of total soil naphthalene that was measured on the composite sample of all triplicate 

samples. Non-detect measurements are shown as zero values for visualization purposes. See 

sections 2.3.3 and 2.3.4 for further details. 

Following the approach of Pathak et al. (2009), we calculated for each biotic treatment the 

“effective initial naphthalene mass” as the initial total naphthalene mass × (1 – volatilized fraction). 

The results are summarized in Table AI-2. The effective initial naphthalene masses were assumed 

to represent the actual masses of naphthalene that were potentially available to microorganisms 
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for biodegradation. The effective initial naphthalene masses were used in the analysis of 

degradation kinetics (section 2.4.3). Note that the effective initial naphthalene mass corresponds 

to the sum of the total soil plus aqueous naphthalene mass. Assuming the volatilized fraction 

remained constant throughout the incubation, use of the effect initial naphthalene mass essentially 

accounts for naphthalene mass in the volatile phase in section 2.4.3. 

2.3.4 Time series data: total soil naphthalene 

The total soil naphthalene masses in the Nap treatments followed temporal trends paralleling those 

observed for the aqueous naphthalene (Figure 2-3B). In the 60, 80, and 100% WFPS oxic 

incubations, total soil naphthalene was detectable (i.e., above the MDL) until Day 9, 17, and 44, 

respectively. An additional measurement of total soil naphthalene on Day 58 of the 100% WFPS 

oxic incubation was below the MDL (data not shown). In the 100% WFPS anoxic incubation, the 

total soil naphthalene mass was still slightly above the MDL in an additional sample collected on 

Day 100 (data not shown).  

2.4 Discussion 

2.4.1 Biogeochemical regimes 

The similarities in pore water and headspace chemistry in the Nap and No Nap treatments imply 

that the naphthalene additions did not significantly change the biogeochemical trajectories in the 

incubations. In what follows we therefore assume that the microbial degradation of the soil organic 

matter represents the main driver of the observed biogeochemical changes, and that added 

naphthalene was being biodegraded as a secondary substrate. 
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Across the biotic incubations, initial conditions ranged from most oxic in the 60% WFPS 

treatments to the most reducing in the 100% WFPS anoxic treatments. In the oxic treatments, the 

data imply that both dissolved O2 supplied by the oxygenated headspace and NO3
- leached from 

the soil were utilized as terminal electron acceptors (TEAs) in microbial respiration. While the 

microbial reduction of other TEAs, including SO4
2-, in the oxic incubations cannot be excluded, 

subsequent re-oxidation of the reduced forms of the TEAs may have masked their utilization.  Note 

that, for the oxic treatments, the differences in the maximum NO3
- concentrations, as well as the 

variable values at which the SO4
2- concentrations stabilize can be accounted for by the different 

moisture contents, that, is the different soil to pore water ratios.            

By contrast to the oxic incubations, no initial pore water build-up of NO3
- was observed in the 

100% WFPS anoxic treatment, which we attribute to the rapid consumption of any NO3
- released 

from the soil before the first sampling on Day 2. This interpretation is consistent with the 

accumulation of NO3
- in the abiotic 100% WFPS anoxic control. Similarly, the differences in pore 

water SO4
2- concentrations between the biotic and abiotic 100% WFPS anoxic incubations suggest 

microbial SO4
2- reduction during the very early stage of the anoxic treatment (i.e., before Day 2).          

All the biotic treatments, oxic and anoxic, as well as Nap and No Nap, exhibited the production of 

small organic acids, including acetate and propionate, followed by their subsequent removal from 

the pore water (Figure 2-3B). These organic acids, which are known byproducts of soil organic 

matter degradation under anoxic conditions (e.g., Cozzarelli et al., 1994), appear right from the 

start of the experiment in the 100% WFPS anoxic treatments. As expected, in the oxic treatments 

the presence of strong TEAs, including O2 and NO3
-, not only delays the first appearance of the 

organic acids but also limits their build-up to much lower concentrations than in the 100% WFPS 
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anoxic treatment. The observed CH4 concentrations in the 100% WFPS anoxic treatment suggest 

that the progressive removal of organic acids with time may be due to their mineralization under 

methanogenic conditions. Much lower production rates plus reoxidation of any CH4 produced 

explain the absence of measurable headspace CH4 in the oxic treatments. 

Overall, the evidence shows that microbially-mediated transformations ranging from aerobic 

respiration to methanogenesis occurred in the experimental incubations. In the variable moisture 

oxic treatments, the initial 1-2 weeks revealed a dominant role of O2, followed by progressively 

more reducing conditions during which biogeochemical signatures indicative of anaerobic 

respiration and fermentation were observed. The pace at which conditions became more reducing 

in the oxic treatments accelerated with increasing moisture content, from 60 to 100% WFPS, 

because of decreasing porewater O2 availability. In the 100% WFPS anoxic treatment, the 

conditions became methanic within days. In the next section, we assess how the different 

biogeochemical regimes affect the biodegradation of naphthalene.   

2.4.2 Naphthalene biodegradation: time scales 

The durations for the naphthalene measurements to fall below the method detection limit (MDL) 

in the biotic treatments are plotted in Figure 2-4 with the solid symbols and connecting solid line. 

The data seem to imply a systematic increase in the time scale of naphthalene degradation with 

increasing moisture content for the oxic treatments. This trend is somewhat misleading, however, 

because the added volume of naphthalene-spiked artificial pore water (APW) varied between the 

different moisture content conditions (section 2.2.3). Note that the APW volumes were adjusted 

to obtain comparable aqueous naphthalene concentrations across the different % WFPS tested. 
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Hence, the starting total soil naphthalene concentration, C0 expressed in µg g-1, was lowest in the 

60% WFPS incubations and highest in the 100% WFPS incubations.  

 

Figure 2-4. Time scales of naphthalene biodegradation (i.e., the number of days of incubation until 

the total soil naphthalene reaches the method detection limit or MDL) in the different experimental 

treatments. The full black triangles represent time scales calculated with the actual initial total soil 

naphthalene concentrations (C0) values in the incubations, the open black circles represent time 

scales calculated when imposing the same initial total soil naphthalene concentrations (C0max) to 

all treatments as that in the 100% WFPS anoxic treatment. The time scales (values in days are 

indicated next to the data points) are calculated as the time required for the concentration to drop 

to the MDL (0.013 µg g-1, section 2.2.4.3) using the linear kinetics model presented in section 

2.4.3. 

To account for the differences in initial total soil naphthalene masses added, the observed durations 

in Figure 2-4 are compared to the hypothetical values if all incubations would start with the same 

initial concentration (C0max in Figure 2-4) as the 100% WFPS anoxic treatment (i.e., C0max is the 

actual C0 in the 100% WFPS anoxic treatment). The new durations, indicated by the open symbols 

and broken connecting line, are estimated using the linear rate model discussed below in section 
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2.4.3. When corrected to the same initial mass of total soil naphthalene, the results show only a 

relatively minor effect of soil moisture on the time scale of degradation in the oxic treatments. A 

much larger effect is seen between the oxic treatments on the one hand, and the anoxic treatment 

on the other. Thus, the presence or absence of O2 appears to be the key determinant of the order of 

magnitude variations in the net rates of naphthalene degradation observed between the oxic and 

anoxic treatments.  

2.4.3 Naphthalene biodegradation: rate model 

Naphthalene biodegradation has frequently been modelled using simple first order kinetics (e.g., 

Agarry et al., 2013; Agarry & Oghenejoboh, 2015; Beolchini et al., 2010; Guerin & Boyd, 1992; 

Macintyre et al., 1993; Thierrin et al., 1993). To facilitate comparison with previous studies, we 

follow the same approach using:  

                                                                   
𝑑𝐶

𝑑𝑡
 =  −𝑘 ∙ 𝐶                                               (1) 

where k is the apparent first order degradation rate constant (in units of day-1), C is the 

concentration (or mass) of naphthalene, t is time, and dC/dt is the rate of change in C. Integrating 

and rearranging Equation (1) gives the value of C as a function of t: 

𝐶 = 𝐶0 ∙ exp(−𝑘𝑡)      (2) 

where C0 is the concentration (or mass) of the reactant at time t = 0. Equation (2) was fitted to the 

total soil naphthalene concentrations exceeding the MDL (Figure 2-3B). To check whether time-

dependent concentration data fit Equation (2), the normalized concentration C/C0 is typically 

plotted on a log-linear scale.   
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On a log-linear plot, the total soil naphthalene concentrations of the 100% WFPS anoxic treatment 

define a straight line (Figure 2-5). That is, the degradation kinetics can be described by a single 

first-order rate constant k. The data for the 60% WFPS oxic treatment also follows a straight line 

but with a much steeper slope and, hence, a larger k value. The other two oxic treatments show an 

initial rapid decline in concentration similar to that of the 60% WFPS treatment, followed by a 

slower degradation. The 80 and 100% WFPS oxic treatments therefore require at least two k values 

to reproduce their data on a log-linear plot.   

 

Figure 2-5. Fitting the first order kinetic rate model of naphthalene biodegradation to the total soil 

naphthalene data (i.e., the data in Figure 2-3B) corrected for volatilization (as described in section 

2.3.3). The data shown only include naphthalene measurements above the MDL. The time series 

data for the 100% WFPS anoxic treatment and the 60% WFPS oxic treatment define two distinct 

linear trends on the log-linear plot with first order rate constant (k) values of 0.016 and 0.44 day-1, 

respectively. In the 80 and 100% WFPS oxic treatments, the naphthalene degradation is 

characterized by an initial fast phase, followed by a slow phase. The k values derived from fitting 

the linear segments shown on the plot can be found in Table 2-1.   
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In the 80 and 100% WFPS oxic treatments, the transition between the initial fast phase and the 

following slow phase occurred around Day 9. This was also the time when the total soil 

naphthalene became undetectable in the 60% WFPS oxic treatment. For visual purposes, we 

therefore used two colors in Figure 2-2 to approximately indicate the fast and slow degradation 

regimes. For the 100% WFPS anoxic treatment, only one color appears because degradation falls 

entirely in the slow kinetics regime. 

Table 2-1. Fast and slow apparent first order naphthalene biodegradation rate constants (k), 

Pearson’s r correlation coefficients, and number of data points used in fitting the k value (n). 

Treatment 

Fast phase Slow phase 

kfast (day-1) Pearson’s r n kslow (day-1) Pearson’s r n 

60% WFPS, oxic 0.44 0.98 3 -- -- -- 

80% WFPS, oxic 0.43 0.97 3 0.045 1.00 2 

100% WFPS, oxic 0.31 0.82 3 0.058 0.99 5 

100% WFPS, anoxic -- -- -- 0.016 0.93 6 

 

Apparent first order rate constants (k) and Pearson’s r correlation coefficients for the different 

experimental treatments and the two kinetics regimes (fast and slow) are summarized in Table 2-

1. The highest k value (0.44 day-1) is that observed in the 60% WFPS oxic treatment, the lowest 

value (0.016 day-1) in the 100% WFPS anoxic treatment. The rate constants for the fast regime in 

the 80 and 100% oxic incubations are relatively close to the maximum k value. The lower values 

of 0.31 day-1 in the 100% WFPS oxic treatment likely reflects the reduced diffusional O2 supply 

into the soil under fully saturated moisture conditions (Fairbairn et al., 2023). The apparent rate 
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constants for the slow regime are one order of magnitude lower than those for the fast regime. 

However, even in fully saturated soil conditions, the presence of an oxygenated headspace results 

in faster degradation kinetics of naphthalene than when the headspace is O2-free (compare kslow for 

the 100% WFPS oxic and anoxic treatments in Table 2-1).  

2.4.4 Environmental implications 

Apparent first-order rate constants in the literature include those reported by Agarry et al. (2013) 

and Agarry et al. (2015) for motor oil biodegradation in an arid-region soil (0.015-0.064 day-1) 

and by Beolchini et al. (2010) for the biodegradation of aliphatic and PAH compounds in a marine 

sediment (0.18-0.24 day-1). These studies, however, did not identify the dominant processes or 

redox conditions controlling the biodegradation rates. Ngueleu et al. (2019) reported lower 

degradation rate constants, in the 10-2 to 10-3 day-1 range, for benzene and naphthalene in a saline 

groundwater in a semi-arid region across redox conditions ranging from aerobic to sulfate 

reducing. Thus, overall, the available data show that petroleum hydrocarbons (PHCs) 

biodegradation kinetics under in-situ conditions are highly variable and depend on many different 

biogeochemical factors, including the environmental redox conditions.  

Our results emphasize the importance of the presence or not of O2. This is clearly seen by the much 

longer time scale of naphthalene degradation in the 100% WFPS anoxic treatment compared to its 

fully saturated but oxic counterpart (Figure 2-4 and Table 2-1). Increasing dissolved O2 availability 

by manipulating soil moisture is a proven strategy to accelerate bioremediation of organic 

contaminants. For example, landfarming, involving the excavation, spread, and tilling of 

contaminated saturated soil onto the land surface while maintaining moderate soil moisture, is a 

conventional method to remediate petroleum hydrocarbons (PHCs) that has been practiced for over 
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100 years because of its effectiveness (Brown et al., 2017; Guarino et al., 2017; Khan et al., 2004; 

Ossai et al., 2020). Many other commonly used and cost-effective remediation techniques are 

similarly based on increasing the availability and accessibility of O2 (Bass et al., 2000; Kao et al., 

2008; Khan et al., 2004; Ossai et al., 2020; Philp and Atlas, 2014). 

Nonetheless, even under fully anoxic conditions we observed naphthalene degradation, in 

agreement with previous studies (e.g., Liang et al., 2015; Liu et al., 2021; Weiner & Lovley, 1998). 

In these studies, low molecular-weight organic acids, including acetate and propionate, have been 

shown to be by-products of the fermentative degradation of naphthalene and other PAH 

compounds. The build-up of the organic acids is observed right from the start in the 100% WFPS 

anoxic treatment (i.e., at the first sampling time point, Figure 2-2B). The simultaneous drop in the 

total soil naphthalene mass (Figure 2-3B) suggests that the soil microbial consortium is able to 

degrade the added naphthalene immediately, that is, without a significant adaptation time. This is 

not entirely unexpected given that the soil was recovered from a PHC-contaminated site.  

The degradation efficiency of naphthalene degradation under the fermenting-methanogenic 

conditions in the fully anoxic treatment is characterized by an apparent rate constant (0.016 day-1) 

that is nearly 30 times lower than the maximum value in the 60% WFPS oxic treatment (0.44 day-

1). Together, our results thus imply that (1) the soil is inhabited by a functionally versatile microbial 

community that can rapidly switch between terminal accepting processes, and (2) this switching 

is accompanied by order-of-magnitude changes in the naphthalene degradation kinetics. Similar 

large differences between aerobic and anaerobic biodegradation kinetics have been reported for a 

wide variety of organic compounds, environments, and media (e.g., Rockne and Strand, 1998; 

Shibata et al., 2006; Carballeira et al., 2017; Krumina et al., 2017). Recognizing the existence of 
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the fast and slow kinetic regimes is key to developing predictive models of PHC biodegradation 

in redox-dynamic subsurface environments (e.g., Verginello and Baciocchi, 2011). 

2.5 Conclusion  

In this study, naphthalene degradation kinetics were measured in incubations of a soil collected at 

a former petroleum-contaminated site. The incubations were performed under either oxygenated 

or anoxic headspace and for variable soil moisture contents. In the presence of the O2-containing 

headspace, two distinct kinetic regimes were observed: an initial fast phase dominated by aerobic 

biodegradation followed by a much slower degradation phase dominated by anaerobic processes, 

including fermentation reactions and methane production. In the fully anoxic incubations, only the 

slow phase was observed. The apparent rate constants of naphthalene degradation ranged from 

0.016 day-1 for the slow (anoxic) regime to 0.44 day-1 for the fast (oxic) phase. Whether or not O2 

was present, total soil naphthalene mass declined without an apparent lag time, implying a 

functionally diverse microbial community capable of degrading naphthalene using a range of 

terminal electron-accepting processes, from aerobic respiration to methanogenesis. 

  



 36 

Temperature sensitivity of soil respiration and 

methanogenesis processes in the presence of naphthalene 

Jane Yea*, Fereidoun Rezanezhada, Stephanie Slowinskia, Marianne Vandergriendta, Philippe 

Van Cappellena 

 

 

a Ecohydrology Research Group, Department of Earth and Environmental Sciences and Water 

Institute, University of Waterloo,  

200 University Avenue West, Waterloo, Ontario, Canada, N2L 3G1 

 

 

 

*Corresponding author: Jane Ye 

Ecohydrology Research Group, Department of Earth and Environmental Sciences and Water 

Institute, University of Waterloo  

200 University Avenue West, Waterloo, Ontario, Canada, N2L 3G1 

jxjye@uwaterloo.ca 

 

 

mailto:jxjye@uwaterloo.ca


 37 

3 Temperature sensitivity of soil respiration and methanogenesis 

processes in the presence of naphthalene 

3.1 Introduction 

Decomposition of soil organic matter releases carbon stored in soils to the atmosphere. This soil 

carbon can be released in the form of CO2 in the case of soil respiration as well as CH4 in the case 

of methanogenesis. CO2 and CH4 are two key GHGs contributing to global climate change, with 

CH4 contributing a 25 times stronger greenhouse effect than CO2 (United States Environmental 

Protection Agency, 2023). The contribution of soil carbon to atmospheric GHGs is globally 

significant, with an estimated 8 times more carbon entering the atmosphere from soil emissions 

than from fossil fuel burning and cement manufacture combined in the 21st century (Oertel et al., 

2016; Peters et al., 2011; Raich & Potter, 1995; Raich & Schlesinger, 1992). The study of soil 

carbon fluxes is then understandably a robust area of research, with almost 2 million results on the 

search engine Google Scholar for the search term “soil carbon flux” at the time of this writing.  

Since soil organic matter decomposition is a biologically mediated set of processes, like other 

biologically mediated processes its rates are highly sensitive to temperature (Singh & Gupta, 

1977). The temperature sensitivity of processes like contaminant biodegradation and soil 

respiration (Barcelo Culleres et al., 2007; Byun et al., 2021) is commonly described by its Q10 rate 

quotient, which represents the ratio of two reaction rates 10°C or K apart (Barcelo Culleres et al., 

2007; Davidson & Janssens, 2006). The ratio Q10 is derived from the Arrhenius set of equations 

(see section 3.2.4) relating reaction rate constants to activation energies (Barcelo Culleres et al., 

2007; Byun et al., 2021; Fang & Moncrieff, 2001). The value of Q10 has historically been assumed 

to fall between 2-3 for biological reactions occurring at temperatures between 20 to 30°C 
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(Davidson & Janssens, 2006). Literature has reported a wider range of Q10 values of soil respiration 

measured for many soil types, including both above and below the 2-3 range (Table 3-1). 

Variations in Q10 values are often attributed to prevailing soil temperatures at different latitudes, 

with higher temperature sensitivities associated with colder climates (Byun et al., 2021; Chen & 

Tian, 2005; Zhou et al., 2009). 

Table 3-1. Sample Q10 values reported in literature for soil respiration for different soil types from 

lab and in situ measurements. 

Q10 of soil 

respiration 

Land cover/soil 

type 
Region Study type Reference 

2.45 (SD = 0.41) Boreal peat 
Northern Ontario, 

Canada 
Lab (Byun et al., 2021) 

1.91 (SD = 0.25) Temperate peat 
Southern Ontario, 

Canada 
Lab (Byun et al., 2021) 

1.97 to 2.30 Spruce plantation Scotland Lab (Fang et al., 2005) 

1.2 to 2.8 

Cropland, 

grassland, and 

forest soils 

Germany, the 

Netherlands, and 

Belgium 

Lab (Meyer et al., 2018) 

1.3 to 3.3  

(mean = 2.4) 

Various Various In situ 

(Raich & 

Schlesinger, 

1992) 

4.2 (annual average) 

3 (summer) 

23 (winter) 

Beech forest Denmark In situ 
(Janssens & 

Pilegaard, 2003) 

 

It is recognized that PHC contaminated soils contribute more GHG emissions than comparable 

clean soils (Martin et al., 2016; Sihota et al., 2011; Wozney et al., 2021). Most of this increase in 

total soil respiration (TSR) to the atmosphere is attributed to the contaminant-related soil 
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respiration (CSR) component, or soil respiration originating directly from the degradation of PHC 

compounds, (Sihota et al., 2011; Wozney et al., 2021). At the global scale, excess soil GHG 

emissions from contaminated sites are likely several orders of magnitude lower than overall GHG 

emissions from all soils (see section 1.3). However, with over 5000 federally listed PHC-

contaminated soil sites in Canada (Treasury Board of Canada Secretariat, 2022), an understanding 

of CSR and NSR contributions may be important for contaminated-sites project managers or 

researchers interested in soil carbon fluxes at the site-scale.  

In this study, I performed a temperature- and O2- variable soil microcosm incubation experiment 

to investigate how soil GHG fluxes and key processes relevant to PHC biodegradation respond to 

temperature in the presence of spiked naphthalene. Soil incubations were performed under oxic or 

anoxic headspace conditions for a total of 6 or 49 days, respectively, at 10, 20, and 30°C. 

Microcosms were sacrificially sampled approximately daily (for oxic incubations) or weekly (for 

anoxic incubations) with accumulated headspace CO2 and CH4 concentrations, porewater 

chemistry, and naphthalene measured at each sampling point. I hypothesized that the rates of key 

reactions identified in Chapter 2 (such as net CO2 and CH4 accumulation; OA production and 

oxidation) would increase at higher temperatures, with Q10 likely varying between reactions and 

under oxic or anoxic conditions.  

3.2 Materials and methods 

3.2.1 Soil collection and characterization 

Soil cores were collected in September 2021 with a drill rig from a PHC-contaminated industrial 

site in London, Ontario, Canada, as described in Chapter 2 (see section 2.2.1). After the 

homogenizing and drying of soil described in Chapter 2, it was stored at 4°C for a further one year 
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prior to the current study. The characterization of soil properties and background total petroleum 

hydrocarbons are also described in Chapter 2 (see sections 2.2.1 and 2.2.3.3). 

3.2.2 Soil incubation experiment 

The temperature-variable soil incubation experiment was designed to investigate the effect of 

temperature on aerobic and anaerobic soil respiration and methanogenesis in the presence of PHC 

contamination. A total of 180 incubation vials were prepared by adding 40 g of dried soil to 41 

mL amber VOA vials. Vials of soil were left uncapped for ten days of equilibration in incubators 

set to 10, 20, and 30°C under either oxic (air) or anoxic (N2) atmospheric conditions. 

After equilibration the soil was fully saturated with the addition of 14 mL of APW solution 

(composition described in section 2.2.2). Figure 3-1 illustrates the different treatments applied in 

this experiment. In total, there were six incubation conditions of different combinations of 

headspace O2 and temperature. Each incubation condition was further divided into Nap, No Nap, 

and Abiotic treatments. APW used in the “Nap” treatment was additionally spiked with 

naphthalene (C10H8), APW used in the “No Nap” control contained only the salts described below, 

and the “Abiotic” control was both spiked with aqueous naphthalene and sterilized. Sterilized 

controls were prepared by autoclaving soil three times over five days at 121°C and 15 psi for one  

hour, followed by addition of aqueous HgCl2 at a concentration of 2.21 mmol kg-1 at the time of 

APW addition. All vials, lids, lab apparatus, and solutions that contacted the sterile soil were 

autoclaved before use, at 120°C and 15 psi for 30 minutes. 
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Figure 3-1. Schematic soil incubation experiment design with oxic/anoxic headspace treatments at different temperatures. “Nap” 

treatments were spiked with aqueous naphthalene. “No Nap” treatments were not spiked. “Abiotic” treatments were spiked with aqueous 

naphthalene and sterilized with a combination of autoclaving and HgCl2 addition. 
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Anoxic APW solutions were additionally sparged with N2 gas for 2 hours to deoxygenate the water 

to a dissolved O2 concentration of <2.6 mg L-1. After APW addition, the total headspace volume 

in each jar was 12 mL. For the Nap experimental treatments, the APW was additionally spiked 

with 5 mg L-1 (39 µmol L-1) naphthalene, prepared by dissolving naphthalene crystals (Sigma 

Aldrich, >99%) in Milli-Q water for one week at room temperature while mixing. 

Vials were capped with lids lined with Teflon®-facing septa. Oxic incubations were performed 

within benchtop incubators (MyTempTM mini digital incubator H2200-HC, Benchmark Scientific) 

in ambient air, for a total incubation time of six days, with sampling every one to two days. Anoxic 

incubations were performed within the same benchtop incubators held in an anaerobic chamber 

containing only N2, for a total incubation time of 49 days, with sampling every one to two weeks. 

Oxic incubations were sampled at 0, 2, 3, 4, and 6 days while anoxic incubations were sampled at 

0, 7, 14, 28, and 49 days. Triplicate vials were prepared for each sacrificial sampling point, for a 

total of 180 jars incubated.  

3.2.3 Sampling and analytical methods 

Porewater extraction and sampling and analyses of gaseous (CO2, CH4, O2), aqueous (pH, acetate, 

propionate, DIC, aqueous naphthalene) and solid phase (total soil naphthalene) parameters were 

conducted as described in Chapter 2 (section 2.2.3) with the following exception: The pH of 

centrifuged supernatant was measured using a benchtop pH probe (OrionTM Versa Star ProTM, 

Thermo Scientific). 
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3.2.4 Fitting of reaction rates and Q10 

For each Nap incubation under different oxygen/temperature conditions (oxic or anoxic; 10, 20, 

or 30°C), 0th order rate constants (k) of CO2, DIC, CH4, acetate, propionate, and O2 net 

accumulation or consumption were obtained by fitting a straight line to time series concentration 

data (0th order rate constants were determined to fit the data better than 1st
 order rate constants). 

Inverse temperature (in units of K) was then plotted against ln k and fitted with a straight line for 

oxic and anoxic incubations to obtain an estimate of the activation energy of a reaction (Ea) from 

the slope using Equation 3.1, the Arrhenius equation, relating k to Ea (Byun et al., 2021; Fang & 

Moncrieff, 2001). 

𝑘 =  𝐴 exp(−
𝐸𝑎

𝑅𝑇
 )                             (3.1) 

where k is the rate constant, A is a fitting parameter, Ea is the activation energy, R is the universal 

gas constant, and T is the temperature. Similarly, temperature (in units of K) was plotted against 

ln k and fitted with a straight line for oxic and anoxic incubations to obtain an estimate of Q10 from 

the slope using Equation 3.2, derived from the Arrhenius equation, relating k to the temperature of 

a reaction through the Q10 temperature sensitivity parameter. 

𝑘 =  α exp(
𝑙𝑛(𝑄10)

10
 ×  𝑇)                (3.2) 

where k is the 0th order rate constant, α is a fitting parameter, T is the temperature in units of K, 

and Q10 is the unitless temperature sensitivity. Practically, the Q10 value represents the ratio of two 

reaction rates which are 10°C or K apart and is commonly derived from the first-order exponential 

function in Equation 3.2. Q10 of biological reactions are generally understood to fall between 2 to 

3 (representing a doubling or tripling of reaction rates with a 10°C temperature increase), with 
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values of 2 to 2.2 commonly assumed for temperatures between 20 to 30°C for biologically 

mediation reactions such as the biodegradation of chemicals (Barcelo Culleres et al., 2007). All 

line-fittings and calculations of statistics were performed using the linear regression function 

“linregress” from the “stats” module of the SciPy library (v1.7.2) for Python (v3.9). 

3.3 Results 

3.3.1 Accumulated headspace gases 

The headspace conditions on Day 0 for oxic incubations were in equilibrium with indoor 

laboratory atmosphere. For anoxic incubations, Day 0 headspace conditions were in equilibrium 

with the interior of an anaerobic chamber which had been flushed with pure N2 gas. CO2 and CH4 

accumulation in Nap incubations was observed to experience a lag period of between 4 to 28 days, 

which is discussed further in Appendix II (Figure AII-1). 

CH4 increased over time in Nap and No Nap anoxic incubations (Figure 3-2A). The effect of 

temperature was clear, with total anoxic CH4 accumulation (i.e., on Day 49) at 30°C being about 

double that at 20°C, and two orders of magnitude higher than at 10°C. Total anoxic CH4 

accumulation in No Nap treatments was similar to that in Nap treatments. CH4 accumulation in 

oxic incubations was small but also increased with temperature. CH4 data for No Nap and abiotic 

treatments were not available for the full duration of the oxic incubations. CO2 also increased over 

time in all Nap and No Nap incubations (Figure 3-2B). The effect of temperature on total CO2 

accumulation was clear in all six temperature-oxygen treatments. Total CO2 accumulation in both 

oxic and anoxic No Nap treatments was similar to that in Nap treatments. O2 levels remained about 

≤1% throughout all anoxic treatments at all temperatures. In oxic incubations, O2 in Nap treatments  
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Figure 3-2. Net change in (A) CH4, (B) CO2, and (C) O2 headspace gases, over the course of the 

entire incubations (6 days for oxic incubations, 49 days for anoxic incubations). Error bars 

represent one SD. Note that for abiotic No Nap and abiotic incubations, net change in CH4 was not 

able to be calculated since CH4 data was not collected for the entire length of the incubation for 

those incubations. For oxic abiotic controls, net change in O2 was also not able to be calculated for 

the same reason. See Figures AII-1 and AII-2 for full time series data of CH4, CO2, and O2. 
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decreased more at warmer temperatures. Time series data for accumulated O2, CO2, and CH4 can 

be found in Figures AII-1 and AII-2. 

3.3.2 Porewater chemistry 

Time series of accumulated acetate and propionate are shown in Figure 3-3 as representative 

examples of accumulated OAs. OA time series data for abiotic controls are not available due to 

interference of HgCl2 with chromatographic interpretation of low molecular weight OA 

compounds. In oxic incubations, accumulated OAs decreased steadily over time at all 

temperatures. In anoxic incubations, accumulated OAs fluctuated more over time than in oxic 

incubations. The net effect at 20 and 30°C was the decrease of OAs to near-undetectable levels by 

the end of the incubations at Day 49. At 10°C, the net effect of fluctuations throughout the 

incubations resulted in a net increase in OAs. The net change in OAs in No Nap treatments was 

similar to Nap treatments in all incubations. 

pH decreased over time in all Nap and No Nap treatments (Figure 3-4). pH decreases were greater 

at lower temperatures. Changes over time in pH in abiotic controls were negligible.  DIC increased 

over time in all Nap and No Nap incubations and had no change in abiotic controls (Figure 3-5). 

Total accumulated DIC in both oxic and anoxic incubations at 10°C was lower than at 20 and 

30°C, with the difference being greater in anoxic incubations. Time series data for accumulated 

DIC can be found in Figure AII-3. 
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Figure 3-3. Time series of (A) acetate and (B) propionate organic acid concentrations in porewater. 

Data shown are the average of triplicate samples at each sampling time point, with error bars 

representing one SD. Note that abiotic control data are not available due to interference of HgCl2 

with chromatographic interpretation of low molecular weight OA compounds. 
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Figure 3-4. Time series of pH in porewater. Data shown are the average of triplicate samples at 

each sampling time point, with error bars representing one SD. 

 

Figure 3-5. Net change in porewater DIC over the course of the entire incubations (6 days for oxic 

incubations, 49 days for anoxic incubations). Error bars represent one SD. 
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3.3.3 Naphthalene mass loss 

Similar net decreases in aqueous naphthalene were observed in all abiotic and Nap incubations 

(Figure 3-6). Additionally, total soil naphthalene (Figure AII-4), which is a measure of the total 

naphthalene in both sorbed and aqueous phases, did not significantly decrease over time in Nap 

incubations (total soil naphthalene data for abiotic controls is not available). There was no apparent 

effect of temperature on the percent of total naphthalene mass lost in either Nap or abiotic 

incubations (Figure AII-5).  

 

Figure 3-6. Time series of aqueous naphthalene in porewater. Data shown are the average of 

triplicate samples at each sampling time point, with error bars representing one SD. 
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3.3.4 Temperature sensitivity analysis 

Ea and Q10 were estimated as described in section 3.2.4 using full time series data from both oxic 

and anoxic incubations, representing the net processes of CO2 accumulation, DIC accumulation, 

CH4 accumulation, and accumulation of the sum of inorganic carbon species (CO2 + DIC + CH4). 

Additionally, Ea and Q10 were estimated using time series data from only the oxic incubations, 

representing the net result of OA (acetate and propionate) consumption and O2 consumption. Ea 

and Q10 estimates of O2 consumption in anoxic incubations were not made due to a lack of change 

over time in accumulated O2. Ea and Q10 estimates of OA consumption in anoxic incubations were 

also omitted due to the combination of production and consumption processes complicating the 

trend (see discussion in section 3.4.2).  

Table 3-2 summarizes measurements of Ea and Q10 in oxic and anoxic incubations, and these 

values are visually compared in Figure 3-7 (panels A-G). Curve fitting plots can be found in Figure 

AII-6, and further fitting statistical parameters in Table AII-1. Measurements of Ea and Q10, curve 

fitting plots, and fitting statistical parameters for the same analysis excluding time series data from 

the initial lag period  (as defined by the lag period in CO2 accumulation time series, Figure AII-

1B) can be found in Table AII-2, Figure AII-7, and Table AII-3, respectively.  
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Table 3-2. Summary of Ea and Q10 values in this experiment, along with associated errors, 

measured for various processes under oxic and anoxic Nap incubations. Ea and Q10 measurements 

of O2 consumption in anoxic incubations are not included due to a lack of change over time in 

accumulated O2. Ea and Q10 measurements of acetate and propionate consumption in anoxic 

incubations were also omitted due to the combination of production and consumption processes 

complicating the analysis (see discussion in section 3.4.2). 

 Oxic Anoxic 

Net reaction 
Ea (kJ 

mol-1) 

Ea std. 

error (+/-) 
Q10 

Q10 std. 

error (+/-) 

Ea (kJ 

mol-1) 

Ea std. 

error (+/-) 
Q10 

Q10 std. 

error (+/-) 

CO2 

accumulation 
60 14.6 2.3 1.25 72 16.4 2.7 1.28 

CH4 

accumulation 
36 17.3 1.7 1.29 160 34.1 9.3 1.69 

DIC 

accumulation 
15 3.8 1.2 1.06 46 27.5 1.9 1.49 

CO2+DIC+CH4 

accumulation 
21 4.5 1.3 1.07 50 24.5 2.0 1.43 

O2 consumption 47 14.9 1.9 1.25 -- -- -- -- 

Acetate 

consumption 
10 11.3 1.2 1.18 -- -- -- -- 

Propionate 

consumption 
23 15.8 1.4 1.26 -- -- -- -- 
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Figure 3-7. Comparison of Ea and Q10 for (A) CO2 accumulation, (B) CH4 accumulation, (C) DIC 

accumulation, (D) accumulation of CO2 + DIC + CH4 in oxic and anoxic Nap incubations, and (E) 

O2 consumption, (F) acetate consumption, and (G) propionate consumption in oxic Nap 

incubations. Error bars represent the standard error resulting from curve fitting to obtain Ea and 

Q10 parameters (see Figure AII-6). Panel H shows a box plot summary of all Q10 values obtained 

for processes in oxic and anoxic incubations. The bottom whisker, bottom of the box, middle line 

in the box, top of the box, and top whisker represent the minimum value, 25th percentile, 50th 

percentile, 75th percentile, and maximum value, respectively. The “x” represents the mean value. 
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Q10 values from oxic incubations (Table 3-2, Figure 3-7) range from 1.15 (for net acetate 

consumption) to 2.31 (for net CO2 accumulation), while those from anoxic incubations range from 

1.90 (for net DIC accumulation) to 9.26 (for net CH4 accumulation). It would not be appropriate 

to accept measured average Q10 and Ea values from this analysis quantitatively, due to the large 

uncertainties (summarized in Table 3-2) introduced through the curve fitting process (Figure AII-

6) that are often of similar magnitude to the measured average values themselves. Despite these 

uncertainties, trends exist in the measured average values which can be assessed qualitatively.  

Where both anoxic and oxic Q10 values were measurable, Q10 for the anoxic processes were always 

higher than for oxic processes.  

3.4 Discussion 

3.4.1 Accumulated headspace gases 

CH4 and CO2 total accumulations (Figure 3-2A and 3-2B) clearly show a dependence of gas 

accumulation rates on temperature. The temperature sensitivities of CH4 and CO2 accumulation 

are further quantified and discussed in sections 3.3.4 and 3.4.4.  

CH4 accumulation was far greater in anoxic incubations, especially at higher temperatures. Small 

amounts of accumulated CH4 in oxic incubations could result from methanogenesis in isolated 

anoxic pore spaces. However, the small volume of anoxic zones combined with the high rates of 

CH4 oxidation at near-atmospheric O2 levels likely greatly limited the accumulation of CH4 in the 

oxic incubations. O2 levels in all anoxic incubations (Figure 3-2C) changed little throughout the 

incubation time, confirming that minimal aerobic respiration activity was present in the anoxic 

incubations.  
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3.4.2 Porewater chemistry 

The production of OAs (including acetate and propionate, see Figure 3-3) can be attributed to 

anaerobic organic matter fermentation. Processes contributing to the consumption of OAs, on the 

other hand, include both aerobic and anaerobic oxidation of OAs, as well as ABM (which converts 

acetate into CH4 and CO2). The observed net decrease, increase, or fluctuations in OAs would then 

be a result of simultaneous production and consumption processes. 

Since both OA production and consumption processes may be promoted by higher temperatures, 

the effect of temperature on the net accumulated OAs over time in Nap and No Nap incubations 

(Figure 3-3) were not obvious. However, it can be observed that in both anoxic and oxic 

incubations, lower temperatures were related to slower decreases in OAs, or in the case of anoxic 

incubations at 10°C, reverse the trend to a net increase. This may indicate a greater inhibition of 

the decreasing process(es), such as OA oxidation, at lower temperatures. It may also have been the 

case in the anoxic incubations that at lower temperatures, there was less ABM methanogenic 

activity or increased acetate production, contributing to the positive accumulation of OAs in the 

anoxic incubations at 10°C. There is support for this hypothesis in the literature: Some studies 

have observed increasing contributions of ABM (relative to HBM) with higher temperatures from 

moderate temperature ranges (5-20°C) (Gill et al., 2017) up to 40°C (Metje & Frenzel, 2005). Saha 

et al. (2015) suggest the explanation of better adaptation of hydrogenotrophic methanogens, than 

aceticlastic methanogens, to low temperatures (<15°C).  Conversely, Nozhevnikova et al. (2007) 

observed the stimulation of acetate production and domination of aceticlastic contributions to 

methanogenesis at low temperatures (5-15°C). Conrad (2020) and Kotsyurbenko (2005) also 

observe from literature reviews the strong dependence of temperature on ABM:HBM ratio and the 

dominance of ABM at low temperatures. Overall, the relationship between ABM:HBM ratio and 
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temperature is not straightforward in situations of incomplete organic matter degradation, such as 

in soil organic matter degradation settings (Conrad, 2020).  

In this experiment, the decrease of OAs in oxic incubations also occurred earlier than in anoxic 

incubations. In oxic incubations, it was expected that very little if any fermentation activity would 

have taken place to replenish OAs as they were consumed. There was also abundant O2 available 

in oxic incubations as an effective EA for aerobic OA oxidation. Therefore, faster OA decrease in 

oxic incubations can be explained by large contributions of OA consuming processes with little 

activity from OA producing processes. The additional contribution of OA production via 

fermentation in anoxic incubations is a possible explanation for why accumulated OAs fluctuate 

more over time in anoxic incubations, compared to more consistent decreasing patterns observed 

in oxic incubations (Figure 3-3).  

The decreasing trends observed in pH during Nap and No Nap incubations are likely mostly 

controlled by the accumulation of OAs. Net decrease in pH was greater at lower temperatures in 

both oxic and anoxic incubations, in keeping with the greater accumulation of OAs at lower 

temperatures discussed above. This interpretation aligns with findings from Chapter 2 where OA 

and CO2 accumulation were related to a drop in pH particularly in anoxic conditions.  

3.4.3 Naphthalene mass loss 

As described in section 3.3.3, naphthalene mass loss from the aqueous phase in both Nap and 

abiotic incubations were similar (Figure 3-6), with no significant additional mass loss observed in 

total soil naphthalene (Figure AII-4) and no apparent affect of temperature on mass loss (Figure 

AII-5). If mass loss came from a biological process (i.e., biodegradation of naphthalene), reaction 
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rates would be expected to vary noticeably by 2 to 3 times with every 10°C of temperature change. 

Together, these data indicate that most or all of the naphthalene mass loss observed was attributable 

to abiotic processes such as volatilization, and not biodegradation. Due to the temperature 

dependence of the Henry’s law constant of gas-liquid partitioning, naphthalene volatilization is 

expected to also be affected by temperature, but to a much lesser extent than biological processes.  

The explanation for the lack of naphthalene biodegradation observed is that naphthalene-degrading 

microbes were absent or slow to recover upon soil rehydration. Although the soil microbial 

community was demonstrated to contain naphthalene-degrading capabilities during the experiment 

conducted in Chapter 2, the subsequent one-year period of cold storage under dried conditions 

likely rendered much of the microbial community dormant or unable to reproduce. Upon 

rehydration with APW at the start of the experiment, the microbial community was able to recover 

after a lag period, but with an altered community composition compared to the original conditions 

of the soil. Soil from both this experiment and the experiment in Chapter 2 has been flash-frozen 

and preserved for future microbial community composition analysis to potentially verify this 

explanation. 

3.4.4 Temperature sensitivity analysis 

The measured average Q10 values listed in Table 3-2 range from 1.15 to 9.26 (or 2.74, if excluding 

CH4 accumulation). Recently, Q10 values have been reported in the literature for many different 

climates and reactions (examples listed in Table 3-1). In this study, I found that all measured 

average Q10 values for oxic incubations, except for Q10 of CO2 accumulation, were less than 2. For 

anoxic incubations, the measured average Q10 of CO2 accumulation was close to 3, and much 

higher (9.26) for CH4 accumulation. This study agrees with recent literature (Table 3-1) in 
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establishing a wider range of possible Q10 values for soil respiration and methanogenesis processes 

than commonly assumed, especially higher temperature sensitivities of CH4 production compared 

to CO2 (Gill et al., 2017; Leroy et al., 2017; Lupascu et al., 2018; Van Hulzen et al., 1999; Wang 

et al., 2015; Wei et al., 2021). Temperature sensitivities of CH4 production or accumulation have 

not been measured as frequently as CO2 production in temperature sensitivity studies. Van Hulzen 

et al. (1999) proposed that the higher average temperature sensitivities of soil methanogenesis 

relative to respiration could be a result of longer lag times at lower temperatures while alternate 

electron acceptors are preferentially utilized, combined with the slower growth of methanogenic 

communities at lower temperatures. This explanation is consistent with the results of the current 

experiment, given the observed temperature-sensitivity of CH4 accumulation lag times (Figure 

AII-1A). Overall, the poor fit of the Arrhenius model for accumulated CH4
 (Table AII-1 and Figure 

AII-6, row B) suggests that temperature-variable mechanisms may be contributing to CH4 

accumulation rates at different temperatures, and that the temperature-independent Q10 assumption 

of the Arrhenius model may be inappropriate. 

In addition, in this study I observed that the measured average Q10 values from anoxic incubations 

were consistently higher than those from oxic incubations for the same reaction (where both oxic 

and anoxic datasets were analyzed). Despite high error in measured Q10 values, this relationship 

holds for Q10 of CO2 accumulation, DIC accumulation, and CH4 accumulation, for which the 

anoxic Q10 is greater than the corresponding oxic Q10 by 1.2, 1.5, and 5.6 times, respectively. This 

result challenges past studies which have compared aerobic and anaerobic soil respiration Q10 

values and observed higher Q10 values for aerobic soil respiration than anaerobic soil respiration 

(Blagodatskaya et al., 2014; Chen et al., 2018; Szafranek-Nakonieczna & Stêpniewska, 2014). In 

this experiment, the measured average Q10 for CH4 accumulation in particular was much greater 
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in the anoxic incubation than in the oxic incubation. One possible explanation could be that, under 

oxic conditions, the rate of aerobic CH4 oxidation also increases at higher temperatures, 

counteracting increased CH4 production. 

Despite being a small portion of total GHG accumulations in this study, CH4 is 25 times more 

potent as a GHG than CO2  (United States Environmental Protection Agency, 2023). Here, I 

estimated that the observed Q10 of CH4 accumulation was about 3.4 times greater than the Q10 of 

CO2 accumulation under anoxic conditions. Our findings suggest that increasing soil temperatures 

could potentially increase CH4 emissions from anoxic or sub-oxic soils (such as wetlands and other 

seasonally or permanently saturated soils) on the scale of 3.4 times faster than increases in CO2 

emissions, increasing the CH4:CO2 ratio.  

The increased potential for GHG emissions from PHC-contaminated sites compared to clean sites 

is of importance for project managers or researchers at these sites around the world, including the 

over 5000 federally listed active PHC-contaminated soil sites in Canada (Treasury Board of 

Canada Secretariat, 2022). In this study I found evidence that with increasing soil temperatures, 

the CH4:CO2 ratio of anoxic or sub-oxic soils may also increase. However, increasing soil 

temperatures will likewise increase the rates of potential PHC biodegradation. This may be of 

particular interest to the PHC-contaminated sites in Canada and worldwide that are located in cold 

regions, which are warming at a rate 4 times the global average (X. Zhang et al., 2019).  

Recent studies have indicated that freeze-thaw cycles in cold regions, which are becoming more 

common with climate change, can increase net CO2 and CH4 emissions compared to more stable 

soil temperature conditions (Priemé & Christensen, 2001; Ramezanzadeh et al., 2023; Yang et al., 
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2023; Zhu et al., 2009). Additionally, the Q10 of CO2 production has been found to be higher in 

regions with colder climates (Byun et al., 2021; Chen & Tian, 2005; Zhou et al., 2009), suggesting 

that measured average Q10 of CO2 accumulation in temperature-region soils in this study are the 

lower bounds of temperature sensitivity for soils in colder regions. Overall, the higher GHG 

emissions potential of PHC-contaminated sites combined with the possibility of increasing 

CH4:CO2 ratio of soil emissions, rapid climate warming, increasing incidence of freeze-thaw 

cycles, and higher temperature sensitivity of soil respiration in cold regions are all indicators that 

PHC-contaminated sites in cold regions in particular may see increasing GHG emissions, but faster 

PHC biodegradation, with progressing climate change. Although the contributions of CSR-derived 

soil GHG emissions are likely very small compared to total soil GHG emissions (TSR) at the 

global scale, this possibility is of relevance to contaminated site project managers or researchers 

interested in soil carbon fluxes at the site-scale.  

3.5 Conclusion  

This study agrees with recent literature in establishing a wider range of possible Q10 values than 

commonly assumed, especially for methanogenesis. A trend was identified, inconsistent with other 

published research, where anaerobic soil respiration and methanogenesis processes (including CO2 

accumulation, DIC accumulation, and CH4 accumulation) were apparently more temperature-

sensitive than their aerobic counterparts. The temperature sensitivity of anaerobic methane 

accumulation was found to be especially high with a Q10 of ~9, suggesting that the CH4:CO2 ratio 

of soil GHG emissions may potentially increase with warming soil temperatures. At PHC 

contaminated sites, GHG emissions, but also biodegradation rates, have the potential to increase 

in a warming climate.   
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4 Summary of findings and future research 

4.1 Summary of key findings 

The objective of this thesis was to advance understanding on the effects of soil moisture, O2, and 

temperature on PHC biodegradation and associated soil respiration and methanogenesis processes. 

In Chapter 2, I designed and conducted a moisture-variable soil microcosm incubation experiment 

and identified two distinct kinetic regimes contributing to naphthalene biodegradation under 

different soil moisture and O2 conditions. In Chapter 3, I further developed the experimental design 

from the previous chapter to conduct a temperature- and O2- variable soil microcosm incubation 

experiment, observing novel trends in the temperature sensitivity of anaerobic and aerobic 

biodegradation reactions in the presence of PHC contamination. 

In Chapter 2, the degradation of naphthalene was monitored in a naphthalene-spiked soil 

microcosm incubation experiment under 60%, 80%, and 100% WFPS moisture conditions with 

oxic headspace, and 100% WFPS moisture conditions with anoxic headspace. Microcosms were 

sacrificed weekly to biweekly and sampled for headspace accumulated gases, porewater chemistry, 

and dissolved and total soil naphthalene. First-order kinetic rate fitting analysis was used to 

interpret the effects of different moisture and oxygen conditions on naphthalene biodegradation 

rates, while time series of porewater pH, organic acids, and anions provided insight into 

biodegradation pathways in each incubation condition. 

From the first-order kinetic rate fitting analysis of naphthalene concentration time series, two 

distinct degradation end-member regimes were identified: an initial fast regime characterized by 

an apparent first order rate constant on the order of 10-1 day-1 followed by the dominance of a 
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slower regime. In the anoxic incubations, only the slow regime was observed with a corresponding 

rate constant on the order of 10-2 day-1. Porewater chemistry data revealed that the fast regime end-

member was dominated by aerobic and anaerobic respiratory biodegradation, while the slow 

regime end-member was dominated by fermentative biodegradation. The order-of-magnitude 

difference between the fast and slow regimes was therefore the result of different dominant 

naphthalene biodegradation regimes. The varied mixing of respiratory and fermentative regime 

end-members were attributed as the probable control on differing time scales of biodegradation 

under different soil moisture and O2 conditions observed in the experiment. 

Findings from Chapter 2 confirmed that at PHC contaminated field sites, biodegradation rates of 

PHCs can vary greatly depending on soil moisture and oxygen conditions, with a 10 times or 

greater difference in rates expected between oxic, drier zones and anoxic, saturated zones. Our 

results also implied that by maintaining both soil moisture and O2 at optimal conditions in active 

PHC remediation approaches, PHC biodegradation rates and remediation efficiency can be 

enhanced further than through the optimization of only one of these two highly variable physical 

soil parameters. Additionally, with the identification of distinct respiratory and fermentative PHC 

biodegradation regime end-members and the relationship between their respective rates, the two 

distinct phases of biodegradation activity could be used as simplified representations of PHC 

biodegradation when modelling variable moisture and oxygen conditions. 

In Chapter 3, the experimental design in Chapter 2 was adapted for a similar naphthalene-spiked 

soil microcosm incubation experiment under oxic and anoxic headspace conditions at 10, 20, and 

30°C. Microcosms were sacrificed daily for oxic incubations and weekly for anoxic incubations 

and sampled for headspace accumulated gases, porewater chemistry, and dissolved and total soil 
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naphthalene. Arrhenius temperature sensitivity curve-fitting analysis was conducted on time series 

data of headspace gases, porewater organic acids and dissolved inorganic carbon. 

Results of curve-fitting analysis in Chapter 3 confirmed that the Q10 temperature sensitivity 

quotients of CO2 and CH4 accumulation processes encompass values beyond the commonly 

assumed range of 2 to 3, and a larger range of Q10 values were observed for CH4 accumulation 

than CO2 accumulation. In particular, I observed that measured Q10 values consistently indicated 

a greater temperature sensitivity of respiration and methanogenesis processes under anoxic 

conditions than under oxic conditions, contradicting previous relationships observed in literature. 

I observed that methanogenesis under anoxic conditions had a particularly high Q10 of 9. These 

findings suggest the potential for an increasing CH4:CO2 ratio from soil GHG emissions in a 

warming climate, especially from anoxic or cold region soils.  

Findings and literature from Chapter 3 together suggest that PHC contaminated sites have the 

potential for increasing GHG emissions as well as increasing contaminant biodegradation rates in 

a warming climate, especially those in cold regions or with anoxic soils. While the total soil GHG 

emissions from PHC contaminated sites is small compared to clean soils at the global scale, these 

expected shifts in soil carbon fluxes are important for the consideration of site managers concerned 

with site-scale carbon cycling and GHG emissions. 

The findings from Chapters 2 and 3 presented in this thesis altogether contribute to the framework 

in which to consider PHC biodegradation and soil respiration and methanogenesis in the context 

of variable soil moisture, temperature, and O2. In Chapter 2, naphthalene biodegradation was 

identified to proceed under distinct fast and slow respiratory and fermentative end-member 



 63 

regimes, with biodegradation time scales under different soil moisture and O2 conditions controlled 

by the relative contributions of each end-member. This representation of soil moisture and O2 

controls on aerobic and anaerobic PHC biodegradation serves as a potential simplification of such 

processes in dynamic PHC biodegradation models. In Chapter 3, results challenged previous 

observations in literature about the temperature sensitivity of aerobic and anaerobic soil 

respiration, instead finding that soil respiration and methanogenesis processes under anoxic 

conditions were more sensitive to temperature than under oxic conditions. However, the results 

from Chapter 3 aligned with existing work acknowledging the higher temperature sensitivity of 

methanogenesis compared to soil respiration. Overall, Chapter 3 findings indicate that an 

increasing CH4:CO2 ratio in soil carbon emissions may occur in a warming climate, with the effect 

especially pronounced in anoxic and/or cold region soils. Soil GHG emissions as well as 

contaminant biodegradation rates at PHC contaminated sites may potentially increase in warmer 

climates, which is important to acknowledge for an understanding of the changing soil carbon 

balance at the site-scale.  

4.2 Recommendations for future research 

In Chapter 2, the challenge of sampling porewater at low soil moistures prevented the desired 

collection of data across a more comprehensive range of conditions. Therefore, future similar 

research could benefit from using common naphthalene biodegradation proxies (such as CO2/CH4 

and naphthalene carbon isotope signatures or total CO2/CH4 production) rather than directly 

measuring naphthalene concentrations in soil and porewater. The cost savings from omitting 

extraction and analysis of soil and porewater could be diverted to purchase carbon-isotope-tagged 

naphthalene to improve the accuracy of biodegradation proxies. This will be especially helpful for 

PHC biodegradation studies at low soil moistures. 
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The two-regime approach to simplifying aerobic and anaerobic naphthalene biodegradation 

presented in Chapter 2 holds promise as a potential simplified representation in PHC 

biodegradation models. However, more work is needed to accurately quantify the relative 

contributions of respiratory and fermentative regimes under different soil moistures and to validate 

this approach against experimental data and other modelling approaches. 

The improvement in experimental data quality between Chapters 2 and 3 was a testimony to the 

improvements in experimental design made throughout the course of this work. The methodology 

described in Chapter 3 would be an excellent starting point for similar soil microcosm incubation 

experiments, including necessary further research to directly address the temperature sensitivity of 

the respiratory and fermentative naphthalene biodegradation kinetic regimes identified in Chapter 

2. This further work would widen the potential applications of the simplified two-regime 

biodegradation approach. 

Results from Chapter 3 regarding the relative temperature sensitivities of aerobic and anaerobic 

soil respiration seemed to disagree with most previous observations in the literature. Targeted work 

to contribute stronger evidence to anaerobic and aerobic soil respiration and methanogenesis 

temperature sensitivities in different environmental settings is yet to be conducted.  A more 

definitive understanding on the topic would improve the generalization of expected effects of 

climate change on global soil GHG fluxes. 

Overall, challenges were encountered during the experiments in Chapters 2 and 3 resulting from 

the evolution of soil microbial communities in storage. This occurred during long ex situ storage 

periods while preliminary work was conducted and experimental methodologies were designed, 
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tested, and refined.  I acknowledge the heterogeneity of soil microbial communities over time, in 

storage, and in different locations in a soil profile or at different sampling sites. Minimizing soil 

storage time in future work is desirable but not always feasible and does not remove all sources of 

soil microbial community heterogeneity. Therefore, the characterization of a microbial community 

profile is recommended for future studies to allow assessment of the comparability between soil 

from different sites and experiments. This additional qualitative data point could help rule out 

community structure as a variable in otherwise-comparable experiments.  
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Data availability 

The experimental data reported on in Chapters 2 and 3 are openly available in the Federated 

Research Data Repository (FRDR) at https://doi.org/10.20383/102.0699 (Chapter 2) and 

https://doi.org/10.20383/103.0783 (Chapter 3). 

  

https://doi.org/10.20383/102.0699
https://doi.org/10.20383/103.0783
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I. Appendix I – Additional results from Chapter 2 

Table AI-1. Net change in headspace methane (CH4), headspace carbon dioxide (CO2), headspace oxygen (O2) and porewater dissolved 

inorganic carbon (DIC) after 44 days of incubation. Averages of triplicate jars and associated standard deviations (SD) are shown. Where 

no SD is given, triplicate jars did not yield enough sample volume for analysis, and a SD could not be calculated. Net change in CH4, 

CO2, and O2 headspace concentrations are shown in units of µmoles of carbon or percent per litre of headspace volume. Net change in 

DIC porewater concentrations are shown in units of millimoles per litre of porewater volume. 

Moisture 

and O2 

condition 

Experimental 

treatment 

Headspace CH4  Headspace CO2 Headspace O2 Porewater DIC 

Net change 

(µmol-C L-1) 
SD 

Net change 

(µmol-C L-1) 
SD 

Net change 

(%) 
SD 

Net change 

(mmol-C L-1) 
SD 

60% 

WFPS, 

oxic 

Nap 9.59×10-3 1.78×10-2 3.08×102 1.85×102 -25.6 4.89 9.52×10-1 -- 

No Nap 1.39×10-2 1.46×10-2 3.39×102 6.52×101 -28.3 0.20 1.40×100 -- 

80% 

WFPS, 

oxic 

Nap 2.60×10-3 9.07×10-3 4.34×102 7.88×101 -25.1 2.30 1.98×100 -- 

No Nap 1.30×10-2 1.88×10-2 1.37×102 2.82×101 -28.2 0.08 9.11×10-1 1.22×10-1 

Abiotic -1.07×10-2 5.16×10-3 6.55×101 1.36×101 -15.0 4.30 -5.42×10-1 -- 

100% 

WFPS, 

oxic 

Nap 1.37×10-2 8.73×10-3 7.05×101 2.52×101 -28.1 0.03 7.76×10-1 1.31×10-1 

No Nap 5.48×10-4 5.48×10-3 5.04×101 9.01×100 -28.1 0.02 7.05×10-1 1.30×10-1 
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100% 

WFPS, 

anoxic 

Nap 1.90×100 1.61×100 4.74×102 2.82×101 9.49 2.24 2.36×100 6.67×10-1 

No Nap 1.45×100 1.66×100 5.43×102 2.31×102 7.01 5.66 2.59×100 5.40×10-1 

Abiotic 2.58×10-2 3.15×10-2 3.82×101 5.18×100 6.53 2.66 -8.07×10-1 1.63×10-2 
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Table AI-2. Initial total naphthalene mass, volatilized fraction of naphthalene, and effective initial 

naphthalene mass in each experimental soil moisture treatment. Initial total naphthalene mass is 

the known added naphthalene mass. The volatilized fraction was calculated (or extrapolated as 

indicated) from the differences between the initial aqueous naphthalene mass and aqueous 

naphthalene mass remaining after equilibration. Effective initial naphthalene mass was calculated 

as: initial total naphthalene mass × (1 – total volatilized fraction). Different initial total naphthalene 

masses are a result of different APW volumes in each soil moisture treatment. 

Treatment 

Initial total 

naphthalene mass 

(µmol-C) 

Total volatilized 

fraction (%) 

Effective initial 

naphthalene mass 

(µmol-C) 

60% WFPS, oxic 5.17 13.5%* 4.47 

80% WFPS, oxic 7.15 12.9% 6.23 

100% WFPS, oxic 8.74 12.5%* 7.65 

100% WFPS, anoxic 11.13 12.0% 9.79 

*Extrapolated values. 
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Figure AI-1. Particle size distribution and cumulative curve of soil used in the incubation 

experiment. Wentworth grain size classes (Wentworth, 1922) are indicated on the figure. 
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Figure AI-2. 𝛿13C-CH4 versus 𝛿13C-CO2 isotope compositions in the headspace of Nap-spiked 

jars. Points are coloured by the data of incubation. Data for 60% oxic, 80% oxic, and 100% oxic 

treatments were collected on Days 9, 17, and 38 of the incubation. Data for 100% anoxic treatments 

were collected on Days 9, 17, and 44. Blue, green, and pink coloured regions represent domains 

of 𝛿13C-CH4 versus 𝛿13C-CO2 isotope composition differentiation due to hydrogen-based 

methanogenesis (HBM), acetate-based methanogenesis (ABM), and methane oxidation (MO), as 

described in Whiticar (2020). The fourth panel indicates the presence of ABM, and possibly HBM, 

activity in the 100% WFPS anoxic incubation at Days 9 and 17. 
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Figure AI-3. Percent of aqueous naphthalene that partitioned into the sorbed phase after 48 hours 

of equilibration at room temperature in the naphthalene sorption isotherm tests. Incubations at all 

three initial concentrations tested (1.25, 2.5, and 5 mg L-1 naphthalene) resulted in 80% partitioning 

into the sorbed phase (and 20% remained in the aqueous phase). 
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Figure AI-4. Time series of porewater pH. Data shown are the average of triplicate samples at 

each sampling time point, with error bars representing one standard deviation. Where no error bars 

are seen in the 60% oxic and 80% oxic treatments, triplicate jars did not yield enough sample 

volume for analysis, and a standard deviation could not be calculated. 
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II. Appendix II – Additional results from Chapter 3 

Table AII-1. Summary of statistics from curve fitting used to obtain the 0th order rate constant k, 

Ea and Q10 values for time series data sets of different processes under oxic and anoxic incubations. 

See Figure AII-6 for the associated curve fitting plots. Curve fitting for O2 consumption data in 

anoxic incubations were omitted due to a lack of change over time in accumulated O2. Curve fitting 

for acetate and propionate consumption data in anoxic incubations were also omitted due to the 

combination of production and consumption processes complicating the analysis (see discussion 

in section 3.4.2). 

 Oxic Anoxic 

 10°C 20°C 30°C 10°C 20°C 30°C 

CO2 accumulation       

0th order rate fit: k 1.37 × 101 4.63 × 101 7.28 × 101 1.44 6.07 1.08 × 101 

0th order rate fit: n 13 13 13 13 13 13 

0th order rate fit: R2 0.96 0.96 0.94 0.69 0.94 0.90 

Ea slope fit: R2 0.9940 0.9506 

Q10 slope fit: R2 0.9345 0.9419 

CH4 accumulation       

0th order rate fit: k 2.00 × 10-3 6.00 × 10-3 7.00 × 10-3 6.00 × 10-3 1.29 × 10-1 4.83 × 10-1 

0th order rate fit: n 13 13 13 13 13 13 

0th order rate fit: R2 0.25 0.53 0.52 0.60 0.83 0.48 

Ea slope fit: R2 0.8160 0.9563 

Q10 slope fit: R2 0.8005 0.9479 

DIC accumulation       

0th order rate fit: k 1.61 × 10-1 2.20 × 10-1 2.47 × 10-1 1.10 × 10-2 4.10 × 10-2 4.00 × 10-2 

0th order rate fit: n 13 13 13 13 13 13 

0th order rate fit: R2 0.77 0.91 0.92 0.80 0.83 0.72 

Ea slope fit: R2 0.9421 0.7410 

Q10 slope fit: R2 0.9326 0.7235 

CO2+CH4+DIC 

accumulation 
      

0th order rate fit: k 5.92 × 101 8.88 × 101 1.05 × 102 4.14 1.54 × 101 1.67 × 101 
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0th order rate fit: n 13 13 13 13 13 13 

0th order rate fit: R2 0.79 0.93 0.95 0.80 0.89 0.75 

Ea slope fit: R2 0.9553 0.8071 

Q10 slope fit: R2 0.9469 0.7914 

O2 consumption       

0th order rate fit: k 5.85 1.65 × 101 2.15 × 101 -- -- -- 

0th order rate fit: n 13 13 13 -- -- -- 

0th order rate fit: R2 0.73 0.95 0.95 -- -- -- 

Ea slope fit: R2 0.9073 -- 

Q10 slope fit: R2 0.8955 -- 

Acetate consumption       

0th order rate fit: k 6.30 × 10-2 9.50 × 10-2 8.30 × 10-2 -- -- -- 

0th order rate fit: n 13 13 13 -- -- -- 

0th order rate fit: R2 0.31 0.79 0.49 -- -- -- 

Ea slope fit: R2 0.4428 -- 

Q10 slope fit: R2 0.6869 -- 

Propionate consumption       

0th order rate fit: k 1.00 × 10-3 2.00 × 10-3 2.00 × 10-3 -- -- -- 

0th order rate fit: n 13 13 13 -- -- -- 

0th order rate fit: R2 0.19 0.65 0.36 -- -- -- 

Ea slope fit: R2 0.6772 -- 

Q10 slope fit: R2 0.8014 -- 
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Table AII-2. Summary of Ea and Q10 values in this experiment, along with associated errors, 

measured for various processes under oxic and anoxic Nap incubations, excluding time series data 

from the initial lag period (as defined by the lag period in CO2 accumulation time series, Figure 

AII-1B). Analyses for O2, acetate, and propionate consumption were omitted due to a lack of lag 

period observed in these time series datasets (Figures 3-3 and AII-2). 

 Oxic Anoxic 

Net reaction 
Ea (kJ 

mol-1) 

Ea std. 

error (+/-) 
Q10 

Q10 std. 

error (+/-) 

Ea (kJ 

mol-1) 

Ea std. 

error (+/-) 
Q10 

Q10 std. 

error (+/-) 

CO2 

accumulation 50 8.9 2.0 1.12 73 20.7 2.8 1.36 

CH4 

accumulation 36 17.3 1.7 1.29 141 31.8 7.1 1.62 

DIC 

accumulation -55 72.3 0.5 2.80 56 36.7 2.2 1.70 

CO2+DIC+CH4 

accumulation -28 54.0 0.7 2.15 57 37.1 2.2 1.71 
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Table AII-3. Summary of statistics from curve fitting used to obtain the 0th order rate constant k, 

Ea and Q10 values for time series data sets of different processes under oxic and anoxic incubations, 

excluding time series data from the initial lag period (as defined by the lag period in CO2 

accumulation time series, Figure AII-1B). See Figure AII-7 for the associated curve fitting plots. 

Analyses for O2, acetate, and propionate consumption were omitted due to a lack of lag period 

observed in these time series datasets (Figures 3-3 and AII-2). 

 Oxic Anoxic 

 10°C 20°C 30°C 10°C 20°C 30°C 

CO2 accumulation       

0th order rate fit: k 2.14 × 101 3.55 × 101 8.65 × 101 1.09 5.14 8.31 

0th order rate fit: n 6 6 6 12 12 12 

0th order rate fit: R2 0.98 0.74 0.86 0.86 0.91 0.90 

Ea slope fit: R2 0.9692 0.9254 

Q10 slope fit: R2 0.9757 0.9149 

CH4 accumulation       

0th order rate fit: k 2.00 × 10-3 6.00 × 10-3 7.00 × 10-3 1.10 × 10-2 1.84 × 10-1 5.68 × 10-1 

0th order rate fit: n 13 13 13 6 9 9 

0th order rate fit: R2 0.25 0.53 0.52 0.52 0.92 0.34 

Ea slope fit: R2 0.8160 0.9514 

Q10 slope fit: R2 0.8005 0.9426 

DIC accumulation       

0th order rate fit: k 2.60 × 10-1 2.10 × 10-2 5.80 × 10-2 6.00 × 10-3 3.10 × 10-2 2.70 × 10-2 

0th order rate fit: n 6 6 6 6 9 12 

0th order rate fit: R2 1.00 0.14 0.50 0.47 0.59 0.65 

Ea slope fit: R2 0.3642 0.7024 

Q10 slope fit: R2 0.3453 0.6843 

CO2+CH4+DIC 

accumulation 
      

0th order rate fit: k 9.51 × 101 1.75 × 101 4.52 × 101 2.24 1.23 × 101 1.07 × 101 

0th order rate fit: n 6 6 6 12 9 6 

0th order rate fit: R2 1.00 0.41 0.76 0.52 0.75 0.69 

Ea slope fit: R2 0.2075 0.6996 

Q10 slope fit: R2 0.1918 0.6813 
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Figure AII-1. Time series of (A) CH4 and (B) CO2 in headspace. Data shown are the average of 

triplicate samples at each sampling time point, with error bars representing one SD. Appropriate 

CH4 data for abiotic controls is not available past Day 2 of oxic incubations.  
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Supplementary discussion accompanying Figure AII-1 

I observed an apparent initial lag period for CH4 accumulation in anoxic Nap incubations where 

CH4 accumulation was similar to that in abiotic controls. After the lag period, the rate of CH4 

accumulation increased in Nap treatments, with total accumulation greatly exceeding that of 

abiotic controls. I also observed lag periods for CO2 accumulation in anoxic incubations, where 

CO2 accumulation was similar or lower to that in abiotic controls before exceeding that in abiotic 

controls. Shorter lag periods were observed in oxic incubations. The initial lag periods observed 

in the time series of CH4 and CO2 accumulation were likely attributable to a period of biological 

population growth, during which micro-organisms multiplied until they reached a sustained 

community population level at which their activity was observable.  

The length of the lag period may be temperature- as well as oxygen- dependant. This can be 

observed in the anoxic data in Panel A: the first measurement points when accumulated CH4 in 

Nap incubations exceeded that in abiotic controls occurred on Days 49, 28, and 28 at 10, 20, and 

30°C respectively in anoxic incubations. The same for accumulated CO2 occurs on Day >6, 6, and 

4 in oxic incubations and on Day 49, 28, and 14 in anoxic incubations. 

During the initial lag period, accumulated CO2 in abiotic controls actually exceeded that in Nap 

treatments for all temperature-oxygen conditions. After the initial lag period, accumulated CO2 in 

abiotic controls plateaued or decreased while continuing to increase in Nap treatments. This could 

be the result of abiotic degassing (dissolution of inorganic carbon in soil and subsequent 

conversion to gaseous CO2) occurring in all jars upon rehydration of the soil, coupled to CO2 

oxidation occurring in the Nap incubations but not abiotic controls.   
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Figure AII-2. Time series of O2 in headspace. Data shown are the average of triplicate samples at 

each sampling time point, with error bars representing one SD. Appropriate data for Abiotic 

controls was not collected during the oxic incubation. 
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Figure AII-3. Time series of DIC in porewater. Data shown are the average of triplicate samples 

at each sampling time point, with error bars representing one SD.  
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Figure AII-4. Time series of total soil naphthalene (representing sum of aqueous and sorbed 

naphthalene phases) in Nap incubations. Data points represent single composite samples of all 

triplicates at that time point, except for Day 0 and 2 data from oxic incubations and Day 0 and 14 

data from anoxic incubations which were used to assess triplicate variability. For these data points, 

data shown are the average of triplicate samples at each sampling time point, with error bars 

representing one SD. Data are only available for Nap incubations. Data on Day 49 of the anoxic 

Nap incubation was not collected. 
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Figure AII-5. The percent of initial total soil naphthalene (calculated based on naphthalene mass 

added via APW spike) that was lost from the aqueous phase (Figure 3-6) in anoxic abiotic, anoxic 

Nap, oxic abiotic, and oxic Nap incubations at different temperatures. Data shown are the average 

of triplicate samples at each sampling time point, with error bars representing one SD.  
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Figure AII-6. Curve fitting plots from which parameters Table 3-2 were obtained. Column I shows 

linear time series fitting for oxic datasets at three temperatures to obtain the slope k in units of 

concentration day-1. Column II shows linear time series fitting for anoxic datasets at three 

temperatures to obtain the slope k in units of concentration day-1. Column III shows linear curve 
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fitting of inverse temperature (1/T) in units of K against ln k such that the slope is equal to -Ea/R 

(Equation 3.1). Column IV shows linear curve fitting of temperature (T) in units of K against ln k 

such that the slope is equal to ln Q10/10 (Equation 3.2). For columns I and II: black symbols = 

10°C, dark grey symbols = 20°C, light grey symbols = 10 °C. For columns III and IV: black 

symbols = oxic, light grey symbols = anoxic. Column V compares Ea and Q10 for oxic and anoxic 

incubations (bar plots shown in more detail in Figure 3-7).  

Rows A through G represent results for the dataset indicated on the figure (CH4 accumulation, O2 

consumption, etc.). Curve fitting statistics are summarized in Table AII-1. Curve fitting for O2 

consumption data in anoxic incubations were omitted due to a lack of change over time in 

accumulated O2. Curve fitting for acetate and propionate consumption data in anoxic incubations 

were also omitted due to the combination of production and consumption processes complicating 

the analysis (see discussion in section 3.4.2).  
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Figure AII-7. Curve fitting plots from which parameters Table AII-2 were obtained, excluding 

time series data from the initial lag period (as defined by the lag period in CO2 accumulation time 

series, Figure AII-1B). Column I shows linear time series fitting for oxic datasets at three 

temperatures to obtain the slope k in units of concentration day-1. Column II shows linear time 

series fitting for anoxic datasets at three temperatures to obtain the slope k in units of concentration 

day-1. Column III shows linear curve fitting of inverse temperature (1/T) in units of K against ln k 

such that the slope is equal to -Ea/R (Equation 3.1). Column IV shows linear curve fitting of 

temperature (T) in units of K against ln k such that the slope is equal to ln Q10/10 (Equation 3.2). 

For columns I and II: black symbols = 10°C, dark grey symbols = 20°C, light grey symbols = 10 

°C. For columns III and IV: black symbols = oxic, light grey symbols = anoxic. Column V 

compares Ea and Q10 for oxic and anoxic incubations (bar plots shown in more detail in Figure 3-

7).  

Rows A through D represent results for the dataset indicated on the figure (CH4 accumulation, 

CO2 accumulation, etc.). Curve fitting statistics are summarized in Table AII-3. Analyses for O2, 
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acetate, and propionate consumption were omitted due to a lack of lag period observed in these 

time series datasets (Figures 3-3 and AII-2). 


