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Abstract

Estimating the relationships between objects is fundamental to certain problems that
require an understanding of a scene captured by a camera. This object-relationship theme
is explored in two contexts in this thesis: (i) the task of identifying relative placements of
objects for bin picking in potential clutter and (ii) the task of estimating distances between
vehicles in 3D given some wide-angle video.

Bin picking generally refers to the task of picking up an object in a bin with a robotic
arm, given some measurement of the scene. This problem can have a number of challenges
and difficulties, one of which being the potential for the objects in the scene to be piled up
or in a clutter. If the target object to manipulate is partially occluded by other objects
in the scene, there can be some difficulty not only in terms of detecting the object, but
also in terms of deciding how to clear the way to this target object or how to grasp
and lift it appropriately without damaging or excessively displacing the neighbouring
objects. Herein is presented a deep-learning module to help deal with potentially cluttered
scenes: To account for neighbouring objects when estimating the relationship between two
objects, a graph-network architecture was designed and implemented. This architecture
relies on the bounding boxes and feature maps that would be outputted by an upstream
detector to estimate the relationships for pairs of detected objects. The starting edge and
vertex attributes of this proposed graph-network architecture are bounding box coordinates
(or values derived from such coordinates) and feature-map crops. In addition to this
architecture, some definitions for precision and recall that are tailored to this problem are
proposed for comparing a ground-truth graph to a predicted graph. Finally, the proposed
architecture was evaluated against a baseline model using existing datasets: one containing
computer-rendered images, and one with real images.

The problem of estimating distances between vehicles is motivated by the more general
problem of estimating the risk of accidents at any given intersection or road segment.
The number of traffic accidents per year in Canada, albeit generally decreasing, is still
substantial. Estimating the risk of accident at any given traffic intersection or road segment
could provide insight and actionable information to municipalities to help determine which
intersection or road segment should be prioritized and potentially improved in order to
increase road safety. To estimate this risk of accidents, tracking the number of close calls
or near misses is more desirable than merely tracking the number of accidents, as it does
not require the observer to wait for accidents to occur, and close calls are presumably
much more frequent than actual accidents. In order to determine whether a close call has
occurred, one could simply refer to the distance between any two given vehicles; although
this is not a perfect metric for detecting close calls, it is a starting point and a metric
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that is simple and easy to interpret. As such, this thesis addresses the more specific
problem of estimating distances between any two detected vehicles from wide-angle videos.
The wide-angle nature of images or videos introduces a difficulty, as it challenges a core
assumption of normal convolutional neural networks—that of translational equivariance. A
size-estimation model which uses spherical convolutions was evaluated on a simple, artificial
dataset, and results showed that the use of spherical convolutions, as opposed to normal
planar convolutions, was able to offer better performance in the tested scenario. In addition
to this work, a deep-learning module to estimate distances between vehicles, given some
bounding box coordinates and an image, is proposed. An ablation study was performed
on this distance-estimating architecture, the results of which quantified the amount of
performance gain that could be attributed to the use of pixel information in addition to
bounding-box coordinates.
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Chapter 1

Introduction

Since the rise in popularity of deep learning [5–7], object detection has met a great deal
of success through substantial improvements in detection accuracy. From R-CNN [8] to
CenterNet [9] and DETR [10], deep learning methods have repeatedly surpassed classical
methods in terms of object detection accuracy [11]. A derived field [12] which directly
relies on the ability to detect objects is the prediction of relationships between detected
objects in a scene; this task is generally referred to as scene graph generation [12–14]. This
field is important in applications where there is an interest in understanding the general
structure of a scene rather than characteristics of each object on its own. This thesis will
focus on the applications of deep learning for predicting relationships between objects for
two applications: bin picking and traffic road safety.

1.1 Motivations and Problem Descriptions

Motivations and brief problem statements for two problems—bin picking in clutter and
detecting close calls in road traffic—will be given in the two subsections that follow. The
problem formulations will become more precisely defined in Chapter 3 and Chapter 4.

1.1.1 Bin Picking in Clutter

Bin picking [15–19] is the task of grasping, with a robotic arm, objects placed in a bin; a
description of this problem is provided in the background in Section 2.1. In the presence of
clutter, some objects may be occluded from the perspective of the camera. The presence
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of such occluding objects can not only make object detection more challenging, but can
also lead to challenges or shortcomings with respect to the grasping process if the relative
placements of the objects neighbouring the targeted object are not accounted for. Three
such issues are described below.

Collision between the arm and non-targeted objects: Upon attempting to grasp
a targeted object, the robotic arm may come into physical contact with neighbouring objects
in the scene. This could cause the grasp attempt to fail, as the non-targeted objects could
either prevent the robotic arm from placing the end effector in the correct position or, when
using a gripper, a non-targeted object could prevent the end effector from closing on and
grasping the object effectively.

Accidentally lifting non-targeted objects: Assuming that a grasp attempt was
successful and that the end effector has securely gripped the targeted object: Upon lifting
the targeted object, the lifting motion of the arm may partly lift some neighbouring
objects that were physically supported by the targeted object. Inadvertently moving such
neighbouring objects may be undesirable for two reasons: first, after being inadvertently
moved, these other objects in the scene might not return to their original positions, and
the model might require a new picture of the scene to be taken in order to detect, once
again, the remaining objects; and second, some neighbouring objects could be lifted to such
an extent as to fall out of the bin or out of the field of view of the camera, which could
damage these objects or make them not visible to the system.

Lower overall speed due to unnecessary grasps: Even if the grasping system is
aware that the targeted object is occluded, without knowledge of exactly which objects
are obstructing the way to the targeted object, clearing the scene in order to access the
non-targeted object might be done in a suboptimal sequence of grasps by unnecessarily
removing some objects from the bin.

Together, these issues call for a bin-picking model that is able to reason about the
relative placements of objects in a scene, that is able to understand which objects might get
moved as a consequence of a targeted object being lifted, and that can find a suitable order
in which to remove objects which are obstructing the targeted object.∗ In particular, a
part of this thesis focuses on a proposed deep-learning model that can learn to understand
which objects are subject to being displaced when the targeted object is picked up.

∗Note that once a neighbouring object is identified as one that must be picked up before the targeted
object, this neighbouring object itself temporarily becomes the targeted object, and it might also be
occluded by other objects; there is thus a recursive nature to this problem.
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The scope of this problem addressed in this thesis is the following: Given an image of
a cluttered set of objects in a bin or on a flat surface, for any given object in the scene
(the targeted object), design a model to predict which detected objects must be moved before
grasping and lifting the targeted object.

1.1.2 Detecting Close Calls in Road Traffic

Although there has been a general trend of decrease in the number of collisions resulting
in injury or death in the past two decades in Canada (156 415 reported for 2002, 124 682
reported for 2012, and 79 563 reported for 2021 [20]), the number of total injuries in Canada
is still substantial: 108 018 injuries (excluding deaths) caused by motor vehicle collisions
were reported for 2021 [20]. As such, there is an interest in making roads safer by first
identifying the main causes of accidents and any road segments or intersections that are
particularly dangerous to drivers, cyclists, and pedestrians. This can be done by referring
to the number of reported accidents for any area of interest.

However, although the number of accidents per year is substantial, the number of road
segments and intersections, especially in large cities, is considerable. Thus, the number of
accidents per year per intersection can be relatively low for some intersections, especially
for those that are less frequently used. Furthermore, merely referring to accident statistics
to determine the level of risk of a certain road segment or intersection means that it is
impossible to reliably identify high-risk areas or find recurring causes of accidents before
any accidents occur! As such, there is motivation to instead refer to some other metrics
that can be collected before accidents ever happen. Close calls (or near misses) that occur
between a vehicle and a pedestrian, cyclist, or other vehicle are presumably more common
than actual accidents∗ and strongly correlated to the risk of accidents. Thus, referring to
the prevalence of close calls seems, a priori, to be more desirable than only tracking the
prevalence of actual accidents when assessing the degree of risk of a given area.

Miovision Technologies Incorporated, a company which has collaborated on this project,
offers products for traffic monitoring and data analysis. In order to monitor traffic, wide-
angle monocular RGB cameras have been installed on tall structures at a number of
intersections in such a way that they are placed above pedestrians, cyclists, and typical

∗Even if close calls do not occur much more often than accidents, they supplement the accidents
data, and they should allow a faster identification of those road segments and intersections that are most
dangerous.
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vehicles. Consequently, assumptions about the data being collected and the equipment used
for this road-safety project have been based on the real-world circumstances and constraints
under which data is collected by Miovision.

The high-level objective of this project is to identify close calls and near misses based
on RGB footage produced by these fixed wide-angle cameras. In this thesis, this project
is focused on estimating distances between two vehicles, which is a simple and easy-to-
interpret indicator of whether a close call took place between those two vehicles. The
problem formulation of this project in this thesis is thus the following: Given an RGB
video from a wide-angle, monocular, fixed camera of known specifications, design a model to
estimate the 3D distance between any two vehicles that are simultaneously visible in this
video.

1.2 Contributions

Generally, the objectives for this thesis are to provide, for each of the two main problems,
insight into limitations of past methods, and why some proposed methods should be well-
suited to each problem. The main contributions of this thesis, in the order that they are
presented, are as follows:

1. A graph-network-based architecture for predicting relative object placements in a
scene.

2. Formalization of performance metrics for object relationship prediction models in the
context of bin picking, as rigorous metric definitions suited to this problem appear to
be lacking in the related literature.

3. An evaluation of the suitability of spherical convolutions for 3D distance estimation
in wide-angle images.

4. A model to estimate distance between vehicles on a fixed plane, based on the output
of a detector.

The remainder of the thesis contains four chapters. Chapter 2 provides some background
theory on four major topics: the bin picking problem, object detection using deep learning,
graph networks, and spherical convolutional networks. The background content on the bin
picking problem, object detection, and graph networks includes information germane to
the problem of bin picking in clutter introduced in Section 1.1.1, while the background on
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spherical convolutional networks and the background on object detection are relevant to the
distance-estimation problem introduced in Section 1.1.2. Chapter 3 further formulates the
problem of bin picking in clutter described in Section 1.1.1, and it presents a proposed model
along with some performance results. Chapter 4 focuses on the distance-estimation problem
introduced in Section 1.1.2 by providing motivation for the use of spherical convolutions
and by presenting a module architecture, designed to be placed downstream of a detector,
for estimating distances between detected vehicles. Finally, Chapter 5 concludes both
Chapter 3 and Chapter 4 and includes suggestions for any continuations of these projects.
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Chapter 2

Background

Before delving into each of the two main computer vision problems of this thesis, some
background concepts are given in this current chapter in order to provide context to the
reader. Some fields and methods used for this thesis work already have a large presence in
the literature, and before starting to use any of them, the reader might benefit from first
getting a summary for each, some relevant definitions, as well as an introduction to the
notation that will later be used in some subsequent chapters.

2.1 The Bin Picking Problem

Bin picking [15–19] generally refers to the task, for a robotic system, of picking up an object
in a scene with a robotic arm; as illustrated in Figure 2.1, the robotic system typically
includes one or more imaging sensors (such as an RGB camera and/or depth camera) that
provide measurements of the scene. Thus, the problem of robotic object grasping is a
compound one, which can include the following sub-tasks (depending on what type of
approach is used): scene analysis, object detection, pose estimation, and grasp and path
planning (how the robotic arm should be placed on the object) [15, p. 3].

While a large portion of object-grasping approaches rely on estimating the poses of
objects and using geometric models (e.g., CAD models of the objects to manipulate), there
has recently been an increase in popularity in data-driven approaches which do not rely on
predetermined geometric models of the objects to manipulate [16, 21], which offers flexibility.
Furthermore, model-free approaches have been reported to allow for generalization to objects
not previously seen by the grasping system [21, 22].
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ROBOTIC
ARM

CAMERA

BIN

Figure 2.1: Illustration of a bin-picking system comprising of a
robotic arm and a camera pointed towards the bin. At this point in
the process, the camera has already captured an image, an object
has been detected, a path has been planned, and the robotic arm
is in the process of positioning the end effector around an object to
grasp it.

In addition to the possibility of dealing with objects without knowing their geometric
models, or dealing with novel objects, bin picking and object grasping can include additional
challenges: The objects to manipulate may be shiny, transparent, or translucent, which
introduces difficulty at the perception level. Challenges can also be present at the object
manipulation level: Objects may be fragile or shaped in a way which greatly restrict the
range of acceptable ways in which to grasp the object, or multiple objects to manipulate
may be piled up or in a clutter. This last difficulty motivates, and is partly addressed in,
Chapter 3.

The challenge of dealing with clutter in bin picking has a history which dates at least
as far back as 1983 [23]. This work by K. Ikeuchi et al. [23] presented a system which
segmented the scene based on photometric stereo measurements, estimated the attitude and
position of the object to grasp, and determined where to grasp the object. As summarized
in [24], later works related to this challenge of dealing with clutter have investigated different
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approaches, ranging from using supervised machine learning to learn how to interact with
the model [25, 26], to physically interacting with the pile of objects in order to either probe
or change the arrangements of the objects [27–29].

Robotic object grasping is generally a broad and fundamental problem in autonomous
robotics, and there are multiple applications that motivate research in this field [30]: these
include anthropomorphic service robots for household scenarios [18], picking objects in
industrial, automotive settings [31], and warehouse automation [32].

2.2 Object Detection Using Deep Learning

In computer vision, the task of an object-detection model (or detector) consists in locating
and classifying some physical objects that appear in an RGB image or video (possibly
including pixel-wise depth information, D) [11, 33, 34]. For greater clarity and precision, a
description for each of the main concepts in the preceding statement is given:

• Objects: A (physical) object is to be interpreted in the usual meaning of the word,
including animate objects: e.g., a banana, a car, a pair of scissors, etc.

• Images or videos: Using a notation and mathematical framework similar to that
described in [35], let an image of c channels (c = 3 for an RGB image, and c = 4
for an RGB-D image) be mathematically described as a function which maps from
a 2D integer lattice (set of discrete coordinates), Z2, to a set of three-dimensional
real-valued vectors, the elements of which are all non-negative and no greater than 1:

Z2 →
{
v ∈ Rc

∣∣ 0 ≤ min(v) ∧max(v) ≤ 1
}
.

This set of coordinates Z2 is for specifying two spatial dimensions: a horizontal
direction ȷ̂ and a vertical direction k̂. This definition of an image can be extended
to also encompass videos (lists of images); this results in a function with the same
target set, but a different domain: Z3. Thus, a video is such a function where the
domain is a set of discrete coordinates, each specifying a horizontal position (along ȷ̂),
a vertical position (along k̂), and a temporal position (along t̂).

• Model : An object detection model is the implementation of some function D which
maps from the set of all images (or videos), M, to the set of all multisets of pairs in
which the first element is a bounding box and the second element is a class:

D : M → P ′(B × C) ,
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where P ′(□) is the set of all multisets which have a subset of □ as their underlying
set.∗ The wording “implementation” is used here because a model is not merely a
function, since the general architecture and algorithm used for making an inference are
defining characteristics of the model. In contrast, a function can be entirely described
as simply a “set of ordered pairs” [36, p. 42].

• Locating : Expressing the location of an object is usually carried out by placing
bounding boxes (rectangles) on the 2D planes of the images or video frames. The set
of all possible 2D bounding boxes is denoted by B:

B :=


[
b1,1 b1,2
b2,1 b2,2

]
∈ R2×2

∣∣∣∣∣∣ b1,1 < b1,2 ∧ b2,1 < b2,2

 ,

where [b1,1 b2,1]
T is the bottom-left corner vertex of the bounding box and [b1,2 b2,2]

T

is the top-right corner vertex.

• Classifying : In this context, classification is the process of assigning some categorical
label, i.e., a class, out of all classes C = {c1, c2, . . . , ck} considered, to each of the
estimated locations (bounding boxes). Generic classes might include, for example,
“person”, “chair”, “fruit”, “vehicle”, etc. [37]; the specific classes would depend on the
dataset and the application for which the detection algorithm is used. The definition of
a class itself can be approached in a variety of ways, but it is reasonable to restrict its
definition to only depend on properties that can have a direct effect on the measured
image or video (e.g., shape, colour, degree of scattering, degree of absorption, etc.).

The field of object detection has existed since at least the 1990s [11, 33], but the
use of deep learning for this purpose has become particularly popular [11] following the
introduction [38] of AlexNet [39] in 2012. The year 2014 marks the start of a period
of widespread use of deep-learning methods for object detection [11, 33, 34], with the
introduction of R-CNN [8] and, in 2015, the introduction [40] of YOLO [41]. Around this
time, a distinction between two categories of such models becomes apparent: “two-stage
detectors” and “one-stage detectors” [11]. A two-stage detector, such as Faster R-CNN [42],
includes a region proposal stage, DRP : M → P ′(B), which generates a large number of
proposed regions of interest (RoIs) [43]. Each proposed RoI is then inputted into the

∗The idea of multiset is used here instead of simply set because it could technically be possible for a
detector to output two bounding boxes with the same coordinates, and with the same classes assigned to
both of them, indicating that two objects of the same class have the same location on the image (e.g., two
trees, one behind the other, that have the same height, width, and location on the image).
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second stage, DH : P ′(B) → P ′(B × C), which assigns a class to each proposal and refines
the bounding-box coordinates [42, 43]. A two-stage detector is thus an algorithm for a
function of the form DH ◦ DRP, with distinct implementations (algorithm sections) for each
of DRP and DH. One-stage detectors, such as YOLO [41], produce both bounding-box
coordinates and assign a class to each bounding box in a single stage, without intermediate
proposals [43]. Thus, a one-stage detector is not composed of distinct algorithms for DRP

and DH.

Subsections 2.2.1 and 2.2.2 gives a brief overview of these two categories of detectors,
with a greater focus on the two-stage approaches, as this is the category of deep-learning
models that were used in the main studies for this thesis.

2.2.1 Two-Stage Approaches

The two stages involved in these approaches are the following, in the order that the
processing is performed [33]:

1. A region proposal stage, which proposes many bounding boxes in the image
regardless of the apparent classes of the objects that are detected—this stage is class
agnostic.

2. A prediction stage which gives a classification output [33], assigning an object class
to each region proposal. This stage may also refine the bounding-box coordinates of
the selected region proposals from the first stage [33].

Region Proposal Stage

Fundamentally, the purpose of a region proposal stage is to produce a large number of
bounding boxes as hypotheses for object locations. As such, an adequate region proposal
stage should have high recall and make proposals that are class agnostic.

The region proposal stage can either be implemented using classical methods, such as
selective search [8, 44] and multiscale combinatorial grouping [45], or using deep-learning
approaches [42, 46, 47]. An advantage of using deep-learning for the region proposal stage
is that it allows for end-to-end training with the weights of the prediction stage [42].

The Region Proposal Network (RPN) introduced in [42], as part of Faster R-CNN, is
the first such instance of a deep-learning approach to generating region proposal. The
processing steps of this RPN are the following, based on [42]:
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1. The image is first fed into a convolutional feature extractor which outputs a feature
map. (This feature map can then be re-used by the prediction stage of the detector.)

2. A small fully-connected network is applied in a sliding-window fashion along the two
spatial dimensions of the output feature map—this is effectively a convolutional layer.
Spatial overlap between windows is permitted.

3. To each window is assigned a set of predefined reference boxes, named anchors. These
anchors include a variety of predefined scales and aspect ratios.

4. For each anchor, two predictions are performed: (a) the probability that the anchor
corresponds to an object, and (b) regression in each of the four bounding-box parameter
dimensions, corresponding to the amount of offset by which to adjust the anchor
coordinates to fit the bounds of object that has been detected.

The number of resulting proposals can then be adjusted by selecting a threshold for the
probability scores of step 4(a).

Prediction Stage

Given the output of the region proposal stage and the original image (or feature map from
step 1 of the RPN), the role of the prediction stage is to further refine the bounding-box
coordinates and to assign to each bounding box an object class [48]. This stage typically
starts by producing a crop of the image or feature map for each bounding box received,
and then performs pooling on each crop [48]. In the case of [48], the pooled features-map
crop is then fed into some fully-connected layers, which then branch off to a classification
module and a bounding-box regression module.

2.2.2 One-Stage Approaches

The defining characteristic of one-stage detectors is that they do not rely on using bounding-
box proposals that were dynamically created by an upstream module; instead, object
classification (specifying the type of object) is performed without directly using the predicted
bounding-box coordinates [43]. These detectors often work in a grid-search-like fashion,
with the image being processed at different locations [49] (and sometimes in combination
with different scales and aspect ratios; e.g., [50]).
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One of the main appeals of one-stage detectors is their inference speed, which is often
higher than two-stage detectors (this depends on the number of proposals to process), albeit
at the cost of prediction accuracy [41].

Popular one-stage detectors include the following [11]: YOLO [41] (and various deriva-
tives with improvements in inference speed and accuracy; e.g., YOLOv2 [51], YOLOv3 [52],
YOLOv4 [53], and YOLOv7 [54]), Single Shot Multibox Detector [50], RetinaNet [49],
CornerNet [55], and CenterNet [9].

Since the two main projects covered by this thesis do not require real-time inference,
the two-stage class of detectors was selected.

2.3 Graph Networks

Graph networks [56–59], a generalization of graph neural networks [60–64], are models that
process data that has a graph structure [56]. Any graph can be defined by a set of vertices
V and a set of edges E which is a subset of V2. As such, a graph G can simply be defined
as (V , E). In the context of graph networks, there is also the concept of an attribute, which
is defined per graph-processing iteration and is associated to each vertex, edge, and the
graph as a whole [56]. For a state i ∈ N and a graph G, this concept of attributes can be
represented by a V ∪ E ∪ {G} → ∪∞

n=1Rn function f iG which maps any vertex or edge of
the graph G (or maps G itself) to a feature vector of some dimensionality. (As an abuse
of notation, the more succinct form f i will frequently be used, especially when there is no
ambiguity as to which graph this function corresponds to.) A graph network processes
and updates all of these attributes in iterations, each of which has its update performed
by a dedicated “GN block” [56] (a processing & update block). A GN block responsible
for processing a graph state i (and producing state i + 1) is thus a function f i 7→ f i+1,
which processes all the attributes of the edges, the vertices, and the graph. A GN block is
composed of six fundamental functions [56]:

1. The edge-update function: ϕe

2. The vertex-update function: ϕv

3. The global-update function: ϕg

4. The local edge-aggregation function: ρe→v

5. The global edge-aggregation function: ρe→g

12



6. The vertex-aggregation function: ρv→g

Any of the three update functions could be implemented as artificial neural networks, while
the three aggregation functions would need to be able to accept a variable input size (but
they could still include some processing component implemented using some artificial neural
network) [56].

The output of the ρe→v aggregation function for an input f i(vt) (for some vertex vt) is
independent of the attributes of the edges that do not have vertex vt as their heads; i.e., if
{{□1,□2, . . . }} denotes a multiset with elements □1,□2, . . ., then f i+1(vt) is independent of
{{f i(v1, v2) | v1 ∈ V ∧ v2 ̸= vt}}. Since ρe→v operates on multisets of edge attributes, it is
convenient to define a new function to refer to the multiset of attributes of a set of edges:
Let Fi

G be a function analogous to f iG that can be applied to any subset of the domain of f iG
(and let Fi be a more succinct form); i.e.,

Fi
G : P

(
V ∪ E ∪ {G}

)
→ ∪∞

n=1 P ′(Rn)

S 7→ {{f iG(s) | s ∈ S}} ,

where P(□) is the power set of □ and P ′ is the multiset counterpart (defined on page 9).
Further, let e→ be the function which, for an input vertex vt, outputs the set of edges that
have vertex vt as their heads:

e→ : V → P(E)

vt 7→
{
(v1, v2)

∣∣ v1 ∈ V ∧ v2 = vt
}
.

At last, with these notations defined and using the framework from [56], for any given edge
e := (v1, v2) and ∀i ∈ N, the updated attributes are defined in a recursive fashion and can
be expressed using the six fundamental functions:

f i+1(e) = ϕe

(
f i(e), f i(v1), f i(v2), f i(G)

)
f i+1(v) = ϕv

(
ρe→v ◦ Fi+1 ◦ e→(v), f i(v), f i(G)

)
f i+1(G) = ϕg

(
ρe→g ◦ Fi+1(E), ρv→g ◦ Fi+1(V), f i(G)

)
.

One notable aspect of updating attributes in this fashion is that after n iterations,
information from the attribute of any vertex va can have an effect on the attributes of all
edges and vertices along all walks of length n [56]. Conversely, if the shortest path from a
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node va and a node vb is of length n+ 1, then it is guaranteed that after only n (or fewer)
iterations, the attribute of va will have neither affected that of vb and nor that of any edge
which has vb as its head.

Graph-network or graph-network-like models have been previously applied on tasks such
as molecular design [59], road traffic forecasting [65, 66], and visual scene understanding [67,
68]. Such networks are generally suitable when the data on which to make a prediction has
the structure of a graph, but where the topology of the graph is not constant across the
dataset. This idea of variable topology is relevant to both problems addressed in Chapter 3
and Chapter 4: indeed, in the case of the bin-picking problem, the number of objects in a
bin can vary across images, and in the case of the close-call detection problem, the number
of vehicles, pedestrians, and cyclists in a scene can vary across videos and even frames.

2.4 Spherical Convolutional Neural Networks

Spherical convolutional neural networks (S2-CNNs) [69] are convolutional neural networks
(CNNs) [70] which use spherical convolutional layers instead of regular 2-dimensional (planar)
convolutional layers that operate on a 2-dimensional Euclidean space E2. Thus, an image
processed by an S2-CNN is assumed to lie on a sphere; in contrast to a typical (planar)
image where to each point in R2 is associated an RGB value (a triplet), a spherical image
can be described as an association of each point on a 2-dimensional sphere S2 with an RGB
value. Formally, and as a generalization of definitions of image given in [35, 69], a k-channel
image (k-dimensional signal) on a space S can be described as an S → Rk function, where
an input is the coordinates of a point on the image, and the output is the pixel value
at that point. As such, a continuous-domain RGB image on E2 can be described as an
R2 → R3 function (or a restriction of this function, as applicable), with its discrete-domain
counterpart being described as an Z2 → R3 function [35]. Similarly, a continuous-domain
RGB image on a 2-sphere S2 can be described as an S2 → R3 function [69].

The convolution operator “∗” is an S(Rk) × S(Rk) → SR function. When S = R2, the
convolution operation between an image f and a kernel κ is defined as follows [71, p. 95]:

(κ ∗ f)(x, y) :=
∫ ∞

−∞

∫ ∞

−∞
f(tx, ty) · κ(x− tx, y − ty) dtx dty .

Using a vector notation, the following definition is equivalent:

(κ ∗ f)(x⃗) =
∫
R2

f (⃗t)
T
κ(x⃗− t⃗) dt⃗ . (2.1)
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Now, what would convolution on the sphere look like? Over what space would integration
be done, and how would one deal with the x⃗ − t⃗ component, which is not applicable to
coordinates on a sphere? In order to choose a definition which is adequate, it is essential
to first identify what properties of the convolution operator should be maintained. The
convolution operator has a number of properties [35, 69] that have contributed to its success
in deep learning for computer vision:

1. It is equivariant with respect to translation. More rigorously, let θκ : f 7→ κ∗f for any
kernel κ ∈ (R2)

(Rk). Thus, θκ(f) is simply the result of convolving some given kernel κ
with the input image f . Such θκ functions are equivariant with respect to translation;
i.e., if translation is described as a group action τ of the group T = (R2,+) on
(R2)

(Rk)∪ (R2)
(R) such that τ (⃗t, f) = (x 7→ f(x+ t⃗)), then the translation equivariance

property is as follows:

∀t⃗ ∀κ ∀f

(
θκ

(
τ
(
t⃗, f
))

= τ
(
t⃗, θκ(f)

) )
.

This same idea can be expressed in a commutative diagram [72], clearly showing that
applying convolution via θκ followed by some translation τt⃗ : f 7→ τ (⃗t, f) is equivalent
to applying translation τt⃗ followed by convolution via θκ:

(R2)
(Rk)

(R2)
R

(R2)
(Rk)

(R2)
R

τt⃗

θκ

τt⃗

θκ

2. The input to θκ and its output are both signals on the same space, E2; thus, it is easy
to chain convolutional layers by simply using a dedicated θκ function for each of the
k desired output channels.

3. It is simple to discretize θκ, as E2 (the domain of both kernel κ and feature map f)
can be discretized with a tessellation that is symmetric with respect to translation
(with square tiles forming a grid)—a regular tessellation.
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Ideally, for convolution operations on the sphere, the three properties listed above should
be satisfied; however, working with images on S2 comes with some complications which
require substantial adjustments to the definition and implementation of regular convolutions.
Two such complications are presented below:

(A) The space of rotations is not isomorphic to S2 [69]: The E2 space possesses
multiple symmetries; notably, its symmetry group E2 includes the subgroup T2 of all
translations in 2D, which is isomorphic to E2 itself [73, p. 19]. Practically, this means
that a convolution kernel moving over E2 can do so in a way that will result in a signal
on E2 and that the input and output of a convolution on E2 are both signals on E2.
This is convenient because such convolution can be composed (chained) with itself
without any change in the underlying space on which the signal lies. Further this also
allows for translational equivariance. While allowing for self-composition is feasible,
preserving translational equivariance is not possible on the sphere, as translation is not
part of the symmetry group of the sphere. As rotations of the sphere are analogous to
translations on E2, one could consider defining a spherical convolution operator that
is equivariant to rotations on the sphere; however, the symmetry group of the sphere,
ignoring reflections, is the three-dimensional group SO(3), which is not isomorphic to
S2 (different numbers of dimensions), and the output of spherical convolution of two
signals on S2 is three-dimensional [69]. Although one could conceive of a spherical
convolution operator which outputs a two-dimensional signal, this operator would
have to be, for each location on the sphere, non-equivariant to a certain rotation (since
there would be one fewer rotation dimension)—such as the one in [74], as pointed out
by [69].

(B) Very limited tessellation options: Since, practically, it is convenient to store an
image f : S → Rk in memory in an array structure, computation of convolution would
typically be done on a discretized version of f . In the case that S := E2, this poses
no major problem; however, in the case of S2, there is no non-degenerate regular
tessellation on the sphere other than the five tessellations which are each analogous
to one of the five platonic solids [75, pp. 128–130]. The platonic solid with the most
faces has 20 faces [75, p. 130], which is clearly too coarse-grained for many computer
vision applications. This calls for the need to interpolate values when performing
spherical convolution at resolutions of more than 20 pixels over the entire sphere.

T. S. Cohen et al. [69] have proposed two definitions for correlation∗—one for signals on
S2 and one for signals on SO(3). Their definitions, after adapting them to be consistent

∗For real-valued signals, cross-correlation and convolution are equivalent, up to some reflections of one
of the two input functions; in contemporary computer vision, it is common to use the term “convolution”
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with the notation used in (2.1), are as follows, for a spherical image (of feature map) f and
a spherical kernel κ:

∀R ∈ SO(3) ∀κ, f ∈ (S2)
(Rk)

(
(κ ∗ f)(R) :=

∫
S2

f (⃗t)
T
κ(R−1t⃗) dt⃗

)
, (2.2)

∀R ∈ SO(3) ∀κ, f ∈ (SO(3))(R
k)

(
(κ ∗ f)(R) :=

∫
SO(3)

f(Q)Tκ(R−1Q) dQ

)
, (2.3)

where dQ is an integration measure on SO(3) (the definition of which is omitted here) [69].
There are three notable points to emphasize from these definitions [69]:

• The R of (2.2) and (2.3) is a 3-by-3 rotation matrix that is analogous to the x⃗ in (2.1);
an input to the function κ ∗ f is a rotation matrix. Thus, any kernel placement on the
sphere is defined by a rotation, and any pixel of a feature map on SO(3) is positioned
at a particular rotation.

• The input signals in (2.2) are on S2, while the output signal is on SO(3); the input
signals in (2.3) and the output signal are both on SO(3). Thus, the convolution
of (2.2) cannot be naturally chained with itself, while the convolution of (2.3) can.

• SO(3) is a three-dimensional manifold, and thus the space over which the kernel
travels in (2.2) and (2.3) is three-dimensional, and the kernel and feature maps in (2.3)
are three-dimensional. This can substantially increase the computational complexity
of a spherical convolution algorithm [69].

Despite the popularity and relative simplicity of convolutions on E2, which are contrasted
by the practical complications that can arise from spherical convolutions, this latter type of
convolution does have its place in some applications where the signal on which to make
some inference has a spherical geometry. The concept of spherical convolutions and its
limitations will become relevant in Chapter 4, and the use of spherical convolutions will be
justified therein, as it will be shown that the images collected by a wide-angle camera are
inherently spherical due to the geometry of the measurement system.

when actually referring to the cross-correlation operation, such as in the name for CNNs (as mentioned
in [69]).
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Chapter 3

Bin Picking for Cluttered Scenes

This chapter will more precisely define the bin-picking problem introduced in Chapter 1. It
will also outline and discuss some of the main challenges associated with the bin-picking
problem in cases of potential clutter in a scene, and it will describe a proposed model
architecture for improving detection performance on highly realistic datasets such as the
MetaGraspNetV2 dataset [4].

3.1 Problem Formulation

As explained in Section 2.1, the bin picking problem generally refers to the task of using a
robotic arm to pick up some targeted object in a bin based on some measured data, such
as RGB or RGB-D images. This current section will focus on the problem of interpreting
the scene and, in particular, on understanding the relative arrangements of objects in the
scene, especially in cases of possible clutter. In situations in which objects are cluttered in
a pile, identifying which object to grasp first is not necessarily obvious. Some objects might
be physically obstructing the path that the robotic arm might follow to grasp the targeted
object, or neighbouring objects might be visually occluding the targeted object. In order to
reason about the scene and about how to proceed in cases of clutter, it is important for
the bin-picking system to first be able to identify the occlusion or obstruction relationships
between the objects in the scene (and thus, their relative placements). A formulation is
given below for this identification problem.
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For a given image of a scene containing N objects V := {v0, v1, . . . , vN} that are visible
to a camera, the relationship between objects V can be specified by a function

c2,→ : E→ → K2,→ (3.1)

where

E→ = {(vk, vm) ∈ V × V | vk ̸= vm} (3.2)

are all the possible ordered pairs of distinct objects in the given image and where K2,→ =
{“obstructing” , “not obstructing”} are the possible classes for the edges. Notice the subscript
“→” used in variable notation to indicate that a variable corresponds to the directed-edges
case. Similarly, the subscript “↔” will be used to indicate correspondence the undirected-
edges cases. With this formulation,

G→ := (V,E→) (3.3)

is a directed simple graph that is complete. When an edge (vk, vm) is illustrated by an arrow
(such as in Figure 3.1), this arrow points from vk to vm. Thus, for any (vk, vm) ∈ E→, if any
part of the object vk is physically obstructing any part of the object vm, then c2,→(vk, vm) =
“obstructing”, and if no such obstruction is present, then c2,→(vk, vm) = “not obstructing”.

Since K2,→ only contains two elements (classes), the relationships between any two
distinct vertices in V can also be described by the spanning subgraph

Gs
→ := (V,Es

→) (3.4)

of G→ where

Es
→ := {(vk, vm) ∈ E→ | c2,→(vk, vm) = “obstructing”} . (3.5)

That is, for any two objects vk and vm, some part of the object vk is physically obstructing
some part of vm if and only if the directed edge (vk, vm) is in Es

→.

It is with purpose that these two (equivalent) formulations have been introduced above:
the formulation of G→—consisting of (3.1), (3.2), and (3.3)—is considered more suitable
when discussing the nature of a relation between any two given vertices, while the formulation
of Gs

→—consisting of (3.4) and (3.5)—is more succinct and simpler to represent in the
form of a graph diagram. The problem on which this chapter focuses is the design of a
model MG,→ which, given an RGB or RGB-D image of a scene containing N ≥ 0 objects,
estimates the graph Gs

→ corresponding to that image—or, equivalently, estimates G→ and
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Figure 3.1: An RGB image from a simulation of a set of objects in a
scene, with the relationships between objects shown with annotations
illustrating Gs

→. Object E is obstructed by object C and obstructed
by object A, which is obstructed by object B. The image without
annotation is from the MetaGraspNetV2 [4] dataset.

its corresponding c2,→. This should not be considered as simply a (binary) classification
problem on the directed edges E→ of the complete graph G→. Rather, for any given image
m⃗, the model MG,→ should detect the vertices and assign a class to each ordered pair of
vertices. The model MG,→ can thus be separated into two modules: an object (i.e., vertex)
detector DV that outputs an estimate V̂ of V and a module CE,→ that outputs an estimate
ĉ2,→ of the function c2,→ that specifies the class of all the edges of the complete graph of
V . The model MG,→ essentially predicts a set of vertices and equips the complete graph
of these vertices with a ĉ2,→ function; this is equivalent to mapping each of the predicted
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edges Ê→ to a class in K2,→.

DV (m⃗) = V̂

CE,→(Ê→) = ĉ2,→

MG,→(m⃗) =
(
V̂ , Ê→, ĉ2,→

)
H. Zhang et al. [76, 77] refer to the concept of a “tree-like structure” [76, 77] for

representing relationships between objects, and the use of a tree structure (although
perhaps not in the strict sense) for representing relationships is also mentioned in [78]
and [79]. In [80] and [81], the relationship structures are described as graphs, but it seems
that the possibility of the presence cycles is analyzed neither in those works, nor in [76–79]
(perhaps because cycles are not possible in the dataset(s) that those authors used or because
they considered that there must always be at least one object that can be picked up before
any other object). For the problem formulation given above in this current section, using a
graph allows for the representation of relevant scenarios that a tree representation would
fail to capture (unless duplicate nodes can appear in the tree): as is shown in Section 3.2,
cycles—which cannot exist in a tree—can indeed be present in a scene.

3.2 Dataset Challenges

The MetaGraspNet datasets [3, 4] were the main datasets of focus for the relationship-
prediction problem described in Section 3.1. The MetaGraspNetV2 dataset contain RGB
images with depth information and different types of labels [4]. The dataset is composed of
a real-world part and a simulated part: over 3 200 real images and over 296 000 synthetic
(computer-rendered) images [4]. Each image is of a bin with zero or more objects (out of
82 classes of objects) in positions that result from simulating the process of dropping the
objects into the bin [4]. For the purpose of the work in this thesis, only the synthetic images
are used, as they are more abundant, and as their ground-truth labels are presumably more
consistent∗.

∗It appears that synthetic part of the MetaGraspNetV2 [4] dataset contains some issues in the object-
ordering labels used for this project, where, for some RGB images, the number of objects present according
to these ordering labels differs from the number objects that are actually visible in the bin. For at least
some of these cases, the relationships (ordering) of objects were erroneous or misinterpreted. Although this
may impact the results for some of those affected images, it seems that less than 0.5% of the synthetic
RGB images of MetaGraspNetV2 are affected.
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As a consequence of the randomness in the positions of the objects, at least three
categories of difficult scenarios can arise in this dataset:

1. Cycles: In a set S ⊆ V of at least two objects, all objects in S can reciprocally
obstruct each other in such a way that there is no object in S that is unobstructed
by all other objects in S. In such a case, all vertices in S must be forming one or
multiple cycles, and thus a cycle would be present in Gs

→. (Indeed, if a vertex vk were
not part of a cycle in S, then there would exist a path (v1, v2, . . . , vk, . . . ) of one or
more vertices in S with v1 not being obstructed by any other object in S.)

2. Occluded Boundary: This refers to cases where one object is obstructing an other
object, but there is a third object which partially or completely occludes the occlusion
boundary between the first two objects. This is a special case of a situation where there
are three objects (va, vb, vc) such that (va, vb) ∈ Es

→, (vc, va) ∈ Es
→, and (vc, vb) ∈ Es

→.

3. Small Overlap: In some cases, one object does obstruct an other object, but the
area of overlap (or obstruction) between the two objects is very small.

Each of these categories of problems are discussed and illustrated below.

3.2.1 Cycle Problem

Clutter can lead to situations where each object within a set is obstructed by an other object
in this set. Such a situation indicates the presence of cycles in the graph representation of
the scene. It should be noted that, as a result of this, trees are too restrictive to represent
the arrangement of objects in a scene (especially for cycles of more than two vertices), and
thus, there may at times be no obvious order in which the objects in a cluttered scene
should be picked up. In some of the most extreme cases of this, due to the shapes of some
of the objects that can appear in the scene, it is possible for only two objects to reciprocally
obstruct each other (i.e., a 2-cycle, a cycle of two vertices, is present). Figure 3.2 illustrates
a case where two 2-cycles are present in a scene.

The presence of cycles is relevant as it is a situation in which picking any of the objects in
the cycle may cause an other object to move in the process. Depending on the requirements
or specifications desired for the bin-picking robot, this situation could call for different
courses of action (e.g., human intervention, picking the object that is the least obstructed,
etc.), but in a lot of cases, a first important step would still be the detection of such a
scenario.
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Figure 3.2: Cycles of two or more vertices can be present: (a) Ex-
ample of a scene containing two 2-cycles and one 3-cycle, which are
each formed by wire cutters (original image, without annotations,
is from the MetaGraspNetV2 [4] dataset). (b) Illustration of the
corresponding graph Gs

→.

As a remark: This situation could be partly addressed by the use of weighted edges in
the predicted graph, where the weight of each edge would indicate an estimate for the area
of overlap between the two objects.

3.2.2 Occluded-Boundary Problem

In a case where an object va occludes an other object vb, it is possible for a third object
vc to partially or fully occlude the overlap area between va and vb. Based on some of the
results in [77, 80] and intuition, it would be expected that this overlap area would be highly
relevant for determining c2,→(va, vb) and c2,→(vb, va). Figure 3.3 illustrates an example of a
fully-occluded boundary.

The case of full occlusion might be too difficult to deal with in practice, but it is
expected that it should be possible to properly classify cases where a significant part of the
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Figure 3.3: Example of a fully occluded boundary. Two separate
yellow objects are present in this scene, but they are both partially
obstructed by a same object. The area of overlap and the occlusion
boundary are both fully occluded. This image is from the Meta-
GraspNetV2 [4] dataset.

occlusion boundary is still visible. In the case of partial occlusion of an occlusion boundary,
it would be important to consider objects other than va and vb when making a prediction
about the edges (va, vb) and (vb, va); in particular, it would be important to account for
the object(s) which are partially occluding this occlusion boundary. This motivates the
use of a graph network to predict c2,→(va, vb) of any pair (va, vb) ∈ E→, as graph networks
allow for message passing [56] between vertices in a graph: Information from the features
of a vertex vc that is occluding the boundary between va and vb could be thus taken into
account when predicting c2,→(va, vb) and c2,→(vb, va).
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3.2.3 Small-Overlap Problem

In the case of one object va occluding an other object vb, the amount of occluded area can
be very small. Figure 3.4 shows such an example of small overlap. Correctly classifying the
type of relationship in this type of situation can be particularly challenging, especially if
the resolution of the input image is reduced at preprocessing time or when convolutions are
performed. Mis-classification of small overlap scenarios might not always be inconsequential,
as even a small amount of overlap could be sufficient to lift an occluding object and move
it substantially. Thus, in the absence of an indicator of the probability that va would be
excessively moved if vb were to be picked up, it is more prudent to assume that no amount of
(non-zero) overlap should be ignored when determining whether vb should be lifted directly.
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(a) Original image. (b) Enlarged crop of the orig-
inal image.

Figure 3.4: Example of image with small overlap between two objects.
The image in the right panel is included to more clearly show the
small area of overlap. (The original image, left, is from the Meta-
GraspNetV2 dataset [4].)

3.3 Baseline Model

The task of predicting relative placements of objects for the purposes of robotic grasping
has been studied in [76], which has been cited in some related works [78, 79, 81], and as
such, it is deemed to be a suitable starting point for a baseline deep-learning model for
predicting relationships between objects in a scene. In this current section, the “Visual
Manipulation Relationship Network” (abbreviated as “VMRN”) [76] model will be discussed,
as it was used as a basis for the implementation of a baseline relationship-prediction model
which was used for comparison against the model which will be presented in Section 3.4.

The architecture of the VMRN model consists of a backbone (“feature extractor” [76]),
an object detector, and a relationship-prediction module dedicated to predicting the
relationships of pairs of objects appearing in the scene (the “Object Pairing Pooling
Layer” [76], together with the “Manipulation Relationship Predictor” [76]). The VMRN
makes predictions on unordered pairs of objects, and there are three possible classes [76]:
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K3,↔ := {“A is obstructing B” , “B is obstructing A” , “No relationship”}∗. The backbone
of the VMRN is a function of type M → M, and it is composed of convolutional layers.
The detector of the VMRN uses the output of the backbone as input, and the detector is a
function of type M → P ′(B). The VMRN’s relationship-prediction module takes as input
pairs of bounding boxes along with the feature map produced by the backbone; thus, it is a
function of type B × B ×M → K3,↔. If the bounding box B(va) ∈ B of an object va is
written as

B(va) =

[
ba1,1 ba1,2
ba2,1 ba2,2

]

with [ba1,1 ba2,1]
T corresponding to the bottom-left corner of the bounding box and [ba1,2 ba2,2]

T

corresponding to the top-right corner, then the union bounding box [76] of the bounding
boxes

B(va) =

[
ba1,1 ba1,2
ba2,1 ba2,2

]
B(vb) =

[
bb1,1 bb1,2
bb2,1 bb2,2

]
of two objects va and vb is

B∪(va, vb) :=

min
α

(bα1,1) max
α

(bα1,2)

min
α

(bα2,1) max
α

(bα2,2)

 . (3.6)

In [76], for each pair of objects {va, vb} on which to make a prediction, three crops of
the feature map obtained from the backbone are used together to classify the object pair
{va, vb}:

1. a feature-map crop corresponding to the bounding box of object va,

2. a feature-map crop corresponding to the bounding box of object vb, and

3. a feature-map crop corresponding to the union bounding box of objects va and vb.

In order for ternary classification (with classes K3,↔) to be meaningful, there must be a
way to know what A and B each refer to in the names of the classes in K3,↔. Thus, for the
discussion that follows, it shall be assumed that for any given set of objects V in a given

∗The quotation marks here around each of the three class names are not meant to indicate quotations
from [76]; the names of the classes given here are intended to be consistent with the wording in Section 3.1.
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image, there exists some way to order the vertices; i.e., that for any {v1, v2, . . . , vn} ⊆ V ,
there is some strict total order relation denoted “<” (the definition of which is unimportant)
such that v1 < v2 < · · · < vn.

For a given V , ternary classification on unordered pairs of objects is nearly equivalent
to binary classification on G→: with the complete directed graph G→ = (V,E→) can be
defined a corresponding complete undirected counterpart G↔ := (V,E↔) containing the
same vertices V , where

E↔ := {{va, vb} | (va, vb) ∈ E→} .

This definition of E↔ halves the number of edges, but it still gives a bijection bE : E→ → E↔
between the set E→ of all edge sets of the form E→ and the set E↔ of all edge sets of
the form E↔ (that is, an element of E→ corresponds to the all the edges of a particular
complete directed graph, and an element of E↔ to those of a particular complete undirected
graph). With the undirected edges E↔, it is still possible to define a counterpart to c2,→ for
undirected edges, without loss of information: Let the function c4,↔ for any G↔ be defined
as

c4,↔ : E↔ → K2,→ ×K2,→

{va, vb} 7→

{
(t1, t2) if va < vb

(t2, t1) if vb < va
with (t1, t2) :=

(
c2,→(va, vb), c2,→(vb, va)

)
.

With such a definition, one can obtain any c4,↔ from any c2,→, and vice versa: this definition
gives a bijection bC : C2,→ → C4,↔ between the set C4,↔ of functions of type c4,↔ and the set
C2,→ of functions of type c2,→. Therefore, using a module CE,→ to predict c2,→ of the edges
E→ of a complete directed graph is the same as converting E→ to its undirected version
E↔, then using a module CE,↔ to find c4,↔, and then converting c4,↔ to c2,→:

CE,→ = bC
−1 ◦ CE,↔ ◦ bE .

Quaternary classification, through c4,↔, on undirected edges can thus be considered equiva-
lent to performing binary classification on directed edges; however, ternary classification
on undirected edges must result in a loss of information, as c4,↔ could be surjective and
therefore it is not possible to always recover it from a function c3,↔ : E↔ → K3,↔ which
assigns one of three classes to each undirected edge. (For a fixed V , there is no bijection
between C4,↔ and C3,↔, since there is a difference in cardinality.) Therefore, this motivates
the estimation of c2,→ or c4,↔ rather than c3,↔.
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The baseline relationship-prediction model which was heavily based on the VMRN
of [76] was implemented for the purpose of comparing its performance to the model which
will be presented in Section 3.4. A major aspect of this baseline model that differs from the
architecture described in [76] is that the baseline model was designed to perform binary
classification of directed edges rather than ternary classification of undirected edges (i.e.,
prediction, for each image, of a c2,→ rather than a c3,↔). This is consistent with the problem
formulation from Section 3.1, which specifies the classification of directed edges and allows
for 2-cycles to be present in any given scene.

3.4 Proposed Model

In this section, a model architecture to estimate Gs
→ of a scene in a given image will be

presented, with the intent of addressing, at least partly, each of the three main categories
of problems described in Section 3.2.

In contrast to the architecture described in [76], the model being proposed in this current
thesis chapter uses a graph-network architecture∗ and makes prediction on ordered pairs of
objects. The related works in which a graph-based architecture is presented include [80,
81]. In addition, to make a prediction on any given edge (va, vb), instead of using the union
bounding boxes of va and vb, it uses the intersection-with-margin bounding box (defined
later) of the two objects under consideration (incidentally, the use of the intersection was
recently proposed by [79]). Furthermore, the proposed model uses bounding box coordinates
(or coordinate embeddings) as features of the edges or vertices of the graph. Descriptions
and motivations for each of these main architectural features are given below. In addition
to these major changes, instead of setting the feature extractor to output a 512-channel
feature map as in [76], the number of such channels was reduced set to only 256, and the
resolution of the cropped feature maps was set to 14× 14, instead of 7× 7 as in [76].

Graph network architecture: With the use of graph networks come some potentially
favourable characteristics, namely message passing and global features:

• Message passing: By allowing information to flow from one vertex to another and from
vertices to vertices, it is hypothesized that the model would be able to better account
for the presence and potential effects that neighbouring objects (vc, vd, . . . ) have on

∗Although it might be the case that the model in [76] could technically fall under the definition of a
graph network, it would be a rather simple graph network, as it is missing common aspects of a graph
network, such as global features and message passing.
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the camera image representation of the two objects (va, vb) under consideration. This
is particularly relevant when a neighbouring object vc is affecting the content of each
of the three cropped feature maps for (va, vb): e.g., vc can affect the representation
of va by partially occluding it, and va could also affect the amount by which the
occlusion boundary between va and vb is visible (this is the occluded-boundary problem
described in Subsection 3.2.2).

• Global feature map: A global feature map was used with the motivation of allowing
the model to account for global image properties such as the angle of the camera with
respect to the bin, the distance between the camera and the bin, or some properties
of the lighting in the scene (e.g., angle, magnitude, colour, and number of sources).

Intersection-with-margin bounding box: The intersection-with-margin, defined
below with (3.9), was used instead of the union of the bounding boxes in order to allow
the model to be more sensitive to small overlaps between two objects va and vb. If the
same notation system as in (3.6) is used, then the intersection bounding box of two objects
(va, vb) is

B∩(va, vb) :=

max
α

(bα1,1) min
α

(bα1,2)

max
α

(bα2,1) min
α

(bα2,2)

 , (3.7)

only defined when ∀i max
α

(bαi,1) < min
α

(bαi,2) . (3.8)

Similarly, the intersection-with-margin bounding box is

Bm
∩ (va, vb) :=

max
α

(bα1,1) min
α

(bα1,2)

max
α

(bα2,1) min
α

(bα2,2)

+ ϵm

[
−1 1
−1 1

]
, (3.9)

only defined when ∀i max
α

(bαi,1)− ϵm < min
α

(bαi,2) + ϵm (3.10)

(for some given, relatively small hyperparameter ϵm that sets the size of the margin; in
practice, a rule is also included to prevent Bm

∩ (va, vb) from having a corner fall outside of
the bounds of the image).

The motivation for using the intersection-with-margin is as follows: Since the 2D
representation of an object on the image must be entirely contained within its (ground-
truth) bounding box, any occlusion area and occlusion boundary between va and vb must
be entirely contained within the (ground-truth) intersection bounding box B∩(va, vb). Since
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the rest of object va and vb can already be captured or represented by the features falling
exclusively in B(va) or B(vb), using the union bounding box might introduce redundancy
in the information given to the relationship-prediction module. Furthermore, avoiding this
redundancy allows for a greater resolution for the area of overlap between the two objects
without increasing the size of the (discrete) convolution kernel or reducing the convolution
stride—i.e., without increasing the number of training parameters.

Bounding box coordinates: Only using the cropped feature maps forgoes information
that could easily be used to estimate the relative position of the projections of va and vb
on the 2D image (although it might be possible to infer their relative positions through
the feature maps alone). Information about the relative positions of the projections of
the objects is presumably relevant, and it is expected that it would reduce the amount of
information that the feature-map layers would have to infer.

In Section 2.3, a brief summary of graph networks was given, along with the mention
that attributes, given by the function f i, are defined for the vertices, a subset (see below)
of the edges, and the entire graph. In the particular implementation herein proposed, these
attributes in a graph G are as follows:

• For an edge e, if Bm
∩ (e) is defined according to (3.10), f ivec(e) is a feature vector (not

a 2D spatial feature map) which is the bounding box coordinates or an embedding of
these coordinates of Bm

∩ (e), and f imap(e) is a feature map which is defined for each
point that is present within the bounding box Bm

∩ (e). If Bm
∩ (e) is not defined, then e

has no attributes.

• Similarly, for a vertex v, f ivec(v) is a feature vector for the embeddings of the bounding
box coordinates of B(v), and f imap(v) is a feature map which is defined at each point
within B(v).

Prior to describing the attribute-update mechanism, some notation will be introduced.
For any feature vector or feature map x⃗ being processed by the ith GN block, let Li,jx⃗
denote [

Mi,j β⃗i,j

][x⃗
1

]
,

where Mi,j is some matrix of trainable parameters and β⃗i,j is some vector of trainable
parameters, both proper to the ith GN block (here, Mi,j does not refer to some element at
indices (i, j) in M). The variable j here is simply an indexing variable to make distinctions
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between each matrix or each vector of the ith GN block. For any feature vector x⃗, let bni,j x⃗
denote a (trainable) batch-normalization operation on x⃗, proper to the ith GN block. The
notation bni,j Li,jx⃗ should be read as bni,j

(
Li,jx⃗

)
. Let σ be the ReLU activation function.

A “crop” function was used in the update mechanism of the edge and vertex feature maps;
this function is intended to be the same as or very similar to the cropping mechanism used
in [76]. For clarity, the “crop” function used in the model proposed herein is defined below,
with (3.11) and (3.12). Since cropping operations are done along spatial dimensions but
fully-connected layers operate on finite-dimensional vectors, it may be useful to introduce
the notation “cont” (with an inverse, “dcr”), where for any discrete-domain feature map
x⃗map, the notation cont x⃗map refers to a continuous-domain vector field corresponding to
x⃗map. Using this notation, for some feature map x⃗map, some vertex v, and some edge e,

crop
(
x⃗map, B(v), B(e)

)
= dcr(f) , (3.11)

where f : z⃗ 7→

{
0⃗ if z⃗ is not within B(v)(
cont x⃗map

)
(z⃗) otherwise

, (3.12)

defined for any z⃗ that is within B(e).

Edge, vertex, and global attributes of the graph G are updated as follows:

• For the attributes of an edge e = (va, vb), the update function ϕe (introduced in
Section 2.3) of a GN block can be, in this specific implementation, described by giving
separate expressions for f i+1

vec (e) and f i+1
map(e). The ϕe of the first GN block simply

consists of a fully-connected layer for f1vec(e) and a convolutional layer for f1map(e):

f2vec(e) = bn1,1 σ
(
L1,1 f

1
vec(e)

)
f2map(e) = bn1,4 σ

(
Lconv
1,4 f1map(e)

)
,

where Lconv
1,4 applies a convolution operation (which can be described in matrix form).

For subsequent GN blocks, except the final one, the ϕe of the ith GN block is as
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ϕe

ϕg

ϕv

ρe→g
ρe→v

ρv→g

{
f i(e)

}
e

{
f i+1(e)

}
e

f i(G) f i+1(G)

{
f i(v)

}
v

{
f i+1(v)

}
v

(a) Full GN block [56].

ϕg

{
f i(e)

}
e

f i(G) f i+1(G)

{
f i(v)

}
v

{
f i+1(v)

}
v

ϕe

ϕv

ρe→v

{
f i+1(e)

}
e

(b) Proposed GN block.

Figure 3.5: The proposed GN block, compared to the full GN
block [56], is missing a ρe→g function and a ρv→g function. This
figure is based on and adapted from Figure 4 of [56].

follows:

f i+1
vec (e) = bni,2 Li,2

(
bni,1 σ

(
Li,1c⃗vec

))
c⃗vec := cat

(
f ivec(e), f

i
vec(va), f

i
vec(vb)

)
f i+1
map(e) = bni,5 σ

(
Lconv
i,4 c⃗map + extend

(
Li,3 f

i
map(G)

)
+ extend

(
Li,5 f

i
vec(e)

))

c⃗map := cat

(
f imap(e), crop

(
f imap(va), B(va), B(e)

)
− crop

(
f imap(vb), B(vb), B(e)

))
,

where Lconv
i,4 applies a convolution operation, where “extend(□)” denotes a feature

map with value □ at each point of the map, and where “cat” denotes concatenation of
feature maps along the array axis that indexes the channels of the feature map. The
final GN block simply flattens the feature map of each edge and applies a series of
fully-connected layers (with a non-linear activation function and batch normalization)
to obtain per-edge classification predictions.

• For the attributes of a vertex v, let Nv be a subset of the edges that are adjacent and
directed to v, defined as

Nv =
{
(vk, v)

∣∣∣ (vk, v) ∈ Es
→ ∧

(
Bm

∩ (vk, v) is defined according to (3.10)
)}

.
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Thus, for a vertex v, the update function ϕv (introduced in Section 2.3) can be
described in this specific implementation with expressions for f i+1

vec (v) and f i+1
map(v).

For the first GN block, ϕv simply applies a fully-connected layer on f i+1
vec (v) and a

convolutional layer on f i+1
map(v):

f2map(v) = bn1,7 σ
(
Lconv
1,7 f1map(v)

)
f2vec(v) = bn1,8 σ

(
L1,8 f

1
vec(v)

)
,

where Lconv
1,7 applies a convolution operation. For subsequent GN blocks, except the

final one (where no further processing is performed for the edges), the ϕv of the ith

GN block is as follows:

f i+1
map(v) = bni,7 σ

(
Lconv
i,7 c⃗map + extend

(
Li,6 f

i
map(G)

))
c⃗map := cat

(
f imap(v), a⃗map

)
a⃗map :=

∑
ek∈Nv

1

|Nv|
crop

(
f i+1
map(ek), B(ek), B(v)

)

f i+1
vec (v) = bni,8 σ

(
Li,8 f

i
vec(v)

)
,

where Lconv
i,7 applies a convolution operation. Note that this expression for a⃗map

corresponds to the local edge-aggregation function ρe→v (mentioned in Section 2.3), as
it aggregates some features from incident edges (pointing toward v), and it is defined
for any positive number (or zero) of such incident edges, for a given v (it is 0⃗ if there
are no incident edges).

• The global attributes of the entire graph G are only updated once, at the beginning of
the graph-network module. This is because the global attributes are updated without
using the attributes of the vertices and edges (see Figure 3.5), so processing the global
features through, say, Ng different GN blocks, each applying a separate fully connected
layer, is equivalent to simply applying these Ng fully connected layers at once at
the beginning, in the first GN block. The global update function ϕg (introduced in
Section 2.3), for this particular implementation, is described below:

f2map(G) = bn1,11 σ

(
Lconv
1,11 bn1,10 σ

(
Lconv
1,10 bn1,9 σ

(
Lconv
1,9 f1map(G)

)))
,
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where Lconv
1,9 , Lconv

1,10 , and Lconv
1,11 each apply a convolution operation.

Figure 3.6 and Figure 3.7 illustrate a simplified overview of the main edge-update
and vertex-update mechanisms. Note that ρe→g and ρv→g (mentioned in Section 2.3) are
purposely missing and undefined, as the essential representation and processing was intended
to be at the level of vertex and edge attributes (since the model was designed to predict
classes of edges); thus, it was presumed that updating the global attributes using attributes
of individual vertices and edges would not be significantly advantageous.
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Figure 3.6: Overview of the main edge-update mechanism for an
edge e between vertices va and vb. In each of the two panels of the
figure, the edge e and the vertices va and vb are illustrated on the
left. The left panel of the figure illustrates the update mechanism
which outputs f i+1

vec (e). The right panel illustrates the mechanism for
f i+1
map(e).
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Figure 3.7: Overview of the main vertex-update mechanism for a
vertex v with two incident edges e1 and e2. In each of the two panels
of the figure, e1, e2, and v are illustrated on the left. The left panel
of the figure illustrates the update mechanism which outputs f i+1

vec (v).
The right panel illustrates the mechanism for f i+1

map(v).
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3.5 Performance Metrics

This section will focus on describing and justifying the precise metric used to evaluate the
proposed model. In a cluttered scene, it is often the case that |E→ \ Es

→| ≫ |Es
→|; i.e.,

that for any two given objects (va, vb) in a scene, it is much more likely that c2,→(va, vb) =
“not obstructing” than c2,→(va, vb) = “obstructing”. As such, without knowledge of the
ratio |E→ \Es

→|/|Es
→|, which is an indicator the degree of class imbalance, keeping track of

the recall and precision of the model is more meaningful and insightful than simply the
accuracy of the model. To compute the precision and recall, the positive class is considered
to be “obstructing”, while “not obstructing” is considered to be the negative class. I.e., an
instance is positive if and only if it is in Es

→, which is either that of the ground-truth graph
or that of the predicted graph (depending on context). At a first glance, this description
of positive and negative classes may appear sufficient to computing precision and recall;
however, some complications may arise when using predicted bounding boxes. Some recall
and precision metrics were mentioned in the works [76–81]; however, it is unclear to the
author how, in those aforementioned works, the recall and precision metrics were calculated
for the (presumably numerous) cases in which the detector underestimated or overestimated
of number of objects in the scene. Thus, these cases of underestimation and overestimation
in the number of vertices are discussed below, and a precise computation method for recall
and precision are described below.

Some complications arise when the number of predicted bounding boxes outputted by
the detector DV is not equal to the number of ground-truth bounding boxes; i.e., when the
number |V̂ | of vertices in the predicted graph Ĝs

→ differs from the number |V | of vertices in
the ground-truth graph Gs

→. In such a situation, after the assignment problem between
V̂ and V has been resolved, if |V̂ | > |V |, there will be |V̂ | − |V | vertices in V̂ which have
not been assigned to a vertex in V ; otherwise, if |V̂ | < |V |, then there will be |V | − |V̂ |
vertices in V which have not been assigned to a vertex in V̂ . Described in terms of the
edges, resolving the assignment problem between the vertices implicitly gives an assignment
between the edges Ê→ of the predicted graph and the edges E→ of the ground-truth graph.
Once this assignment problem is resolved, there are four cases of interest, each described in
an order that roughly follows the illustrations in Figure 3.8:

(A) For any edge ê = (v̂a, v̂b) ∈ Ês
→, either ê has been assigned to an edge e ∈ Es

→,
which corresponds to a true positive, or it has not been assigned to an edge e, which
corresponds to a false positive. A false positive can be obtained in only four ways:

(Type 1) v̂a and v̂b have each been assigned to some ground-truth vertices va and vb,
but ê /∈ Ês

→ as a result of the classification performed by CE,→.
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(Type 2) v̂b has been assigned to some ground-truth vertex vb, but v̂a has not been
assigned to some ground-truth vertex. Thus, a false-positive must have
occurred, regardless of the ground-truth classes given by c2,→.

(Type 3) v̂a has been assigned to some ground-truth vertex va, but v̂b has not been
assigned to some ground-truth vertex. Similarly to (Type 2), this must
mean that a false-positive has occurred.

(Type 4) Neither v̂a nor v̂b have been assigned to some ground-truth vertices, and
thus a false-positive must have occurred.

(B) For any edge e = (va, vb) ∈ Es
→, either e has been assigned to a predicted edge ê ∈ Ês

→,
which corresponds to a true positive, or it has not been assigned to an edge e, which
corresponds to a false negative. A false negative can be obtained in only four ways,
which are analogous to the four ways of obtaining a false positive described in (A).

(C) For any edge e = (va, vb) ∈ E→ \ Es
→ (this is a ground-truth edge for which the

ground-truth class is negative), either e has been assigned to a predicted edge ê ∈ Ês
→,

which corresponds to a false positive case already addressed above, or e has been
assigned to a predicted edge ê ∈ Ê→ \ Ês

→, which corresponds to a Type 1 true
negative, or it has been neither assigned to an ê ∈ Ês

→ nor to an ê ∈ Ê→ \ Ês
→, in

which case this still corresponds to a true negative (types 2–4), since the model is not
claiming that va is obstructing vb (because there is no v̂a assigned to va or there is no
v̂b assigned to vb), and there is also no such obstruction according to the ground-truth
graph.

(D) For any edge ê = (v̂a, v̂b) ∈ Ê→ \ Ês
→, either ê has been assigned to a ground-truth

edge e ∈ Es
→, which corresponds to a false negative case already addressed above,

or ê has not been assigned to such an edge, which corresponds to a true negative
(types 5–7). Note that these types of true negatives (types 5–7) are deemed to be less
relevant than true negatives of types 1–4 because they essentially result from a vertex
detector that “detects” vertices that are not actually present and an edge-classification
model that does not claim than these extra vertices are obstructed by or obstructing
any other object. Ultimately, these types of true negatives are not providing any
information about the scene, and so a model which generates more true negatives of
types 5–7 should not be considered to have better performance than a model giving
no true negatives of types 5–7.
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Considering all of these types of edge-prediction cases, the following precision and recall
formulas are proposed, based on the normal definition of precision and recall:

precision =
TP

TP+FP1+FP2+FP3+FP4

recall =
TP

TP+FN1+FN2+FN3+FN4
,

where TP is the number of true positives, FPk is the number of false positives of type k,
and FNk is the number of true negatives of type k. Then, the usual formula for the F1
score can be used:

F1 =
2

(recall)−1 + (precision)−1 .
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Ground-Truth Vertex Prediction of Vertex

Ground-Truth Positive Edge Prediction of Positive Edge

True Positive

False Positive
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False Negative
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Type 3
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True Negative
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Type 3
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Type 5

Type 6
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Figure 3.8: Types of edge detection errors between a ground-truth
and a predicted graph. Two concentric circles (one dashed and one
solid) together illustrate that a predicted vertex has been assigned
to a ground-truth vertex. A single circle without a corresponding
concentric circle indicates that it is not assigned to another vertex.
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3.6 Results

In order to evaluate the effect of the proposed model architecture changes in Section 3.4, the
baseline model architecture described in Section 3.3 and the proposed model architecture
were compared using the performance metrics specified in Section 3.5 by training and
evaluating on the MetaGraspNetV2 [4] dataset, using its synthetic RGB images (without
depth) as inputs.

In addition, the VMRD dataset version “V2” [82] was also used for separate training
and evaluation; this dataset was selected because has been used by other groups in related
works [76, 77, 79–81] (the VMRD dataset version used may vary between these works).
The “V2” version of this dataset contains 4 683 colour images [77, 82].

Based on Figure 3.9, on the MetaGraspNetV2 dataset, the proposed model architecture
(labelled “GNN”) outperformed the baseline model in terms of the F1 score on the validation
dataset partition, and the model appeared to consistently outperformed the baseline model
for 105 training iterations. Similarly, for the VMRD dataset, the results in Figure 3.10
indicate that the proposed model architecture provides at least a modest improvement over
the baseline model.

One might note the very large gap between the “Training” F1 scores and the “Validation
(Pred. BBoxes)” F1 scores of the models in both Figure 3.9 and Figure 3.10; this large gap
is explained partly by the use of predicted bounding boxes at validation time in contrast
to the use of ground-truth bounding boxes as training time. The performance when the
ground-truth bounding boxes were used for validation is shown by the “Validation (G.T.
BBoxes)” curves.

In order to further investigate the extent to which any of the architecture features
proposed in Section 3.4 positively or negatively the F1 score, a detailed ablation study is
recommended. In particular, each of the 23 combinations of inclusion or exclusion of the
main architecture changes could be tested: (i) the use of Bm

∩ instead of B∪, (ii) the use of
bounding-box coordinate embeddings in the vertex and node attributes, and (iii) message
passing between vertices or edges in the graph, with the implementation of ρe→v for locally
aggregating edges and the use of the “crop” and “cat” functions in the implementation of
ϕe for combining feature maps, as described in Section 3.4.

Finally, another recommendation for a continuation of this work would be to compare the
performance of the baseline model and the proposed model for each of the three categories
of difficulties outlined in Section 3.2. A shortcoming of the results presented in Figure 3.9
and Figure 3.10 is that the MetaGraspNetV2 dataset and the version of the VMRD dataset
used seemed to be missing some or all 2-cycles in the ground-truth labels. In the case of
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Figure 3.9: Results for three training runs with synthetic RGB images
of the MetaGraspNetV2 [4] dataset. The “Validation (Pred. BBoxes)”
curves indicate the true validation performance, while the “Validation
(G.T. BBoxes)” curves show performance when the ground-truth
bounding boxes are used by the relationship-prediction modules. A
non-linear vertical scale was used to emphasize differences at higher
F1 scores. The shaded area shows the range (between minimum and
maximum) of performance across the three runs, for a given number
of iterations.

the MetaGraspNetV2 dataset, this is simply due to the method by which the dataset was
labelled, whereas in the case of the VMRD dataset, it could be presumed that the absence
of 2-cycles in the ground-truth labels might have simply been a design choice that was
made upon the creation of the VMRD dataset. In any case, the presence of 2-cycles is a
real issue which can arise, and it should not be ignored merely due to its absence in some
dataset labels. As such, a recommendation is to amend the labels of the MetaGraspNetV2
dataset in order to represent, in the ground-truth labels, all the 2-cycles that were actually
present in each image.
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Figure 3.10: Results for two training runs with the VMRD dataset.
(With 18 or fewer images removed due to apparent issues with the
ground-truth labels.) A non-linear vertical scale was used, just as
in Figure 3.9. As in Figure 3.9, the shaded area shows the range of
performance across the two runs.

This current chapter focused on classifying relationships between objects in a scene,
or more generally, the task of predicting a directed graph representing the relationships
(relative placements) of objects in a scene, for the purpose of the bin picking problem in
potentially cluttered scenes. Next, in Chapter 4, a problem which also relates to making
inferences about object relations from images will be treated: the problem of estimating
distances between two vehicles, given some wide-angle RGB videos of road traffic, for the
purpose of detecting close-call events.
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Chapter 4

Predicting Distances Between Vehicles

4.1 Problem Formulation

The scene being monitored by a camera is a part of the world being observed. Consider
this world W to be a smooth four-dimensional manifold with boundary, in a space with
coordinate system (̂ı, ȷ̂, k̂, t̂), with the first three base vectors corresponding to spatial
dimension, and t̂ corresponding to the temporal dimension. Gravitation is present, and
it has a corresponding vector g⃗ which points in the direction of gravity (“downward”).
The camera observing the scene is defined to be infinitesimally small and located at 0⃗
and pointing in direction ı̂, which is not orthogonal to g⃗; thus, ı̂ · g⃗ > 0 (in addition,
the horizontal direction of the camera is to be interpreted to be along ȷ̂). Under these
restrictions, the position and orientation of the camera is fixed throughout time. The world
is composed of connected components, classified into three categories:

1. The ground on which the agents travel: roads and sidewalks.

2. Autonomous agents: vehicles, cyclists, and pedestrians.

3. Other structures which may obstruct the agents from the point of view of the camera:
e.g., buildings, trees, traffic lights and signs, etc.

A description of each of these categories of components is provided below.
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The ground is considered to be a 2D plane embedded in a 3D space E3: it is the plane
{x⃗ | g⃗ · x⃗ = 0}. Note that since we are dealing with videos rather than still images, it is
logical to also consider the passage of time; thus, it is possible to extend this definition to a
plane embedded in a space with 4-dimensions (of the form (̂ı, ȷ̂, k̂, t⃗)), and the definition of
the ground stays the same (since the ground is assumed to be fixed in time).

The autonomous agents are connected components which correspond to either a
vehicle, cyclist, or pedestrian. They are deemed to each have a shape that is variable
with time, and which can differ between agents. Furthermore, each agent can travel in
the scene, which is distinct from a change in shape. Each agent can thus be defined as
a four-dimensional manifold a embedded in a four-dimensional space R4: three spatial
dimensions and one temporal dimension. The shape of an agent a at a particular time ti
is ati := {[x1, x2, x3, x4]

T ∈ a | x4 = ti}. In order to define the concept of travelling, it is
important to define the position of an agent; as such, let the position of agent a at time ti
be defined as simply the centroid of ati in space: let p(a, ti) denote the centroid of ati .

The other structures can be defined, just like the autonomous agents, except that
they have the special property that their shapes are constant with respect to time.

Of all the points in this world W , only a subset is visible to the camera. A point x⃗ ∈ R4

is visible to the camera if and only if x⃗ · ı̂ > 0 ∧ ∄k ∈ R>0 (k < 1 ∧ kx⃗ ∈ W) (this
theoretical camera is at 0⃗ and has a field of view of 180 degrees). Note that this formulation
does not allow for semi-transparent or translucent material. To this set of visible points
Pv ⊂ R4 can be associated a function f : Pv → R3 which gives the RGB value f(x⃗) of a
point x⃗ which is visible the camera. The camera, however, only associates three dimensions
to each measured pixel (two spatial and one temporal dimension), and thus this signal f
is not directly given by the camera; instead, a derived signal on the projection P ′

v of Pv

onto the camera’s sensor is available: f : P ′
v → R3. This has some important consequences

which will be discussed in Section 4.3.

The problem to be addressed in this chapter is to estimate, from f , the distance between
any given pair of detected agents (a1, a2) for a given time ti: ∥p(a2, ti)−p(a1, ti)∥. Section 4.2
will give a short overview of the CARLA simulator [83], and Section 4.5 will present an
architecture to estimate distances between vehicles in images outputted by this CARLA
simulator, given some bounding box information.
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Figure 4.1: Image from a CARLA [83] simulation of traffic at an
intersection, with a wide field of view. The resulting images are
reasonably realistic. The agents in the scene are able to travel
autonomously in the scene, and their movements and positions can
be controlled in the simulation.
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4.2 Dataset Creation with the CARLA Simulator

In order to train and evaluate a model to perform such a distance-estimation task, the
CARLA [83] simulator was used. This publicly-available simulator is a fork of Unreal
Engine 4∗, and it was originally targeted towards autonomous-driving applications, but
fortunately, there is much overlap between the autonomous-driving research field and the
problem at hand in this chapter. Many of the features made available in CARLA are
relevant to problem addressed here. There are some striking benefits to using a simulated
environment; these include

• the ability to get perfect or near-perfect ground-truth information such as segmentation
masks, bounding boxes, positions of agents, classes of agents;

• a high degree of control over the behaviours of the agents in the scene;

• the option to set a number of simulation parameters such as weather conditions, the
position of the sun in the sky, the position of the camera, the number of pedestrians,
cyclist, and vehicles; and

• the ability to generate data relatively quickly, consistently, and in large quantities
(depending on computation power and efficiency).

However the CARLA simulator does have some limitations, which include

• lack of realism in some physical interactions between objects;

• less diversity, or randomness that is not representative of the real-world random
distribution in the behaviour of real agents;

• limited choice in the types of camera lenses or projections available; and

• lack of some weather conditions (which are relatively difficult to simulate), such
as heavy rain, thunderstorms, and notably snowfall and snow accumulation on the
ground.

In order to generate simulate video footage, a (virtual) camera with a 150-degree field
of view was placed in the scene such that it was above street lights and pointing downward,
at an angle of 45 degrees. Figures 4.1 is an example of a wide-angle image generated using
the CARLA simulator.

∗Unreal Engine 4 is part of a popular series of gaming engines generally under the name Unreal Engine;
it is capable of generating realistic renderings of 3D scenes.
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4.3 Signal Acquired by a Wide-Angle Camera

The process of projecting any point x⃗ = [xi, xj, xk, xt]
T ∈ R4 onto a fixed camera sensor is

completely independent of its time component xt. As such, when analyzing the effect of
projecting a set of points in R4 onto a camera sensor, the temporal dimension of each of
these points can be ignored, and thus the analysis can be carried out in the smaller space
that is R3, and conclusions derived from it can then also be applied to R4. Therefore, in
this current section, the temporal dimension of the signal acquired by the camera will be
ignored for discussing the effects of performing a projection in space from Pv to P ′

v.

The objective is to make an inference on sets of 3D points—the agents. More specifically,
this inference is to be made on the function f := R2 → R3 (an RGB image) which is derived
from f . The image is a projection onto a 2D manifold, which implies that there is a loss of
information. However, the metric that we are interested in (distance in 3D) is defined based
on (spatial) 3D coordinates; thus, the model would have the task—at least implicitly—to
estimate the lost dimension. In addition to this, the nature of the projection introduces
some distortion in the image (compared to an orthographic projection); see Figure 4.2 and
Figure 4.3. By embedding some prior knowledge about the geometry of the projection into
the model (in the form of an inductive bias), it can be expected that the model would
outperform a model in which information about the projection properties is not embedded.

To analyze the signal that is acquired, it might be helpful to start from the point of
view of the flat sensor. For an RGB image, the signal acquired by a flat sensor is a function
f := R2 → R3 which, for a given pixel location (x, y), outputs the RGB value f(x, y). Now,
there is emphasis on f(x, y) corresponding to the RGB value of a specified pixel location
rather than the location of the original scattering source.

Assuming that the lens of the camera is equivalent to a pinhole (which has an infinitely
large depth of field), then under the ray model of light, the location at which any given ray
of light entering the lens hits the sensor is solely dependent on the (angular) orientation
of this ray. If the distance between the sensor and the lens is known, then the mapping
between ray orientations and pixel locations can be determined. Let this mapping be
denoted l : Θ× Φ → R2, where Θ :=

]−π
2
, π
2

[
∗ and Φ := ]0, π[, such that a ray of light with

orientation (θ, ϕ) hits the sensor at the location l(θ, ϕ).
∗The notation ]□1,□2[ refers to the open interval from the lower □1 to the upper bound □2:

∀□1 ∀□2

(
]□1,□2[ = {□ | □1 < □ ∧ □ < □2}

)
. Similarly, ]□1,□2] = {□ | □1 < □ ≤ □2}, and

[□1,□2[ = {□ | □1 ≤ □ < □2}. Some authors use parentheses to denote an open interval: (□1,□2); but
this could be confused for the pair (□1,□2).
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(a) Near-orthographic projection (narrow field
of view).

(b) Left-hand-side
crop.

(c) Right-hand-side
crop.

(d) Top-region crop.

Figure 4.2: An orthographic projection of 3D objects on a 2D plane
is equivariant to translation of the object in 3D. (a): Illustration of
a near-orthographic projection. (b), (c), & (d): The shapes of the
vehicles appear the same, regardless of whether they are at the edges
or at the centre.

Thus, the signal f is a signal on R2 and the signal f ◦ l is a signal on Θ×Φ. The signal
f ◦ l can be interpreted as a spherical image, as its domain is a set of angular coordinates.
Now, considering the complications that could arise from dealing with a signal on a sphere,
why would f ◦ l be used over f? Since the objective is to make some conclusions about the
world outside of the camera and the lens, it is logical to consider using f ◦ l rather than f .
By only using f directly, the design of a model would fail to incorporate the (completely
known) cause of the image distortion, and the model would be left with the challenge of
learning l, a function which is not relevant to making bounding box regression or class
prediction. Let projP : R3 → R3 be the function that performs a perspective (rectilinear)
projection of a 3D point onto a plane P := {x⃗ | x⃗ · ı̂ = D}, with D being the constant
distance between the camera and the sensor represented by P . Let dP be the distance
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(a) Rectilinear projection (wide field of view).

(b) Left-hand-side
crop.

(c) Right-hand-side
crop.

(d) Crop near centre.

Figure 4.3: A rectilinear projection (with a large field of view) is not
equivariant to translation of objects. The 2D projection of objects
near the edge of the field of view is different than the projection of
the same objects near, for example, the centre of the field of view.

between the projections of two given 3D points (on plane P ):

dP : R3 × R3 → R

(x⃗, y⃗) 7→ ∥projP (x⃗)− projP (y⃗)∥2 .

Since we want to estimate the distance between two points, it would be ideal if dP were
invariant to changes in position of the camera (or positions of pairs of vehicles relative
to the camera)—i.e., transformations in the special Euclidean group, SE(3)—because it
would mean that the model would only need to learn to measure distances on the projected
image directly (up to some scalar). Unfortunately, a perspective projection does not
preserve dP (x⃗, y⃗) for any two points (x⃗, y⃗) under all transformations (R, τ⃗) ∈ SE(3). Only
certain transformations in SE(3) preserve dP (x⃗, y⃗): for a perspective projection, this is
two one-dimensional manifolds corresponding to the set of rotations about ı̂, whereas for
a spherical projection, this is a three-dimensional manifold corresponding to SO(3). This
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means that there are two fewer dimensions of non-invariance to learn in the case of a
spherical projection compared to a perspective projection.

Let the group SE(3) act on the set R3, with the group action being defined as

SE(3)× R3 → R3

(
(R, τ⃗), x⃗

)
7→ Rx⃗+ τ⃗ ,

and which, ∀g ∈ SE(3) ∀x⃗ ∈ R3, is denoted by g · x⃗. The operator notation “·” is also used
for the operator of the group SE(3), but what “·” denotes in each case should be clear from
the nature of each of its two arguments.

Proposition 4.1. A transformation g ∈ SE(3) preserves distances after performing a
perspective projection onto plane P if and only if it is a rotation about {aı̂ | a ∈ R} (with
no translation) or it is a rotation about an axis orthogonal to ı̂, with angle ∥n⃗∥ = π (with
no translation); i.e., the set of transformations that preserve distances,

Tinv :=
{
g ∈ SE(3) | ∀(x⃗, y⃗) ∈ R3 × R3

(
dP (x⃗, y⃗) = dP (g · x⃗, g · y⃗)

)}
,

is equal to {
(R, 0⃗) ∈ SE(3) | ∀x⃗ ∈ R3

(
x⃗ · ı̂ = ∥x⃗∥ =⇒ Rx⃗ = ±x⃗

)}
.

Proposition 4.1 is meant to emphasize that there is only one rotation dimension (for
each of the two one-dimensional manifolds), in the six-dimensional manifold SE(3), along
which projected distance is invariant. This proposition will be proven below, starting on
page 55, after introducing and proving some other (intermediate) propositions. Although a
series of propositions and proofs are presented in the current chapter in order to support
an argument and motivation for the use of spherical convolutions, these propositions and
proofs are not intended to be a main result of this thesis work, and the author acknowledges
that it is extremely likely that equivalent or stronger propositions may already have been
published and proven. Some examples of related works include [84, 85].

Proposition 4.2. For any rotation R (with rotation vector n⃗ and rotation angle ∥n⃗∥)
satisfying the condition

0 < ∥n⃗∥ < π ∧ n⃗ · ı̂ = 0 , (4.1)
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and for any pair of distinct points (⃗b, c⃗) satisfying the condition

∥⃗b∥ = ∥c⃗∥ ∧ ∀x⃗ ∈
{⃗
b, c⃗
} (

x⃗ · n⃗ = 0 ∧ x⃗ · (̂ı× n⃗) > 0 ∧ x⃗ · ı̂ > 0
)

(4.2)

(see Figure 4.4), the following is true:

Rb⃗ · (̂ı× n⃗) > 0 ∧ Rc⃗ · (̂ı× n⃗) > 0 =⇒ dP (Rb⃗,Rc⃗) < dP (⃗b, c⃗) .

Proof of Proposition 4.2. Consider any two distinct points b⃗ and c⃗ satisfying condition (4.2)
and with b⃗ · (̂ı× n⃗) > c⃗ · (̂ı× n⃗), as illustrated in Figure 4.4, and their respective projections
b⃗P = [bPı̂ bPȷ̂ bP

k̂
]
T and c⃗P = [cPı̂ cPȷ̂ cP

k̂
]
T onto plane P (which is at a distance D from the

origin 0⃗). Let

∆ : ε 7→ D

tan(ε)
, (4.3)

then

bPı̂ = ∆(ε1) (4.4)

cPı̂ = ∆(ε1 + ε2) (4.5)

dP (⃗b, c⃗) = bPı̂ − cPı̂ = ∆(ε1)−∆(ε1 + ε2) . (4.6)

Applying R on b⃗ and c⃗ is equivalent to increasing ε1. As ε1 gets closer to π
2
− ε2, the scalar

dP (⃗b, c⃗) becomes smaller, since ∆′ (first derivative of ∆) is negative over ]0, π/2[ and ∆′′ is
positive over this same interval. ■

Proposition 4.3. For any rotation R satisfying condition (4.1), there exists a triplet of
distinct points (⃗a, b⃗, c⃗) for which

dP

(
a⃗, b⃗
)
= dP

(
Rb⃗,Rc⃗

)
> dP

(⃗
b, c⃗
)
= dP

(
Ra⃗,Rb⃗

)
. (4.7)

Proof of Proposition 4.3. The objective here is to identify three points which are on a circle
centred at 0⃗, and which satisfy (4.7). Consider any rotation R satisfying condition (4.1),
and let θ := ∥n⃗∥, where n⃗ is the rotation vector of R. It will be shown that for any such R,
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ı̂× n⃗

ı̂

ε1

ε2

0⃗

b⃗

b⃗P

c⃗

c⃗P
P

D

direction of
rotation R

Figure 4.4: Illustration for Proposition 4.2.

there exists values ε1 and ε2 satisfying all of the following conditions simultaneously:

0 < ε2 < ε1 (4.8)

ε1 + θ + ε2 < π (4.9)

π

2
< θ + ε1 − ε2 (4.10)

ε1 + ε2 <
π

2
. (4.11)

(Notice, by inspecting Figure 4.5, that when (4.8), (4.9), (4.10), and (4.11) are satisfied,
a⃗, b⃗, and c⃗ are guaranteed to be in the top right quadrant of the figure, a⃗′, b⃗′, and c⃗′

are guaranteed to be in the top left quadrant of the figure, and it is guaranteed that
a⃗ · (̂ı× n⃗) > b⃗ · (̂ı× n⃗) > c⃗ · (̂ı× n⃗).) Assume that

ε1 =
π − θ

2
∧ ε2 ∈ ]0, u2[ , (4.12)
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Figure 4.5: Illustration for Proposition 4.3.

where

u2 := min

(
ε1, ε1 + θ − π

2

)
.

Any such (ε1, ε2) satisfies (4.8), since 0 < ε2 < u2 ≤ ε1. Condition (4.9) is also satisfied
since 

ε1 =
π − θ

2

ε2 < min

(
ε1, ε1 + θ − π

2

) =⇒ ε1 + ε2 < 2ε1 = π − θ

=⇒ ε1 + θ + ε2 < π .

Condition (4.10) is satisfied, as

ε2 < min

(
ε1, ε1 + θ − π

2

)
≤ θ + ε1 −

π

2
.
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Finally, condition (4.11) is also satisfied:

ε2 < u2 ≤ ε1 =
π − θ

2
=⇒ ε1 + ε2 <

π − θ

2
+ min

(
π − θ

2
,
θ

2

)
= min

(
π − θ,

π

2

)
≤ π

2
.

Note that the interval for ε2 in (4.12) is non-empty for 0 < θ < π, since 0 < ε1 and, for
ε1 = (π − θ)/2,

ε1 + θ − π

2
=

θ

2
> 0 .

Therefore, ∃ε1 ∃ε2 ((4.8) ∧ (4.9) ∧ (4.10) ∧ (4.11)).

For such a pair (ε1, ε2), consider points a⃗, b⃗, and c⃗ illustrated in Figure 4.5. Based on
Proposition 4.2,

dP (⃗a, b⃗) > dP (⃗b, c⃗) (4.13)

(consider a rotation Rε2 with rotation vector ε2n⃗/∥n⃗∥) and

dP (a⃗′, b⃗′) < dP (b⃗′, c⃗′) (4.14)

(consider the rotation R−1
ε2

). Notice that there is reflection symmetry about the plane{
x⃗ | x⃗ · (̂ı× n⃗) = 0

}
between a⃗ and a⃗′, between b⃗ and b⃗′, and between c⃗ and c⃗′ (since

ε1 + θ/2 = π/2); thus,

dP (b⃗′, c⃗′) = dP (⃗a, b⃗) ∧ dP (⃗b, c⃗) = dP (a⃗′, b⃗′) .

Since a⃗′ = Ra⃗, b⃗′ = Rb⃗, and c⃗′ = Rc⃗, Proposition 4.3 is true.

■

Proof of Proposition 4.1. First, note that any transformation (R, τ⃗) ∈ SE(3) can be de-
composed. In particular, consider the rotation component Rı̂ ∈ Rı̂ (where Rı̂ is the set of
rotations with rotation axis parallel to ı̂) and consider the translation component τ⃗ı̂ such
that τ⃗ı̂ × ı̂ = 0⃗. Let Rr := RR−1

ı̂ and τ⃗r := τ⃗ − τ⃗ı̂ correspond to the remaining rotation and
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remaining translation respectively. Thus, any (R, τ⃗) can be decomposed as follows:

(R, τ⃗) = (RrRı̂, τ⃗r + τ⃗ı̂) = (I, τ⃗r + τ⃗ı̂) · (RrRı̂, 0⃗) = (I, τ⃗r) · (I, τ⃗ı̂) · (Rr, 0⃗) · (Rı̂, 0⃗) (4.15)

C4 :=
{
(I, τ⃗r) | τ⃗r · ı̂ = 0

}
C3 :=

{
(I, τ⃗ı̂) | τ⃗ı̂ · ı̂ = ∥τ⃗ı̂∥

}
C2 :=

{
(Rr, 0⃗) | ∀x⃗ ∈ R3 (x⃗ · ı̂ = 0 =⇒ Rrx⃗ = x⃗)

}
C1 :=

{
(Rı̂, 0⃗) | ∀x⃗ ∈ R3

(
x⃗ · ı̂ = ∥x⃗∥ =⇒ Rı̂x⃗ = x⃗

)}
C4,3,2,1 := C4 × C3 × C2 × C1

∀(R, τ⃗) ∈ SE(3) ∃(c4, c3, c2, c1) ∈ C4,3,2,1
(
(R, τ⃗) = c4 · c3 · c2 · c1

)
. (4.16)

Second, note that any (Rı̂, 0⃗) ∈ C1 does not change the distance after projection,
since ∀x⃗ ∈ R3 (projP (Rı̂x⃗) = Rı̂ projP (x⃗)) and transformations from SE(3) do not change
distances in 3D, thus ∀x⃗ ∈ R3 ∀y⃗ ∈ R3∥∥projP (Rı̂y⃗)− projP (Rı̂x⃗)

∥∥
2
=
∥∥Rı̂ projP (y⃗)−Rı̂ projP (x⃗)

∥∥
2
=
∥∥projP (y⃗)− projP (x⃗)

∥∥
2
.

(4.17)

Therefore,

∀(x⃗, y⃗) ∈ R3 × R3
(
dP (Rı̂x⃗, Rı̂y⃗) = dP (x⃗, y⃗)

)
. (4.18)

This shows that component c1 (of (4.16)) does not change distances between any two
projected points:

∀c1 ∈ C1 ∀(x⃗, y⃗)
(
dP (c1 · x⃗, c1 · y⃗) = dP (x⃗, y⃗)

)
. (4.19)

For the terms c2 and c3 of (4.16): let n⃗2 be the rotation vector of Rr (of c2). Based on
Proposition 4.3, a c2 with 0 < ∥n⃗2∥ < π does change the distance between at least two
points; more specifically, for a triplet of distinct points (⃗a, b⃗, c⃗) satisfying (4.7), 0 < ∥n⃗2∥ < π
implies that

dP

(
c2 · b⃗, c2 · c⃗

)
> dP

(⃗
b, c⃗
)

(4.20)

dP

(
c2 · a⃗, c2 · b⃗

)
< dP

(
a⃗, b⃗
)
. (4.21)
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Thus, such a c2 increases the projected distance between b⃗ and c⃗, and it decreases the
projected distance between a⃗ and b⃗. If ∥n⃗2∥ = π, then the projected distances are unchanged,
since ∀x⃗1 ∈ R3 ∀x⃗2 ∈ R3, the points Rrx⃗1 and Rrx⃗2 will have the same projections as Rı̂,πx⃗1

and Rı̂,πx⃗1 respectively, where Rı̂,π is a rotation of π around ı̂ (note that Rrx⃗1, Rı̂,πx⃗1, and
0⃗ are aligned, and Rrx⃗2, Rı̂,πx⃗2, and 0⃗ are aligned).

Note that for c3, based on (4.3) and (4.6), if τ⃗ı̂ · ı̂ > 0, then c3 decreases both projected
distances (this corresponds to a decrease in D in (4.3)), and if τ⃗ı̂ · ı̂ < 0, then c3 increases
both projected distances. In either case, (4.20) or (4.21) (or both) will still be true after
applying any c3 ∈ C3:τ⃗ı̂ · ı̂ ≥ 0

(4.21)
=⇒ dP

(
c3 · c2 · a⃗, c3 · c2 · b⃗

)
≤ dP

(
c2 · a⃗, c2 · b⃗

)
< dP

(
a⃗, b⃗
)

τ⃗ı̂ · ı̂ ≤ 0

(4.20)
=⇒ dP

(
c3 · c2 · b⃗, c3 · c2 · c⃗

)
≥ dP

(
c2 · b⃗, c2 · c⃗

)
> dP

(⃗
b, c⃗
)
.

Therefore, for a triplet of distinct points (⃗a, b⃗, c⃗) satisfying (4.7), there is no c3 · c2 that
simultaneously preserves the projected distances of (⃗a, b⃗) and (⃗b, c⃗), except when (i) c3 is
the identity element, e, of SE(3), and (ii) c2 = e or the angle of rotation of c2 is π.

For the term c4 of (4.16): Note that for any pair of distinct points (x⃗, y⃗) in {x⃗ | 0 ̸=
|x⃗ · ı̂| = ∥x⃗∥}, the projected distance is affected by c4 but unaffected by c3, c2, and c1.

Therefore, for any transformation (R, τ⃗) = c4 · c3 · c2 · c1 in SE(3) that preserves distances
after projection,

• c4 = e because any two distinct points on {x⃗ | 0 ̸= |x⃗ · ı̂| = ∥x⃗∥} have their projected
distances unaffected by c3 · c2 · c1 but have their projected distances affected by c4
(on its own) when c4 ̸= e and therefore must have their projected distances affected
by c4 · c3 · c2 · c1 when c4 ̸= e;

• c1 does not affect projected distance, so there is no restriction on c1 (other than being
in C1); and

• c3 · c2 must not, on its own, affect projected distances, which is the case if and only if

1. c3 = e and

2. c2 = e or the angle of rotation of c2 is π.
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In summary, for any transformation c ∈ SE(3) decomposed as c4 · c3 · c2 · c1, and where n⃗2

denotes the rotation vector of c2,

dP (x, y) = dP (c · x, c · y) =⇒ (c2 = e ∨ ∥n⃗2∥ = π) ∧ c3 = e ∧ c4 = e .

The converse of this statement is also true since any c1 ∈ C1 does not affect projected
distance; thus, Proposition 4.1 is true. ■

This current section has focused on analyzing the nature of the signal acquired by a
wide-angle camera, and it was concluded that for a rectilinear projection, there is only one
rotational degree of freedom along which projected distances are invariant (more precisely,
along two one-dimensional manifolds, one of which is irrelevant in practice), and in contrast,
for a spherical projection there are two rotational degrees of freedom along which projected
distances are invariant. This is an important consideration, as the distance-prediction model
should be invariant to any type of rotation in 3D, and thus, if the signal is interpreted by
the model as being spherical rather than the result of a rectilinear projection onto a plane,
then invariance to an additional rotational degree of freedom would already be embedded
in the model, before any training even begins. Next, in Section 4.4, experimental results to
investigate the potential gain in performance from the use of spherical convolutions will be
presented.

4.4 Spherical Convolutional Layers

In order to experimentally study any improvement in performance that is achievable using
spherical convolutions instead of planar convolutions, one could define an estimation task
to be performed on images acquired by a pinhole camera and compare model performance
with spherical convolutions to model performance with regular planar convolutions, i.e.,
when the model treats the signal as spherical or when it treats the signal as planar. Since
the problem of this current chapter focuses on distance estimation, it would be appropriate
to compare models which estimate distances. For a simple and well-controlled evaluation, a
dataset for such a task should have a well-defined “distance” to estimate for each image it
contains. To this end, a synthetic dataset was created in which each image was a binary
mask of a two-dimensional disk of random curved diameter (in the range of [π/8, π/2[ ) on
a sphere. (Here, “disk” actually refers to a spherical cap, and “diameter” refers to the arc
length on the sphere; i.e., a disk of diameter d centred at ı̂ on the unit sphere is the set
{x⃗ | ∠(̂ı, x⃗) < d}, where ∠(⃗a, b⃗) denotes the angle between a⃗ and b⃗ in radians.) Although
disks on the sphere could be drawn at any angle, the possible positions of the centres of the
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disks on the sphere were limited to be within ±45◦ in latitude and ±72◦ in longitude in
order limit distortions to levels closer to what would be expected with a typical wide-angle
camera. In order to store and process the image in a discrete fashion, the sphere was
pixelated according to the Driscoll and Healy grid [69, 74] such that each image was 32
by 32 pixels. As illustrated in Figure 4.6, when projected onto a plane according to the
Driscoll and Healy grid, these disks appear distorted, especially at the top and bottom
edges of the frame.

To evaluate the ability of a detection model in estimating distances, the task was defined
to be the estimation, for each image, of the (curved) diameter of the disk on the sphere. By
processing these images on the sphere, it would be expected that these distances would be
learned more readily, as they should be invariant to the position of the disks, while on the
plane, these distances could be different for two disks of the same diameter but at different
locations.

The architecture used is illustrated in Figure 4.7; this architecture was based on the
RPN described in Faster-RCNN [42], but it includes some modifications. Two RPN versions
were implemented, both of which were using bounding circles rather than bounding boxes,
as representations and coordinates of circles on the sphere are simpler to process. The key
difference between these two models was the use of spherical convolutional layers in one
model and planar convolutional layers in the other model: the layers which differed between
these models are labelled in red in Figure 4.7. Note that the planar convolutions were
directly preformed on the planar representation of the Driscoll and Healy grid, which is
not the rectilinear projection described in Section 4.3 (and thus not the result of a pinhole
camera); however, in the planar representation of the Driscoll and Healy grid, disks are still
distorted, so conclusions about differences in performance using planar convolutions versus
spherical convolutions could still be used to support arguments in favour of or against
spherical convolutions.

Figure 4.8 summarizes the results obtained for each model across multiple runs. With
the percentage of absolute error in the vertical axis and the amount of training time in
the horizontal axis, a model with higher performance (in terms of training time to reach a
given error threshold) would have training curves that are closer to the bottom-left corner
of the plot.

Since substantial variability can be present between runs of a same model due to
randomness, simply studying the average curve might not be as insightful as studying the
Pareto front of the model over several runs. In order to mitigate the effects of randomness
in the initialization of the weights of the model as well as the generated images, the 20th

percentile of error for each epoch was plotted. For each model, different numbers of total
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Figure 4.6: Examples of generated images for training and evaluation:
Circles centers within ±45◦ in latitude and ±72◦ in longitude.

trainable parameters were tested by changing the number of channels in the convolutional
layers, which was parameterized through a channel hyperparameter. See Table 4.1 for the
correspondence between this channel hyperparameter and the total number of trainable
parameters in each model.

Upon observing Figure 4.8, one can note that, for the tested resolution, the spherical
version of the RPN generally outperformed the planar RPN model, in spite of the spherical
model being more computationally demanding per epoch (the planar RPN plot corresponds
to three times as many iterations per run than the spherical RPN plot). For example, for
only 10 seconds of training, the 20th percentile of error was at about 7% for the best channel
hyperparameter in the case of the spherical RPN, while for the same amount of training
time, the 20th percentile of error was at more than 10% for the planar RPN.

To conclude this section, substantial improvements in distance estimation accuracy were
observed for the task of estimating curved diameters of disks on a sphere (spherical caps)
for images of 32 by 32 pixels when using spherical convolutional layers instead of planar
convolutional layers. Section 4.5 will introduce a proposed module architecture to estimate
distances between vehicles given images and bounding boxes outputted by CARLA.
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Input Image

(Spherical) Convolutions

Fully-Connected Layer(s)*

Logits

Fully-Connected Layer(s)*

Horizontal, Vertical,
and Radius Differences

Anchor Centres
and Sizes

Classification
Regression

Figure 4.7: RPN Architecture used. The two RPN model versions
compared mainly differed at the layers labelled in red. In one version,
the convolutions were planar; in the other, the convolutions were
spherical. *For each anchor position; implemented as convolution layers with
kernel sizes of 1.

Table 4.1: Mapping between channel hyperparameter and trainable-
parameter count; a higher channel hyperparameter value corresponds
to more trainable parameters. A channel hyperparameter of 3 for
the spherical model produces about the same number of trainable
parameters as a channel hyperparameter of 11 for the planar model.

Number of trainable parameters

Channel hyperparam. Spherical model Planar model

1 17 833 5 417
2 19 567 5 864
3 21 685 6 409
5 32 095 9 122
7 45 577 12 619
9 62 131 16 900
11 81 757 21 965
13 104 455 27 814
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(b) Spherical RPN: 20th percentile of error for
each epoch.

Figure 4.8: Planar vs. spherical RPN. The spherical RPN archi-
tecture is generally able to achieve lower absolute error in curved
diameter estimation for a fixed amount of training time.
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4.5 Distance Estimation from Bounding Boxes and Im-
ages

In an effort to develop a deep-learning model to estimate distances between vehicles
appearing in a CARLA image, a module Dd (without a detector) was developed to predict
3D positions and distance between two detected vehicles, given access to bounding-box
information and the original image; this was assuming that reasonably accurate bounding
boxes could eventually be produced by a state-of-the-art detector. For a pair of vehicles
(vA, vB), the distance-estimation module’s inputs were as follows: the RGB image, the
bounding-box coordinates B(vA) ∈ B ⊂ R4 of vA, and the bounding-box coordinates
B(vB) ∈ B ⊂ R4 of vB. The outputs of the module Dd are the estimated 3D position of vA
(i.e., p̂(vA)), the estimated 3D position of vB (i.e., p̂(vB)), and the estimate, d̂(vA, vB), of
the distance d(vA, vB) := ∥p(vB)− p(vA)∥ between the two vehicles. The architecture of Dd

is summarized in Figure 4.9.

Dd : M×B × B → R3 × R3 × R

The main questions that were investigated experimentally with this model architecture
were the following:

1. How much precision in distance estimation can be obtained from only using bounding
boxes as inputs, and how much gain in precision can be attributed to the use of the
pixel information enclosed by the bounding boxes?

2. How sensitive would such a model be to error or noise in the bounding-box coordinates,
and to what extent would sensitivity to noise be dependent on the use or omission of
pixel information for inference?

In order to train and evaluate the model, only vehicles no more than 30 metres away
from the camera were considered to be detected, and their ground-truth 2D bounding
boxes were derived from CARLA. The CARLA simulator provides access to oriented 3D
bounding boxes for vehicles: for any vehicle va, this is eight points B3D(va) = (⃗b1, b⃗2, . . . , b⃗8)
in 3D defining a hexahedron within which all of va is contained. From this, non-oriented 2D
four-vertex bounding boxes (described in the 2D coordinate system (ȷ̂, k̂)) of given vehicles
were computed. As these 2D four-vertex bounding boxes are non-oriented and their edges
are each either parallel to ȷ̂ or k̂, they can each be described by simply two vectors, each in
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Figure 4.9: Architecture of Dd. The two branches illustrated (each for
one of the two vehicles) are in fact the same branch (in code) and share
the same trainable parameters. Pre-trained ResNet convolutions were
used, while the fully-connected layers identified in green were trained
separately by omitting the RGB image data, which allowed for larger
batch sizes to be easily used.

2D: b⃗tr at the top-right corner in the (ȷ̂, k̂) 2D coordinate system, and b⃗bl at the bottom-left
corner:

b⃗bl =

 min
(
ȷ̂ · projP (⃗b1), ȷ̂ · projP (⃗b2), . . . , ȷ̂ · projP (⃗b8)

)
min

(
k̂ · projP (⃗b1), k̂ · projP (⃗b2), . . . , k̂ · projP (⃗b8)

)


b⃗tr =

 max
(
ȷ̂ · projP (⃗b1), ȷ̂ · projP (⃗b2), . . . , ȷ̂ · projP (⃗b8)

)
max

(
k̂ · projP (⃗b1), k̂ · projP (⃗b2), . . . , k̂ · projP (⃗b8)

)


B2D(va) =
(⃗
bbl, b⃗tr

)
.

Note that this method of constructing the 2D non-oriented bounding boxes is not perfect
and will typically generate 2D bounding boxes which are too large (but not too small)—as an
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comparable example, imagine a unit sphere bounded by the octahedron {x⃗ ∈ R3 | ∥x⃗∥1 =√
3}; by applying a method similar to the one above (but using an orthogonal projection),

the 2D non-oriented bounding box would be btr = [−
√
3
√
3]

T
, bbl = [

√
3 −

√
3]

T
instead

of a square with edges of lengths 1.

As these bounding boxes were, at inference time, meant to be the simulated output of a
detector, a hyperparameter to adjust the amount of noise in the bounding box coordinates
was introduced:

Bnoisy
2D (va) =

(⃗
bbl + knoise × ε⃗uniform, b⃗tr + knoise × ε⃗uniform

)
ε⃗uniform ∼ U

(⃗
bbl − b⃗tr, b⃗tr − b⃗bl

)
,

where knoise is a hyperparameter that can be adjusted, and where x⃗ ∼ U(x⃗l, x⃗u) indicates
that the ith coordinate of x⃗ follows a uniform distribution in [x⃗l,i, x⃗u,i[ (interval bounded
by the ith coordinate of x⃗l and the ith coordinate of x⃗u).

For a given pair of agents (va, vb) in image m, the image was cropped for each of the
two bounding boxes, generating crop(m,B2D(va)) and crop(m,B2D(va)). The croping of m
at a bounding box is the process of keeping only the pixel information that is contained
within this bounding box (with some rescaling and interpolation, as applicable).

The model Dd consists of sub-modules Dbbox, Dpixels, and Dhead, which each respectively
correspond to a module for processing bounding boxes, a module for processing cropped
images, and a module for the final outputs. For two vehicles (va, vb) in image m,

Dcombined : (m,B) 7→
(

Dbbox(B), Dpixels
(
crop(m,B)

) )
Dd

(
m,B2D(va), B2D(vb)

)
= Dhead

(
Dcombined

(
m,B2D(va)

)
,Dcombined

(
m,B2D(vb)

))
.

Figure 4.9 illustrates the connections between Dbbox, Dpixels, and Dhead. Although one
branch per vehicle is illustrated in that figure, they are in fact one same module and have
the same parameters; i.e., at any point during training there is only one set of trainable
parameters for Dbbox and only one set of trainable parameters for Dpixels.

To quantify the performance gain offered by the use of pixel information in Dd, a variant
of this model was also evaluated: Dno-pixel

d . The implementation of this modified model
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amounted to defining it as follows:

Dno-pixel
combined : (m,B) 7→

(
Dbbox(B), 0⃗

)
Dno-pixel

d

(
m,B2D(va), B2D(vb)

)
= Dhead

(
Dno-pixel

combined

(
m,B2D(va)

)
,Dno-pixel

combined

(
m,B2D(vb)

))
.

Both Dd and Dno-pixel
d were trained with knoise = 0.2. Figure 4.10 and Figure 4.11

illustrate the performance of each model Dd and Dno-pixel
d during training, with the eval-

uation performance also being measured with knoise = 0.2. These results indicate that
Dd outperformed Dno-pixel

d in absolute validation performance and that the use of pixel
information was valuable in decreasing the distance estimation error.

In order to investigate the sensitivity of these models (trained with knoise = 0.2), the
models were tested at values of knoise ranging from 0 to 0.4, with increments of 0.05.
Figure 4.12 illustrates the performance of the trained Dd and Dno-pixel

d as a function of
the noise introduced at evaluation time. From this figure, it can be deduced that both
models are relatively robust to small-to-moderate noise, with the trained Dd consistently
outperforming Dno-pixel

d .

To conclude this section, a model Dd that estimates the distance between two vehicles
(given their bounding boxes and the image in which they appear) was evaluated and
compared to Dno-pixel

d , which omitted pixel information. Both of these models were trained
on bounding boxes with the noise parameter knoise set to 0.2. Using Dd, distances between
two vehicles in a CARLA wide-angle image can be estimated within an average error of
roughly one metre when knoise = 0.2. The use of pixel information appeared to provide a
significant but not substantial improvement in estimation accuracy, and it appeared to offer
a slight increase in robustness to noise. This architecture exploration and these results are
only experimental and have some notable limitations:

• As previously mentioned, the derived 2D four-vertex bounding boxes were not ideal
and were typically too large. One could envision using other information from CARLA
in order to obtain more precise 2D bounding boxes.

• To estimate distances between vehicles, the ground-truth positions or centres of the
vehicles were defined (in the computer program) to be the average of the 3D eight-
vertex bounding boxes. However, it would be possible in CARLA to better estimate
the closest distance between any two given vehicles and train Dd to estimate this
distance instead, which would be expected to be more representative of whether a close
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Table 4.2: Best epoch (with total) and corresponding mean absolute
validation error, for multiple training runs, with knoise = 0.2. This
shows that architecture Dd has consistently outperformed Dno-pixel

d .
(The difference in number of runs between the architectures is due
to the difference in training time.)

Dno-pixel
d Dd

Epochs Epochs

Run Index Error (metres) Best Total Error (metres) Best Total

1 1.176 120 212 0.960 107 131
2 1.182 116 150 0.944 114 135
3 1.146 115 150 0.873 121 140
4 1.149 117 150
5 1.171 117 150
6 1.191 120 150

call has occured—indeed, two long trucks might nearly collide (bumper to bumper)
without their centre-to-centre distance ever being below a few metres, whereas such a
distance between the centres of two small motorcycles would be less indicative of a
close call.

• Planar CNN layers were used for Dd. Section 4.3 raised arguments toward the use of
spherical convolutions for rectilinear projections, but planar convolutions were used
for Dd, as they are substantially less computationally demanding and they are simpler
to use (especially considering the prevalence and maturity of existing implementations
such as Conv2D of the PyTorch library [87]).

• The model Dd processes frames without taking into consideration the temporal
relationships and ordering of the frames. This is a disadvantage because for any given
frame, the frames preceding it and following it in time would be expected to contain
some prior information that could be useful in better estimating the distance between
two vehicles. As an example, consider a case in which prediction is performed on
image at time ti, but in which one of the two vehicles is obstructed; if this vehicle is
less obstructed in either the frame at ti−1 or the frame at ti+1, then knowing that the
speed and acceleration of a vehicle is limited, there would be some prior information
from these neighbouring frames that could be used to better estimate distance at ti.
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(a) Without using pixel information.

100 101 102

Epochs

100

101

M
et

er
s

0.000

0.002

0.004

0.006

0.008

0.010

Le
ar

ni
ng

 R
at

e

A position error (smoothed)
AB distance error (smoothed)
B position error (smoothed)

lr (smoothed)

Epochs

M
et

re
s

L
ea

rn
in

g
ra

te

(b) Using pixel information.

Figure 4.10: Training performance for one training run per architecture. L2

norm (blue) between predicted and ground-truth position for vehicle A, same
for vehicle B (green), and absolute error between predicted and ground-
truth distance between A and B (orange). The learning rate (red) varied
with number of epochs according to a cosine annealing scheduler with warm
restarts [86]. A rolling average was applied before plotting.
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Figure 4.11: Same as Figure 4.10, but for performance on validation data
instead of training data (and without showing learning-rate curves).
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Figure 4.12: Validation performance as a function of knoise (at valida-
tion time, ranging from 0 to 0.4) of models trained with knoise = 0.2.
In blue (“BBox and maps”): results across three trained instances of
Dd. In orange (“BBox only”): results across six trained instances of
Dno-pixel

d . The shaded area shows the range (between minimum and
maximum) of performance across multiple trained model instances
for a same architecture, for a given knoise value. For both architec-
tures, the estimation error increased with more noise, at similar rates.
The Dno-pixel

d architecture consistently performed more poorly than
Dd.
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Chapter 5

Conclusion

Two main problems were presented in this thesis: one which relates to the bin-picking
problem, more specifically in the case of highly cluttered scenes, and one which relates to
identifying close calls by estimating distances between vehicles, given some wide-angle RGB
footage of road traffic.

In Chapter 3, the problem of estimating the relative placements of objects in clutter
was formulated. Argumentation toward the use of directed simple graphs to represent the
relations between objects in any given scene was put forward, and difficulties that may
arise in realistic bin-picking datasets were discussed. A graph-network model architecture
was proposed and implemented, and a baseline model which was based on an architecture
presented in [76] was used for comparison. This graph-network model and this baseline model
were both tested and compared using the synthetic part of the MetaGraspNetV2 [4] dataset
and on the Visual Manipulation Relationship Dataset (VMRD) [76, 77, 82]. In addition, for
this particular object-relationship problem, some rigorous definitions for precision and recall
were both given, which account for the possibility of missed (undetected) objects on the part
of the object detector, or of erroneous detection of nonexistent objects (resulting in extra
bounding boxes). Based on the results obtained with the MetaGraspNetV2 and the VMRD
datasets, it was observed that the proposed graph-based model architecture outperformed
the baseline architecture in terms of F1 score (when using the given definitions for precision
and recall).

As mentioned in Section 3.6, one of the potential future directions for this work would
be to perform a careful ablation study of the proposed graph-network model, where each of
the proposed architecture features would be ablated to measure the impact that it has on
the overall performance of the model. Such an ablation study could be combined with a
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study of the performance of the model for images specifically selected to contain each of the
dataset challenges described in Section 3.2. This would provide insight into whether each of
the proposed changes is indeed effective (or not) at addressing the difficulty for which it was
designed. Another direction for future work would be an analysis of model performance in
terms of prediction time. Indeed, as the problem described concerns real-time bin-picking
applications, there would typically be an incentive to use a model that is able to reason
about the scene, make decisions, and grasp objects more quickly. Computational complexity
of prediction (and training) time could be analyzed both theoretically and empirically, as a
function of the number of objects in the scene, and compared to architectures proposed by
other researchers.

Chapter 4 formulated and analyzed the problem of estimating the distance between
two given vehicles appearing in a wide-angle RGB video of traffic at any given intersection.
This compound problem, which implicitly involves both detection and regression tasks for
any given pair of detected vehicles, was separated into two parts: one focusing on planar
and spherical convolutions (Section 4.3 and Section 4.4) and one focusing on estimating
the distance between two vehicles, given an image and predetermined bounding boxes
(Section 4.5).

Section 4.3 presented a fundamental disadvantage with the use of regular planar convo-
lutions on wide-angle images, especially for estimating distances between objects in 3D,
and it instead argued toward the use of spherical convolutions. Some experimental results
to support this argument were presented in Section 4.4, with the use of two versions of a
region proposal network: one which used planar convolutions and one which used spherical
convolutions to detect and estimate the diameter of a spherical cap appearing in an image.

Section 4.5 presented some work that focused on a module which is intended to be
used downstream of a vehicle detector. In addition to simplifying the experimental process,
assuming that the bounding boxes are already detected has the added benefit of allowing
for more control over the amount of error in the bounding boxes given to the distance-
estimation model; this also allows for a controlled evaluation of the robustness of the
model as a function of bounding box error. To quantify the amount of distance-estimation
accuracy which can be obtained by this module from bounding-box coordinates alone (i.e.,
without the use of pixel information), a simple ablation study was conducted in which the
distance-estimation module was modified to ignore pixel information in the image. When
using pixel information, the module consistently performed better than when it ignored the
pixel information.

As potential long-term directions for any continuations of this project, one might consider
other accident-risk metrics to estimate. Ultimately, the objective is to provide an insightful
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and actionable indicator of the risk of accident at any given intersection or road segment.
For this, a more sophisticated metric, other than distance, could be considered. One such
metric might be an indicator of the likelihood that an accident would have occurred at
time ti when only considering images for times t < ti (indeed, estimating the likelihood
that an accident would have occurred with a model that has access to the future frames
which show whether an accident has truly occurred does not seem logical). Furthermore,
there might be more value in estimating some high-level metrics that are not limited to
making conclusions about particular pairs of vehicles, but which rather focus on indicating
the causes or common locations of close calls within an intersection of high risk; such
metrics would presumably be much more insightful and actionable from the perspective of
a municipality which wishes to make concrete improvements to dangerous intersections.
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