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#### Abstract

Optimization is a fundamental mathematical discipline focused on finding the best solution from a set of feasible choices. It is vital in various applications, including engineering, economics, data science, and beyond. Stochastic optimization and distributed optimization are crucial paradigms in the optimization field. Stochastic optimization deals with uncertainty and variability in problem parameters, providing a framework for decision-making under probabilistic conditions. On the other hand, distributed optimization tackles large-scale problems by harnessing the collective power of multiple agents or nodes, each with local information and local communication capabilities. This thesis aims to modify and analyze the existing stochastic methods and develop the algorithms and theory to solve the unconstrained distributed optimization problem.

For stochastic adaptive gradient-based methods, including Root Mean Square Propagation (RMSprop), Adaptive Delta (Adadelta), Adaptive Moment Estimation (Adam), Adaptive Gradient (AdaGrad), Nesterov-Accelerated Adaptive Moment Estimation (Nadam), and AccumulateSquared Moving Average Gradient (AMSgrad), which are popular stochastic optimization methods commonly used in machine learning and deep learning, the Chapter 2 provides a concise and rigorous proof of the almost sure convergence guarantees towards a critical point in the context of smooth and non-convex objective functions. To the best of our knowledge, this work offers the first almost sure convergence rates for these stochastic adaptive gradient-based methods. For non-convex objective functions, we show that a weighted average of the squared gradient norms in each aforementioned method achieves a unified convergence rate of $o\left(1 / t^{\frac{1}{2}-\theta}\right)$ for all $\theta \in\left(0, \frac{1}{2}\right)$. Moreover, for strongly convex objective functions, the convergence rates for RMSprop and Adadelta can be further improved to $o\left(1 / t^{1-\theta}\right)$ for all $\theta \in\left(0, \frac{1}{2}\right)$. These rates are arbitrarily close to their optimal convergence rates possible.

As a locking-free parallel stochastic gradient descent algorithm, Hogwild! algorithm is commonly used for training large-scale machine learning models. In Chapter 3, we will provide an almost sure convergence rates analysis for Hogwild! algorithm under different assumptions on the loss function. We first prove its almost sure convergence rate on strongly convex function, which matches the optimal convergence rate of the classic stochastic gradient descent (SGD) method to an arbitrarily small factor. For non-convex loss function, a weighted average of the squared gradient, as well as the last iterations of the algorithm converges to zero almost surely. We also provide a last-iterate almost sure convergence rate analysis for this method on general convex smooth functions.

Another aspect of the research addresses the convergence rate analysis of the gradient-based distributed optimization algorithms, which have been shown to achieve computational efficiency


and rapid convergence while requiring weaker assumptions. We first propose a novel gradientbased proportional-integral (PI) algorithm in Chapter 4, and prove that its convergence rate matches that of the centralized gradient descent method under the strong convexity assumption. We then relax this assumption and discuss the local linear convergence of its virtual state for strictly convex cost functions. In Chapter 5, we propose the powered proportional-integral (PI) algorithm and prove its convergence in finite time under the assumption of strict convexity. Then, we discuss the fixed-time convergence of its virtual state for strongly convex cost functions. Finally, we demonstrate the practicality of the distributed algorithms proposed in this thesis through simulation results.
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## List of Symbols

To ensure clarity, we have compiled a list of frequently used notations along with their respective meanings below.

- $\mathbb{R}^{n}$ : the set of all $n$-dimensional real vectors.
- $\mathbb{R}_{+}$: the set of all positive real numbers.
- $\mathbb{C}^{n}$ : the set of all $n$-dimensional complex vectors.
- $\mathbb{R}^{n \times n}$ : the set of all $n \times n$ real matrices.
- $\mathbb{O}^{n \times n}$ : the set of all $n \times n$ orthogonal matrices.
- $x^{*}$ : the minimizer of the overall objective function $f$, i.e.

$$
x^{*}=\operatorname{argmin} x \in \mathbb{R}^{m} f(x)
$$

- 1: the all-ones vector in $\mathbb{R}^{n}$.
- 0: the all-zeros vector in $\mathbb{R}^{n}$.
- $\|\cdot\|:$ the Euclidean norm for vectors and spectral norm for matrices.
- $\nabla^{2} g$ : the Hessian matrix of a twice differentible function $g$.
- $I_{n}$ : the $n$-dimensional identity matrix.
- $\otimes$ : the Kronecker product.
- $\lambda_{n}, \lambda_{\min }(\cdot)$ and $\lambda_{\max }(\cdot)$ : the $n$-th largest, smallest and largest eigenvalues of a matrix.
- $C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ : the collection of twice differentible functions, where $\mathbb{R}^{m}$ is the domain and $\mathbb{R}$ is the codomain.
- $C\left[\alpha_{1}, \alpha_{2}\right]$ : the collection of continuous real-valued functions defined on $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$.
- $B(x, r)$ : the set $\left\{y \in \mathbb{R}^{\operatorname{dim} x} \mid\|x-y\| \leq r\right\}$, where $\operatorname{dim} x$ is the dimension of $x$.
- $\mathbb{R}^{n}$ : the set of all $n$-dimensional real vectors.
- $\mathbb{R}_{+}^{n}$ : the set of all $n$-dimensional real vectors with nonnegative real elements.
- $z_{i} \in \mathbb{R}\left(z \in \mathbb{R}^{N}\right)$ : the $i$-th element of $z$ if $z \in \mathbb{R}^{N}$.
- $z^{i} \in \mathbb{R}^{m}\left(z \in \mathbb{R}^{n m}\right.$ or $\left.\mathbb{R}^{2 n m}\right)$ : the $j$-th element of $z^{i}$ is the (im-m+j)-th elements of $z$, i.e., $z=\left(\left(z^{1}\right)^{T}, \ldots,\left(z^{n}\right)^{T}\right)^{T}$ or $\left(\left(z^{1}\right)^{T}, \ldots,\left(z^{2 n}\right)^{T}\right)^{T}$.
- $\|z\|_{p}\left(z \in \mathbb{R}^{N}\right)(p \geq 1)$ : the $p$-norm of vector $z$ is

$$
\|z\|_{p}=\left(\sum_{i=1}^{N}\left|z_{i}\right|^{p}\right)^{\frac{1}{p}}
$$

## Chapter 1

## Introduction

### 1.1 Background

This thesis aims to formulate and theoretically analyze algorithms designed for solving unconstrained optimization problems. The overarching goal is to optimally minimize the objective function through distributed or stochastic approaches. Emphasis is placed on the enhancement of existing algorithms and a rigorous analysis of their convergence behaviors for objective functions under various non-convex and convex conditions.

One of the main challenges in solving machine learning problems is the involvement of large datasets. Stochastic gradient-based methods, by their nature, update the model parameters using only a small subset (or batch) of the entire dataset at a time. These approaches are far more efficient than traditional methods that require the entire dataset for each update. The Stochastic Gradient Descent (SGD) method is the simplest stochastic method for searching for a minimizer. Stochastic adaptive gradient-based methods and Hogwild! algorithm are both variants of SGD. The former can dynamically adjust the learning rate during training, which leads to more efficient training and faster convergence. The latter is not only highly scalable, but also allows all processors access to shared memory and implement SGD without any locking.

Another challenge in machine learning area is the sparseness of dataset. In many real-world datasets, especially in fields like natural language processing, the data can be highly sparse. Stochastic gradient-based methods, for example Adaptive Stochastic Gradient (ASG) methods and Hogwild! algorithm, are particularly effective when dealing with sparse data.

Discussing distributed optimization in machine learning is crucial due to its relevance in handling large-scale data, improving computational efficiency, ensuring scalability, and addressing
challenges in privacy and data security. On the one hand, datasets are often too large to be processed on a single machine in fields like image and video processing, natural language processing, and large-scale simulations. On the other hand, training complex models, such as deep neural networks, requires significant computational resources. Distributed systems allows for handling such large datasets by dividing the workload across multiple machines, and it provides the necessary computational power by harnessing the capabilities of multiple machines, leading to faster training times and more efficient use of resources. Distributed approaches are also inherently scalable. As the size of the data or the complexity of the model increases, more nodes can be added to the system to maintain or improve the performance. In real-world, data might be collected and processed in distributed environments. Training models on diverse datasets distributed across multiple nodes can potentially lead to more robust and generalized models, as the model is exposed to a wider variety of data samples during training. In some cases, data cannot be centralized due to privacy concerns or regulatory restrictions. Distributed learning allows data to remain on local nodes while still contributing to the learning of a global model.
Remark 1. As shown in Figure 1.1, Hogwild! and the PI algorithm are distributed algorithms that cater to different system models. The Hogwild! model resembles centralized systems, featuring a server (or master) with a shared memory $x$, with each processor acting like a computer (or slave). The key difference lies in the fact that processors in Hogwild! bypass the need for a central synchronization point, allowing them to work independently and without waiting for each other. On the other hand, the PI algorithm is used in a system without shared memory or a central server (master). This setup involves different nodes sharing hardware, software, or data and communicating through a shared network without relying on a single point of control for synchronization.

### 1.2 Motivation Example

A motivation example is to solve a deep learning problem for image classification with convolutional Neural Networks (CNNs) Scenario. The task is to develop a CNN for classifying images into various categories, such as distinguishing between different types of animals in a dataset, and it is usually converted to an unconstrained minimization problem. This is a common problem in computer vision with applications in areas like automated image tagging, surveillance, and medical imaging.

Consider the simplest image classification: binary image classification involving single data point $\left(x^{\prime}, y\left(x^{\prime}\right)\right)$, where $x^{\prime}$ is a single feature input of the image and $y\left(x^{\prime}\right)$ is a binary true label vector. The $c$-th element of $y\left(x^{\prime}\right), y_{c}\left(x^{\prime}\right)$, denoted by 1 if the class label $c$ is the correct classification, and 0 otherwise. In other words, $y\left(x^{\prime}\right)$ is $[0,1]$ if the data point belongs to class 1 , and $y\left(x^{\prime}\right)$


Figure 1.1: The left one is the distributed model for Hogwild! algorithm where each circle represents a processor, and all of them have access to the shared memory $x$. The right one is the distributed model for PI algorithm where each circle represents a processor, and they are allowed to communicate with their neighborhood.
is $[1,0]$ if it belongs to class 2 . Let $\hat{y}\left(x^{\prime}, x\right)$ be the predicted probability distribution vector across the classes, where $x$ is the parameter to be determined, the $c$-th element of $\hat{y}$, denoted by $\hat{y}_{c}\left(x, x^{\prime}\right)$ is the predicted probability of class $c$.

Our objective to find $x$ such that the difference between the predicted probability vector and true probability vector are minimized, which can be mathematically formulated by

$$
\begin{equation*}
\min _{x} L(y, \hat{y}), \tag{1.1}
\end{equation*}
$$

where $L$ represents some measurement quantifying the difference between $y$ and $\hat{y}$. A commonly used measurement is the cross-entropy loss $[7,26,68]$ of the distribution $\hat{y}$ relative to a distribution $y$, and our goal is to optimize

$$
\begin{equation*}
\min _{x} L(y(x), \hat{y}(x)) \stackrel{\Delta}{=}-y_{1}(x) \log \left(\hat{y}_{1}(x)\right)-y_{2}(x) \cdot \log \left(\hat{y}_{2}(x)\right) \tag{1.2}
\end{equation*}
$$

In practice, image datasets are typically vast in scale. For instance, ImageNet comprises over 14 million images, while ObjectNet contains upwards of 50 thousand images. We now consider binary image classification involving multiple data points, and extend this problem to a
distributed optimization problem, where each machine (node or processor) has access to a small batch of the large dataset, and only local communication and local computation are allowed. Each node computes gradients based on its subset of data, and these gradients are then combined to update the global model parameters. The objective function in a distributed setting is typically a summation of the local loss functions computed on each node, with an additional term to ensure regularization or consensus among the nodes. In the context of image classification using cross-entropy loss, the distributed optimization problem can be formulated as:

$$
\begin{equation*}
\min _{x} L_{\text {distributed }}(x) \triangleq \sum_{k=1}^{K} \frac{n_{k}}{K} L_{k}(x) \tag{1.3}
\end{equation*}
$$

where $L_{\text {distributed }}$ is the global loss function dependent on the model parameter $x, K$ is the total number of nodes in the distributed system, $n_{k}$ is the number of samples in the $k$-th node, $L_{k}$ is the local loss function for the $k$-th node, which is the cross-entropy loss function (1.2) for its subset of data $[16,49]$.

### 1.3 Stochastic Gradient-based Optimization Methods

Consider the unconstrained minimization problem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} f(x) \tag{1.4}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Here, $f$ may arise from optimizing an expected risk of the form $f(x)=$ $\mathbb{E}(f(x ; \xi))$, where $\xi$ is a source of randomness indicating a sample (or a set of samples), or an empirical risk of the form $f(x)=\frac{1}{n} \sum_{i=1}^{n} f\left(x ; \xi_{i}\right)$, where $\left\{\xi_{i}\right\}_{i=1}^{n}$ are realizations of $\xi$. For all $x \in \mathbb{R}^{n}$, we assume that $\nabla f(x ; \xi)$ is an unbiased estimator of the actual gradient $\nabla f(x)$, i.e.,

$$
\begin{equation*}
\nabla f(x)=\mathbb{E}(\nabla f(x ; \xi)) . \tag{1.5}
\end{equation*}
$$

The SGD is the simplest stochastic method for searching for a minimizer.
As a variant of stochastic gradient descent (SGD), Hogwild! combines the simplicity of SGD with accelerated learning on multi-core processors. Hogwild! (Higher-Order, GradientWise learning for the Wild) is designed as a parallelize stochastic gradient descent method for training machine learning models. Introduced by Niu et al. [63], this distributed and parallel optimization algorithm removes the constraints of traditional locking mechanisms in SGD, enabling multiple CPU cores to update model parameters asynchronously, and scaling up model
training in data-intensive applications efficiently. In the next few years, numerous variations and extensions of Hogwild! algorithm has been proposed. As a variant of Hogwild! algorithm, Hogwild++ [94] extends the original algorithm by introducing decentralized averaging mechanisms to improve convergence while retaining the asynchrony. It addresses challenges related to communication overhead as well as non-convex optimization tasks. SPIDER [21] is an extension of HOGWILD! for non-convex optimization tasks. It combines stochastic gradient methods with variance-reduction techniques for improved efficiency. BUCKWILD! [15] is designed and analyzed as an asynchronous SGD algorithm, that uses lower-precision arithmetic. It has been demonstrated experimentally that BUCKWILD! can achieve speedups of up to 2.3 times over HOGWILD!-based algorithms for logistic regression.

Another variant of SGD, stochastic adaptive gradient-based methods can adaptively tunes learning rates for each parameter based on historical gradients. They help accelerate convergence, handle sparse data more effectively, and often lead to better optimization performance for complex models like deep neural networks and large-scale data analytics [38].

The first adaptive optimization algorithm, AdaGrad, was introduced by Duchi et al. in 2011 [19]. This algorithm proves to be particularly effective for handling sparse data. Over the next two years, additional methods such as RMSprop [27] and Adadelta [93] were proposed. RMSprop is an algorithm that rescales the step size using a weighted moving average of the squared gradient. On the other hand, Adadelta is an extension of RMSprop, designed to tackle the diminishing learning rate problem by utilizing a running average of past updates. Furthermore, Adadelta removes the necessity of setting an initial learning rate. In 2014, the Adam method and Adamax [39] were introduced, combining the strengths of both AdaGrad and RMSprop. Adam quickly gained popularity as a preferred choice for optimizing deep-learning models. Its widespread adoption can be attributed to its robustness, rapid convergence, and user-friendly default parameter settings. The same paper also proposed 'Adamax,' a variant of Adam that relies on the infinity norm. In [64], however, a rigorous proof was presented, demonstrating that there exists a stochastic optimization problem for which Adam fails to converge to the optimal solution. To address this limitation, AMSgrad was introduced in [64]. A study on the Nesterovaccelerated Adaptive Moment Estimation (Nadam) method is documented in [18], where the first momentum of Adam is replaced with the momentum used in Nesterov's Accelerated Gradient method (NAG).

For various adaptive optimization methods, some papers have proven the convergence to critical points in different optimization settings. The first convergence guarantees for adaptive optimization methods might be presented in [14]. This work provides convergence rates for the gradients of deterministic RMSprop and Adam algorithms, where the full gradient is calculated in each iteration. Additionally, the paper offers a convergence rate for stochastic RMSprop, assuming that all elements in gradients share the same sign. For large-scale non-convex stochastic op-
timization, [99] demonstrated the global decays of the gradients in stochastic Adam, RMSprop, and weighted AdaGrad with exponential moving average momentum (weighted AdaEMA) with a probability less than one. This paper also provides the convergence rate. In the non-convex setting, [30] established that the averages of the gradient squares in SHB, Adam, AMSgrad, AdaGrad, Adaform, and Adabound converge in expectation, and it provides the convergence rate by analyzing the Jacobian matrices. Conducting a locally exponential convergence analysis in batch mode for a deterministic fixed training set, the paper [9] presents insights into the performance of Adam methods. Moreover, the papers [42] and [85] consider the AdaGrad method as a variant of SGD with adaptive step size and provide a convergence guarantee for the minimum history gradient norm. It is proved in [17] that the squared norms of the gradients of Adam and AdaGrad share the same convergence rate $O(\ln (N) / \sqrt{N})$ in expectation.

The research paper [4] introduces some modifications to the Adam optimization method. These enhancements incorporate the Robbins-Monro Algorithm (RMA), ensuring the modified Adam method's almost sure convergence to the critical point of the non-convex objective function. Addtionally, some methods of proving the almost convergence rates of SGD are proposed in [45].

Motivated by the above methods, we will apply RMA in proving the last-iterate almost sure convergences of stochastic adaptive gradient-based methods, including RMSprop, Adadelta, Adam, Nadam, and AMSgrad, with a more concise and accurate proof, whereas the proof in [4] has some mistakes.

To the best of our knowledge, the work to be presented in this thesis gives the first almost sure convergence rates for these stochastic adaptive gradient-based methods and Hogwild! algorithm. Using the results from [45], we show that a weighted average of the squared gradient norms for non-convex objective function achieves a unified $o\left(1 / t^{\frac{1}{2}-\theta}\right)$ convergence rate for all $\theta \in$ ( $0, \frac{1}{2}$ ) For strongly convex objective functions, the convergence rates of RMSprop, Adadelta and Hogwild! can be improved to $o\left(1 / t^{1-\theta}\right)$ for all $\theta \in\left(0, \frac{1}{2}\right)$, which are arbitrarily close to their optimal convergence rates possible.

### 1.4 Distributed Gradient-based Optimization Methods

The overall objective is to find the value of $x$ that minimizes the average of a collection of objective functions $f_{i}$ through local communication with neighbors and local computation. Mathe-
matically, we express this problem as follows:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{m}} f(x) \triangleq=\sum_{i=1}^{n} f_{i}(x) \tag{1.6}
\end{equation*}
$$

Here, the local communication is defined by an undirected communication graph. The coordination of multi-agent dynamic systems in networks has gained significant attention recently, finding applications in various fields such as flocking of social insects, formation control, robotics, control engineering, economics, transportation, and social networks [57, 58, 79, 89].

Consider a network consisting of $n$ agents $V=\left\{v_{1}, \ldots, v_{n}\right\}$, each of which has a convex objective function $f_{i}: \mathbb{R}^{m} \rightarrow \mathbb{R}$ to optimize. Denote by $X=\{1,2, \ldots, n\}$ the set of indices of the agents. A weight matrix $W$ is a symmetric matrix such that $w_{i j} \geq 0$ for all $i, j \in X$, and $w_{i i}=0$ for $i \in X$. We say that a set $\left(v_{i}, v_{j}\right)$ is an edge of the graph if and only if $w_{i j}>0$, and we denote by $E=\left\{\left(v_{i}, v_{j}\right) \mid w_{i j}>0\right\}$ the collection of all edges. The agents communicate through the corresponding weighted undirected communication graph $G=(V, E, W)$.

Definition 1. Given a weighted undirected communication graph $G=(V, E, W)$, define the graph Laplacian matrix $L=\left[l_{i j}\right]$ of $G$ by

$$
l_{i j}= \begin{cases}\sum_{k=1, k \neq i}^{n} w_{i k}, & j=i  \tag{1.7}\\ -w_{i j}, & j \neq i\end{cases}
$$

Definition 2. An undirected graph is connected if there is a path between every pair of agents, where a path is a sequence of consecutive edges.

Definition 3. A network is said to reach consensus if all agents have the same value.
The overall network objective is to find the $x^{*}$ which satisfies

$$
\begin{equation*}
f\left(x^{*}\right)=\min _{x \in \mathbb{R}^{m}} f(x) \tag{1.8}
\end{equation*}
$$

in a distributed manner, that is to say, an agent $v_{i} \in V$ is allowed to communicate with its neighborhood $N_{i}=\left\{v_{j} \in V \mid\left(v_{i}, v_{j}\right) \in E\right\}$ only.

Continuous-time optimization is important because real-world processes, such as physical systems, economic processes, and financial markets, evolve continuously over time. These processes are often described by differential equations that cannot be easily solved analytically. Continuous-time optimization provides a powerful tool for finding optimal solutions in these complex systems. Furthermore, continuous-time distributed optimization algorithms can offer a
dynamic perspective and provide physical insights that complement their discrete-time counterparts [53, 74]. In [95, 97], the authors accelerate the Heavy-ball method and Nesterov's gradient method by directly discretizing an Ordinary Differntial Equation (ODE) related to their continuous limits. This approach allows for leveraging the benefits of continuous-time optimization in the context of discrete-time algorithms.

Among the distributed optimization algorithms, continuous-time ones are often easier to understand and analyze, and many of them exhibit asymptotic behavior or linear convergence. The continuous-time distributed gradient descent method [98] is perhaps the simplest continuoustime distributed optimization algorithm, which is motivated by the discrete-time version and shares the same convergence rate with the discrete-time distributed and centralized gradient descent method. Motivated by the feedback control mechanism, Wang and Elia designed the gradient-based PI control strategy in [78]. Its asymptotic convergence for convex local cost functions [25] and linear convergence for strongly convex local cost functions [37] were discussed. Building on Kia et al.'s PI framework [37], Guo et al. investigated the distributed optimization problem of double-integrator multi-agent systems with unmatched constant disturbances and time-triggered communication [28]. Lu and Tang proposed the zero-gradient-sum (ZGS) algorithm, where the sum of the local gradients is always zero, and they proved its exponential stability for strongly convex cases [47]. Over the past few years, it has been shown that the ZGS algorithms can also solve the unconstrained optimization problem subject to switching topology and time-varying communication delays [29, 44]. However, these ZGS algorithms rely on the inverse of local Hessian matrices and are resource-intensive [29, 44, 47]. Despite the convergence guarantees of all these algorithms, there is no assurance that they can solve the distributed optimization problem in finite time. In order to improve traditional processing methods, stochastic and event-triggered algorithms have been investigated to achieve communication and computation efficiency [35, 48, 72, 90].

Various finite-time and fixed-time continuous-time distributed algorithms have been proposed [22,34,59, 81, 83, 84]. Finite-time algorithms depend on the initial value, while fixed-time algorithms have a predetermined settling time. Some distributed finite-time optimization algorithms have been developed based on the assumption that all local cost functions are strongly convex quadratic functions [22,59, 81, 84]. These algorithms can handle mismatched disturbances or uncertain information. Feng and Hu proposed a finite-time distributed strongly convex optimization algorithm that incorporates disturbances using the inverse of Hessian matrices of the objective functions [23]. Wang et al. presented a distributed optimal signal generator that solves finite-time optimization problems when the local cost functions are quadratic-like and the overall cost function is strongly convex [83]. Importantly, this algorithm only relies on the gradients of local objective functions and does not require convexity of the global cost functions. Garg et al. developed two fixed-time distributed algorithms for time-varying topologies: one

| Methods | Convergence | Rate | Global cost function | Local cost functions | Computation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [78] | asymptotic |  | compact solution set \& convex | convex | gradients |
| [98] | exponential | $\mu$ | $\mu$-strongly convex | $\mu$-strongly convex | Hessian matrices |
| [47] | exponential | $<\mu$ | $\mu$-strongly convex | $\mu$-strongly convex | the inverse of Hessian matrices |
| [37] | exponential | $<\mu$ | $\mu$-strongly convex | $\mu$-strongly convex | gradients |
| Th 9 | exponential | $\mu$ | $\mu$-strongly convex | $\mu$-strongly convex | gradients |
| Th 10 | exponential |  | strictly convex | convex | gradients |

Table 1.1: Theoretical comparisons with existing results in the literature
based on third-order derivatives for strictly convex global cost functions, and another based on Hessians for strongly convex global cost functions [24]. Song and Chen combined the ZSG algorithm from [47] and the powerball method from [92] to propose a finite-time ZSG algorithm for strongly convex objective functions [73]. Wu et al. investigated a distributed algorithm for finite-time and fixed-time optimization problems based on the ZGS framework [87]. Assuming all local cost functions are strongly convex, Shi et al. proposed a finite-time convergent distributed approach for time-varying distributed optimization [70]. In [46], a predefined-time multi-agent algorithm for solving multi-objective optimization is presented, where predefinedtime optimization is a method of optimization capable of reaching a state very near to an optimal solution within a specified time frame. In summary, these algorithms can be computationally intensive or rely on strong assumptions.

In the Table 1.1, 1.2, we summarize the aforementioned results on finite-time and fixed-time continuous-time distributed optimization algorithms. It is observed that the algorithms presented in this thesis have lower computational requirements and are based on more lenient assumptions. The computational complexity of these algorithms primarily relies on the gradients of the objective functions. We rigorously prove the fixed-time convergence of the first proposed algorithm under the assumption of strong convexity. Additionally, we develop a decentralized control framework to solve the finite-time optimization problem under the assumption of weak convexity.

### 1.5 Organization of the Thesis

The primary goal of this thesis is to contribute to theory and algorithms in the fields of stochastic and distributed optimization problems. The rest of the thesis is organized as follows.

| Methods | Convergence | Global cost function | Local cost functions | Computation |
| :---: | :---: | :---: | :---: | :---: |
| [59] | finite time | strongly convex \& quadratic | strongly convex \& quadratic | gradients |
| [73] | finite time | strongly convex | strongly convex | the inverse of |
| [34] | finite time | strictly convex | strictly convex | Hessian matrices the inverse of Hessian matrices\& positive Hessians |
| [82, 83] | finite time | strongly convex | quadratic-like | gradients |
| [24] | fixed time | strictly convex | convex | third-order derivatives of cost functions |
|  | fixed time | strongly convex | convex | Hessian matrices |
| [84] | finite time | strongly convex quadratic | strongly convex quadratic | Hessian matrices |
| [87] | finite time | local strongly convex | local strongly convex | the inverse of Hessian matrices |
|  | fixed time | strongly convex \& quadratic | strongly convex \& quadratic | the inverse of Hessian matrices |
| Th 11 | fixed time | strongly convex | strongly convex | gradients |
| Th 12 | finite time | strictly convex | convex | gradients |

Table 1.2: Comparison of main results with other algorithms

Chapter 2 presents a detailed proof of the almost sure convergence for popular stochastic adaptive gradient methods like RMSprop, Adadelta, Adam, Nadam, Adamax, and AMSgrad in machine and deep learning. This chapter marks the first to offer almost sure convergence rates for these methods, demonstrating a unified convergence rate of $o\left(1 / t^{\frac{1}{2}-\theta}\right)$ for non-convex objectives and improved rates for strongly convex objectives. These rates are arbitrarily close to their optimal convergence rates possible.

In Chapter 3, the Hogwild! algorithm, a parallel stochastic gradient descent method, is analyzed for its almost sure convergence rates under various loss functions. We show its optimal convergence rate for strongly convex functions and convergence rate to zero for non-convex loss functions, including a detailed analysis for general convex functions.

Chapter 4 introduces a novel gradient-based PI algorithm, showing its convergence rate under strong convexity matches centralized gradient descent. We also explore its local linear convergence for strictly convex functions.

Chapter 5 discusses the powered PI algorithm, proving finite-time convergence for strictly convex functions and fixed-time convergence for strongly convex functions, supported by practical simulation results.

The final Chapter summarizes the main contributions and bring up some related future research directions.

## Chapter 2

## On Almost Sure Convergence Rates of Adaptive Stochastic Gradient Methods

We have seen the merits and developments of ASG methods in Chapter 1, and there are some open questions: (1) Adam with fixed learning rate has been proved to fail to converge to the optimal solution [64]. How could it be modified? Will this flaw influences other ASG methods? (2) the last-iterate almost sure convergence analysis on Adam has been given [4]. Do the lastiterates of other ASG methods converge as well? (3) what is the almost sure convergence rate of these methods?

This chapter points out the existing flaws on the widely-used stochastic adaptive gradient techniques such as RMSprop, Adadelta, Adam, Nadam, and AMSgrad, and it is confirmed by simulations. A unified modification to these methods are given Motivated by the almost sure convergence analysis on Adam [4], we construct the limiting ODE of the above-mentioned methods, analyze their stability, and present last-iterate almost sure convergence analysis on non-convex smooth functions. Using the conclusions from [45], we provide a unified almost sure convergence rate $o\left(1 / t^{\frac{1}{2}-\varepsilon}\right)(\varepsilon \in(0,1 / 2))$ for non-convex cost functions, and offer enhanced rates $o\left(1 / t^{1-\varepsilon}\right) \varepsilon \in(0,1)$ for strongly convex objective functions.

### 2.1 Nonconvergence of Adaptive Methods

This section provides an illustrative example where some ASG methods with constant parameters do not converge toward the critical point. To address this issue, we propose a unified modification to these methods, resulting in convergence towards the critical point in this case.

### 2.1.1 Motivation Example

Consider the stochastic optimization problem in [64, Theorem 3], the Adam method defined in Algorithm 1 with constant $\alpha_{t}$ and $\beta_{t}$ fails to converge to the optimal solution. In this case, the dramatic vibration of $v_{t}, m_{t}$ causes them flawed estimations on the first and second raw moments, and $\mathbb{E}\left(x_{t+1}-x_{t}\right)$ might have the same direction as the expected gradient $\mathbb{E}\left(-\nabla f\left(x_{t} ; \xi\right)\right)=-\nabla f\left(x_{t}\right)$, preventing $x_{t}$ from approaching the optimal solution. As there is no critical point in this example, we propose a different stochastic optimization problem such that some adaptive methods with constant parameters, including Adam method, fail to converge towards the critical point if $\alpha_{t}$ and $\beta_{t}$ are constant.

## Example 1. Construct a strongly convex optimization problem

$$
f(x ; \xi)= \begin{cases}5 x^{2}+9 x, & \text { with probability } 0.1  \tag{2.1}\\ -\frac{1}{2} x^{2}-x, & \text { with probability } 0.9\end{cases}
$$

and the corresponding stochastic gradient is

$$
\nabla f(x ; \xi)= \begin{cases}10 x+9, & \text { with probability } 0.1  \tag{2.2}\\ -x-1, & \text { with probability } 0.9\end{cases}
$$

The feasible set is set to be $\mathscr{F}=[-1,1]$, i.e., if the $x_{t}$ derived in the iteration exceeds the interval, we set $x_{t} \in \mathscr{F}$ to be the value closest to the iteration result. Noting that $f(x)=\mathbb{E}(f(x ; \xi))=$ $0.05 x^{2}$, we know that the optimal solution occurs at the origin.

### 2.1.2 Modification on Adaptive Methods

Decreasing learning rate in stochastic algorithms is commonly employed. It allows the convergence to an optimal or near-optimal solution, enhances the stability of the optimization process, gradually balances the trade-off between exploration and exploitation, and so on. Except for the requirement of a decreasing learning rate, the research paper by Barakat et al. [4] also requires the increasing hyper-parameters $\alpha_{t}$ and $\beta_{t}$, and it is proven that the sequence of $x_{t}$ in this context of Adam converges to the optimal solution with probability 1.

Motivated by the above arguments, we apply a similar modification as [4] on other adaptive methods, i.e., we assume the following holds

Assumption 1. The following requirements hold:

```
Algorithm 1: \(\operatorname{Adam}\left(\left\{\gamma_{t}\right\}_{t},\left\{\alpha_{t}\right\}_{t},\left\{\beta_{t}\right\}_{t}, \varepsilon\right)\)
    Data: \(m_{0}=v_{0}=0\)
    for \(t=1,2, \ldots\) do
        \(g_{t}=\nabla f\left(x_{t-1} ; \xi_{t}\right) ;\)
        \(m_{t}=\alpha_{t} m_{t-1}+\left(1-\alpha_{t}\right) g_{t} ;\)
        \(v_{t}=\beta_{t} v_{t-1}+\left(1-\beta_{t}\right) g_{t}^{\odot}\);
        \(\hat{m}_{t}=\frac{m_{t}}{1-\Pi_{i=1} \alpha_{i}}\) (bias correction to \(m_{t}\) );
        \(\hat{v}_{t}=\frac{v_{t}}{1-\Pi_{i=1}^{i} \beta_{i}}\) (bias correction to \(\left.v_{t}\right) ;\)
        \(x_{t}=x_{t-1}-\gamma_{t} \frac{\hat{m}_{t}}{\sqrt{\hat{v}_{t}+\boldsymbol{1}}} ;\)
    end
```

```
Algorithm 2: \(\operatorname{RMSprop}\left(\left\{\gamma_{t}\right\}_{t},\left\{\beta_{t}\right\}_{t}, \varepsilon\right)\)
    Data: \(v_{0}=0\)
    for \(t=1,2, \ldots\) do
        \(g_{t}=\nabla f\left(x_{t-1} ; \xi_{t}\right) ;\)
        \(v_{t}=\beta_{t} v_{t-1}+\left(1-\beta_{t}\right) g_{t}^{\odot} ;\)
        \(x_{t}=x_{t-1}-\gamma_{t} \frac{g_{t}}{\sqrt{\hat{v}_{t}+\varepsilon \mathbf{1}}} ;\)
    end
```

1. $\sum_{t} \gamma_{t}=+\infty$ and $\sum_{t} \gamma_{t}^{p}<+\infty$ for some $p \geq 2$.
2. There exist $a, b>0$ such that $b(1-\varepsilon) \leq 4 a$, $\lim _{t \rightarrow \infty} \frac{1-\alpha_{t}}{\gamma_{t}}=a$ and $\lim _{t \rightarrow \infty} \frac{1-\beta_{t}}{\gamma_{t}}=b$.
or
Assumption 2. The following requirements hold:
3. $\sum_{t} \gamma_{t}=+\infty$ and $\sum_{t} \gamma_{t}^{p}<+\infty$ for some $p \geq 2$.
4. There exists $b>0$ such that $\lim _{t \rightarrow \infty} \frac{1-\beta_{t}}{\gamma_{t}}=b$.

For adaptive methods involving parameters $\alpha_{t}$ and $\beta_{t}$, such as the Adam method, we assume the validity of Assumption 1. In cases where only $\beta_{t}$ is present, such as RMSprop method, we consider Assumption


Figure 2.1: Simulations of Adam (left) and RMSprop (right) with different combinations of constant or time-varying parameters.

Adam and RMSprop, of which the iterations are given in Algorithms 1 and 2, are conducted with respect to different settings of the hyper-parameters $\alpha_{t}, \beta_{t}$, and $\gamma_{t}$, and the simulation results are presented in Figure 2.1. When both $\alpha_{t}$ and $\beta_{t}$ are kept constant, the values of $x_{t}$ remain around the 'worst' solution within the feasible set $\mathscr{F}$ regardless of which step size is employed. When $\alpha_{t}$ and $\beta_{t}$ increase and the learning rate $\gamma_{t}$ maintains a constant, the variable $x_{t}$ exhibits a damping effect, settling around the vicinity of the origin. It appears that using a smaller constant step size results in smaller oscillations and lower frequency of vibrations. The green lines meet Assumption 1. This combination demonstrates a more rapid and smoother convergence towards the optimal solution, and the almost sure convergence of the Adam method agrees with the result in [4]. In Sections 2.3 and 2.4, we will give the almost sure convergences guarantee and the almost sure convergence rates for both the Adam and RMSprop methods.

Nadam method [18], of which the iterations are given in Algorithm 3, follows a comparable argument. Figure 2.2 depicts a simulation of Example 1 conducted using the Nadam method. When $\alpha_{t}$ and $\beta_{t}$ are constant, the trajectory converges to a neighbourhood of 1 . When comparing Figure 2.2 with the upper figure in Figrue 2.1, it is evident that the yellow and purple lines exhibit less frequent damping. The green line, similar to the Adam method, will also be demonstrated to converge almost surely in Sections 2.3 and 2.4.

The constant value $\beta_{t}$ also causes the non-convergence issue of the Adadelta method [93], defined in Algorithm 4. Setting $\varepsilon$ to be $10^{-6}$, we conduct Adadelta method on Example 1. It is observed from Figure 2.3 that $x_{t}$ remains around 1 for a constant $\beta_{t}$. Increasing $\beta_{t}$ and $\gamma_{t}=1$ result in heavy isolation of $x_{t}$, and there is no tendency for the amplitude to decrease.


Figure 2.2: Simulations of Nadam with different combinations of constant or time-varying parameters.


Figure 2.3: Simulations of Adadelta with different combinations of constant or time-varying parameters.

```
Algorithm 3: \(\operatorname{Nadam}\left(\left\{\gamma_{t}\right\}_{t},\left\{\alpha_{t}\right\}_{t},\left\{\beta_{t}\right\}_{t}, \varepsilon\right)\)
    Data: \(m_{0}=v_{0}=0\)
    for \(t=1,2, \ldots\) do
        \(g_{t}=\nabla f\left(x_{t-1} ; \xi_{t}\right) ;\)
        \(m_{t}=\alpha_{t} m_{t-1}+\left(1-\alpha_{t}\right) g_{t} ;\)
        \(v_{t}=\beta_{t} v_{t-1}+\left(1-\beta_{t}\right) g_{t}^{\odot}\);
        \(\hat{m}_{t}=\frac{\alpha_{t+1} m_{t}}{1-\Pi_{i=1}^{t+1} \alpha_{i}}+\frac{\left(1-\alpha_{t}\right) g_{t}}{1-\Pi_{i=1}^{t} \alpha_{i}}\) (bias correction to \(m_{t}\) );
        \(\hat{v}_{t}=\frac{v_{t}^{t}}{1-\Pi_{i=1}^{t} \beta_{i}}\) (bias correction to \(v_{t}\) );
        \(x_{t}=x_{t-1}-\gamma_{t} \frac{\hat{m}_{t}}{\sqrt{\hat{v}_{t}+\varepsilon \mathbf{1}}}\)
    end
```

```
Algorithm 4: Adadelta \(\left(\left\{\gamma_{t}\right\}_{t},\left\{\beta_{t}\right\}_{t}, \varepsilon\right)\)
    Data: \(u_{0}=v_{0}=0\)
    for \(t=1,2, \ldots\) do
        \(g_{t}=\nabla f\left(x_{t-1} ; \xi_{t}\right) ;\)
        \(v_{t}=\beta_{t} v_{t-1}+\left(1-\beta_{t}\right) g_{t}^{\odot} ;\)
        \(\Delta x_{t}=\frac{\sqrt{u_{t-1}+\varepsilon \mathbf{1}}}{\sqrt{v_{t}+\varepsilon \mathbf{1}}} g_{t} ;\)
        \(u_{t}=\beta_{t} u_{t-1}+\Delta x_{t}^{2}\left(1-\beta_{t}\right) ;\)
        \(x_{t}=x_{t-1}-\gamma_{t} \Delta x_{t}\)
    end
```

By decreasing the learning rate and increasing $\beta_{t}$, the purple line in Figure 2.3 converged to the optimal solution with decreasing amplitude. This line's almost sure convergence behaviour will also be further explained in Sections 2.3 and 2.4.

Remark 2. Unlike other adaptive methods, the Adadelta and RMSprop optimization methods display less smoothness and a considerable number of peaks in their plots. This disparity arises from using the term $g_{t}$ in the iteration step of $x_{t}$ instead of $\hat{m}_{t}$, which represents a weighted average of historical stochastic gradients. Consequently, the former methods exhibit more stochasticity, lacking the smoothing effect provided by historical gradients.

The AMSgrad method, which iterates according to Algorithm 5, is a modification of the Adam method introduced in the paper [64]. In Figure 2.4, the red line appears smoother with smaller amplitudes compared with the red line. Additionally, by modifying $\alpha_{t}, \beta_{t}$, and $\gamma_{t}$, the

```
Algorithm 5: AMSgrad \(\left(\left\{\gamma_{t}\right\}_{t},\left\{\alpha_{t}\right\}_{t},\left\{\beta_{t}\right\}_{t}, \varepsilon\right)\)
    Data: \(m_{0}=v_{0}=0\)
    for \(t=1,2, \ldots\) do
        \(g_{t}=\nabla f\left(x_{t-1} ; \xi_{t}\right) ;\)
        \(m_{t}=\alpha_{t} m_{t-1}+\left(1-\alpha_{t}\right) g_{t} ;\)
        \(v_{t}=\beta_{t} v_{t-1}+\left(1-\beta_{t}\right) g_{t}^{\odot}\);
        \(\hat{m}_{t}=\frac{m_{t}}{1-\Pi_{i=1}^{t} \alpha_{i}}\) (bias correction to \(m_{t}\) );
        \(\hat{v}_{t}=\max \left(\hat{v}_{t-1}, v_{t}\right) ;\)
        \(x_{t}=x_{t-1}-\gamma_{t} \frac{\hat{m}_{t}}{\sqrt{\hat{v}_{t}+\varepsilon \mathbf{1}}}\)
    end
```



Figure 2.4: Simulations of AMSgrad with different combinations of constant or time-varying parameters.
variable $x_{t}$ converges to the origin more rapidly and consistently. Its almost sure convergence will be discussed in Sections 2.3 and 2.4 as well.

```
Algorithm 6: Adamax \(\left.\left\{\gamma_{t}\right\}_{t},\left\{\alpha_{t}\right\}_{t},\left\{\beta_{t}\right\}_{t}, \varepsilon\right)\)
    Data: \(m_{0}=v_{0}=0\)
    for \(t=1,2, \ldots\) do
        \(g_{t}=\nabla f\left(x_{t-1} ; \xi_{t}\right) ;\)
        \(m_{t}=\alpha_{t} m_{t-1}+\left(1-\alpha_{t}\right) g_{t}\);
        \(u_{t}=\max \left(\beta_{t} u_{t-1},\left|g_{t}\right|+\varepsilon \mathbf{1}\right) ;\)
        \(x_{t}=x_{t-1}-\gamma_{t} \frac{m_{t}}{\left(1-\Pi_{i=1}^{T} \alpha_{i}\right) u_{t}}\)
    end
```



Figure 2.5: Simulations of Adamax with different combinations of constant or time-varying parameters.

Figure 2.5 for the Adamax method [39], which updates according to Algorithm 6, exhibits some similarity to those of the Adam method. The constant $\beta_{t}$ here also leads to fluctuations in the variable $u_{t}$ and can hinder the convergence process. Though the convergence of the green line will not be proven, this example illustrates that the modified parameters can enhance the performance of the Adamax method.

### 2.2 Assumptions

To analyze the almost sure convergence of the ASG methods, we make the following assumptions on the objective function.

Assumption 3. The continuously differentiable cost function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfies the following:

1. $f$ is coercive, i.e.,

$$
\begin{equation*}
f(x) \rightarrow \infty \text { as }\|x\| \rightarrow \infty . \tag{2.3}
\end{equation*}
$$

2. $f$ has a global minimum value $f^{*}=f\left(x^{*}\right)=\min _{x \in \mathbb{R}^{n}} f(x)$, where $x^{*}$ is the optimal solution.
3. $\nabla f$ is locally Lipschitz, i.e., for any $x_{0} \in \mathbb{R}^{n}$, there exists $\delta_{0}, L_{0}>0$ such that $\left\|x-x_{0}\right\| \leq \delta_{0}$ implies

$$
\begin{equation*}
\left\|\nabla f(x)-\nabla f\left(x_{0}\right)\right\| \leq L_{0}\left\|x-x_{0}\right\| . \tag{2.4}
\end{equation*}
$$

Assuming that Assumption 3 is satisfied, and $C$ is a compact set, we can use the Heine-Borel theorem to demonstrate that $\nabla f$ is Lipschitz continuous with some Lipschitz constant $L_{C}>0$ over $C$, i.e.,

$$
\begin{equation*}
\|\nabla f(x)-\nabla f(y)\| \leq L_{C}\|x-y\|, \quad x, y \in C \tag{2.5}
\end{equation*}
$$

A useful consequence of $L_{C}$-Lipschitzness of $\nabla f$ is the following inequality from [54, Lemma 1.2.3]:

$$
\begin{equation*}
f(y) \leq f(x)+\langle\nabla f(x), y-x\rangle+\frac{L_{C}}{2}\|y-x\|^{2}, \quad x, y \in C . \tag{2.6}
\end{equation*}
$$

If we further assume that $f$ is convex on $C$, i.e.,

$$
\begin{equation*}
f(y) \geq f(x)+\langle\nabla f(x), y-x\rangle, \quad x, y \in C \tag{2.7}
\end{equation*}
$$

then it can be concluded from [54, Theorem 2.1.5] that

$$
\begin{equation*}
f(y) \geq f(x)+\langle\nabla f(x), y-x\rangle+\frac{1}{2 L_{C}}\|\nabla f(x)-\nabla f(y)\|^{2}, \quad x, y \in C . \tag{2.8}
\end{equation*}
$$

In Assumption 3, the minimum point $x^{*}$ is one of the critical points of $f$. In the following assumption, we assume that $x^{*}$ is the unique critical point of $f$.

Assumption 4. The set $\mathscr{E} \mathscr{P}=\left\{x \in \mathbb{R}^{n} \mid \nabla f(x)=0\right\}=\left\{x^{*}\right\}$ is singleton. There exists some $\mu>0$ such that the cost function is locally $\mu$-strongly convex around the optimal solution $x^{*}$, i.e.,

$$
\begin{equation*}
f(y) \geq f(x)+\langle\nabla f(x), y-x\rangle+\frac{\mu}{2}\|x-y\|^{2}, x, y \in N^{*} \tag{2.9}
\end{equation*}
$$

where $N^{*}$ is some neighborhood of $x^{*}$.
Combining the fact that $\nabla f\left(x^{*}\right)=0$ and [54, Theorem 2.1.10], we know that (2.9) implies

$$
\begin{equation*}
f(x)-f^{*} \leq \frac{1}{2 \mu}\|\nabla f(x)\|^{2}, \quad x \in N^{*} . \tag{2.10}
\end{equation*}
$$

Assumption 5. For all $\left.x \in \mathbb{R}^{n}, S(x)=\mathbb{E}(\nabla f(x ; \xi))^{2}\right)$ is elementwise positive, and locally Lipschitz.

This assumption, equivalent to $\mathbb{P}(\nabla f(x ; \xi))=0$ is valid for all $x$, is often considered a weak hypothesis in practice.

### 2.3 Last-iterate Convergence Analysis

Before presenting the primary results, we will provide some contextual information concerning asymptotic pseudo-trajectories, the Robbins-Monro algorithm, and the Invariance Principle.

A semiflow $\Phi$ on the metric space $(E, d)$ is a continuous function from $[0, \infty) \times E$ to $E$ defined by $(t, x) \mapsto \Phi(t, x)=\Phi_{t}(x)$ such that $\Phi_{0}$ is the identity mapping and $\Phi_{t+s}=\Phi_{t} \circ \Phi_{s}$ for all $(t, s) \in[0, \infty)^{2}$.

Definition 4. A continuous function $z: \mathbb{R}_{+} \rightarrow M$ is an asymptotic pseudo-trajectory (APT) for a semiflow $\Phi$ if

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sup _{0 \leq h \leq T} d\left(z(t+h), \Phi_{h}(z(t))\right)=0 \tag{2.11}
\end{equation*}
$$

for any $T \in \mathbb{R}$

The Robbins-Monro algorithm is a stochastic approximation method [5]. By analyzing the related ODE, we are able to gain insights into the asymptotic tendencies of a stochastic process. Consider a discrete time stochastic process $\left\{z_{t}\right\}_{t}$ in $\mathbb{R}^{m}(m \in \mathbb{N})$, which updates according to

$$
\begin{equation*}
z_{t}=z_{t-1}+\gamma_{t-1}\left(F\left(z_{t-1}\right)+U_{t}+b_{t}\right), \tag{2.12}
\end{equation*}
$$

where $\left\{\gamma_{t}\right\}$ is a given sequence of deterministic nonnegative numbers satisfying $\sum_{t} \gamma_{t}=\infty$ and $\lim _{t \rightarrow \infty} \gamma_{t}=0$, the martingale difference noise $\left\{U_{t}\right\}$ is measurable with respect to $\mathscr{F}_{t}$ for all $t \geq 1$ and satisfies $\mathbb{E}\left(U_{t} \mid \mathscr{F}_{t-1}\right)=0$, and $\left\{b_{t}\right\}_{t}$ converges to zero almost surely.

The following conclusion is derived from [5, section 4.2].

Proposition 1. Let $\left\{z_{t}\right\}$ given by (2.12) be a Robbin-Monro algorithm. Suppose that for some $q \geq 2$

$$
\begin{equation*}
\sup _{t} \mathbb{E}\left\|U_{t}\right\|^{q}<\infty \text { almost surely } \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{t} \gamma_{t}^{1+q / 2}<\infty \tag{2.14}
\end{equation*}
$$

If $\sup _{t}\left\|z_{t}\right\|<\infty$, then the interpolated process $Z$ defined by

$$
\begin{equation*}
Z\left(\tau_{t}+s\right)=z_{t}+\frac{s}{\tau_{t+1}-\tau_{t}}\left(z_{t+1}-z_{t}\right)\left(0 \leq s<\gamma_{t+1}, t \in \mathbb{N}, \tau_{0}=0, \tau_{t}=\sum_{i=1}^{t} \gamma_{i}\right) \tag{2.15}
\end{equation*}
$$

is an asymptotic pseudotrajectory of the flow induced by

$$
\begin{equation*}
\dot{z}(t)=F(z(t)) \tag{2.16}
\end{equation*}
$$

with probability 1.
For clarity, we define $z_{t}$ by the state derived from each iteration in (2.12), $z(t)$ by the continuoustime trajectory induced by (2.16), and $Z(t)$ by the linear interpolation of $z_{t}$.

This subsequent results establish the almost sure convergence of ASG methods towards the critical point. To the best of our knowledge, the following theorems provide the first last-iterate almost sure convergence analysis of $x_{t}$ for Nadam, RMSprop, Adadelta, and AMSgrad in nonconvex settings.

Theorem 1. Suppose that Assumptions 1, 3, and 5 hold. Consider Nadam method described in Algorithm 3 with almost surely bounded $\left\{x_{t}\right\}$ and $\left\{g_{t}\right\}$.

1. The sequences of $\left\{m_{t}\right\}$ and $\left\{v_{t}\right\}$ are bounded almost surely.
2. Nadam converges almost surely:

$$
\lim _{t \rightarrow \infty}\left(\begin{array}{c}
v_{t}  \tag{2.17}\\
m_{t} \\
x_{t}
\end{array}\right)=\left(\begin{array}{c}
S\left(x^{c}\right) \\
\mathbf{0} \\
x^{c}
\end{array}\right)
$$

for some $x^{c} \in \mathscr{E} \mathscr{P}=\left\{x \in \mathbb{R}^{n} \mid \nabla f(x)=0\right\}$.

Proof. 1. By our assumption, we know that there exist $X, G_{1}>0$ such that

$$
\begin{equation*}
\left\|x_{t}\right\| \leq X \text { and }\left\|g_{t}\right\| \leq G_{1} \text { almost surely } \tag{2.18}
\end{equation*}
$$

hold for $t \geq 1$. By the definition of $g_{t}^{\odot}$, there exists a constant $G_{2}>0$ such that

$$
\begin{equation*}
\left\|g_{t}^{\odot 2}\right\| \leq G_{2} \text { almost surely } \tag{2.19}
\end{equation*}
$$

hold for $t \geq 1$. As a result, we can prove by induction that the following hold for all $t$ :

$$
\begin{equation*}
\left\|m_{t}\right\| \leq G_{1} \text { almost surely } \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|v_{t}\right\| \leq G_{2} \text { almost surely } \tag{2.21}
\end{equation*}
$$

2. For every $t \geq 1$, the sequences $\left\{m_{t}\right\},\left\{v_{t}\right\}$ and $\left\{x_{t}\right\}$ generated by Nadam method update according to

$$
\begin{align*}
\left(\begin{array}{c}
m_{t} \\
v_{t} \\
x_{t}
\end{array}\right) & =\left(\begin{array}{c}
m_{t-1} \\
v_{t-1} \\
x_{t-1}
\end{array}\right)+\gamma_{t-1}\left(\begin{array}{c}
\frac{1-\alpha_{t}}{\gamma_{t}}\left(g_{t}-m_{t-1}\right) \\
\frac{1-\beta_{t}}{\gamma_{t}}\left(g_{t}^{\odot}-v_{t-1}\right) \\
\left.\left(\frac{\alpha_{t+1} m_{t}}{1-\Pi_{i=1}^{t+1} \alpha_{i}}+\frac{\left(1-\alpha_{t}\right) g_{t}}{1-\Pi_{i=1}^{t} \alpha_{i}}\right)\left(\frac{v_{t}}{1-\Pi_{i=1} \beta_{i}}+\varepsilon \mathbf{1}\right)^{-0.5}\right) \\
\end{array}\right)  \tag{2.22}\\
& =\left(\begin{array}{c}
m_{t-1} \\
v_{t-1} \\
x_{t-1}
\end{array}\right)+\gamma_{t-1} F_{t} .
\end{align*}
$$

To gain a deeper understanding of the Nadam method, it is convenient to analyze the following limit ODE first. As $t$ goes to infinity, the terms $1-\Pi_{i=1}^{t} \beta_{i}$ and $1-\Pi_{i=1}^{t} \alpha_{i}$ converge to 1 according to [4, Lemma 9.1]. If we further ignore the stochasticity on gradient, the Nadam method can be considered to be a perturbed version of a time-varying step-size Cauchy-Euler approximation scheme for numerically solving the initial value problem

$$
\left(\begin{array}{c}
\dot{m}  \tag{2.23}\\
\dot{v} \\
\dot{x}
\end{array}\right)=\left(\begin{array}{c}
a(\nabla f(x)-m) \\
b(S(x)-v) \\
-\frac{m}{\sqrt{v+\varepsilon \mathbf{1}}}
\end{array}\right)=F(m, v, x), \quad\left(\begin{array}{c}
m(0) \\
v(0) \\
x(0)
\end{array}\right)=\left(\begin{array}{c}
m_{0} \\
v_{0} \\
x_{0}
\end{array}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{n} \times \mathbb{R}^{n} .
$$

The solutions to $m$ and $v$ can be represented as

$$
\begin{equation*}
m(t)=\exp (-a t) \int_{0}^{t} \exp (a t) \nabla f(x(t)) d t+m_{0} \exp (-a t) \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
v(t)=\exp (-b t) \int_{0}^{t} \exp (b t) S(x(t)) d t+v_{0} \exp (-b t) \tag{2.25}
\end{equation*}
$$

As each element of $S(x)$ and $v_{0}$ is positive, every entry of $v(t)$ is positive for $t \in \mathbb{R}_{+}$, thus ensuring that $\frac{1}{\sqrt{v(t)+\varepsilon \mathbf{1}}}$ is well-defined for $t \in \mathbb{R}_{+}$.

We begin by proving the existence and uniqueness of the solution to (2.23) for $t \in[0, \infty)$. To do so, we consider the Lyapunov function $V: \mathbb{R}^{n} \times \mathbb{R}_{+}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ derived from [4], defined as follows:

$$
\begin{equation*}
V(m, v, x)=f(x)+\frac{1}{2} \frac{\|m\|_{2}^{2}}{a \sqrt{v+\varepsilon \mathbf{1}}} . \tag{2.26}
\end{equation*}
$$

Taking derivative on $V$ yields

$$
\begin{align*}
\dot{V} & =-\nabla f(x)^{T} \frac{m}{\sqrt{v+\varepsilon \mathbf{1}}}+\frac{a m^{T}(\nabla f(x)-m)}{a \sqrt{v+\varepsilon \mathbf{1}}}-\frac{1}{4} \frac{\|m\|_{2}^{2}}{a(v+\varepsilon \mathbf{1})^{1.5}} b(S(x)-v) \\
& =-\frac{\|m\|_{2}^{2}}{\sqrt{v+\varepsilon}}+\frac{b}{4 a} \frac{\|m\|_{2}^{2}}{\sqrt{v+\varepsilon \mathbf{1}}}-\frac{b}{4 a} \frac{\|m\|_{2}^{2}}{(v+\varepsilon \mathbf{1})^{1.5}} \varepsilon \mathbf{1}-\frac{b}{4 a} \frac{\|m\|_{2}^{2}}{v+\varepsilon \mathbf{1})^{1.5}} S(x) \\
& =-\frac{b}{4 a} \frac{\|m\|_{2}^{2}}{(v+\varepsilon \mathbf{1})^{1.5}} S(x)-\left(1-\frac{b}{4 a}(1-\varepsilon \mathbf{1})\right) \frac{\|m\|_{2}^{2}}{\sqrt{v+\varepsilon \mathbf{1}}}  \tag{2.27}\\
& \leq-\frac{b}{4 a} \frac{\|m\|_{2}^{2}}{(v+\varepsilon \mathbf{1})^{1.5}} S(x),
\end{align*}
$$

where $(a)$ is due to Assumption 1.
Existence of the solution to (2.23). According to (2.27), the trajectory of $x(t)$ for $t \geq 0$ resides within the compact set

$$
\begin{equation*}
\Omega_{x}=\left\{x \left\lvert\, f(x) \leq f\left(x_{0}\right)+\frac{1}{2} \frac{\left\|m_{0}\right\|_{2}^{2}}{a \sqrt{v_{0}+\varepsilon \mathbf{1}}}\right.\right\} . \tag{2.28}
\end{equation*}
$$

Within this set, both $S(x)$ and $\nabla f(x)$ are continuous and bounded, therefore, the solutions of $m$ and $v$ given by (2.24) and (2.25) are also bounded.

By the maximal interval of existence theorem [50], the initial value problem admits at least one solution on $t \in[0, \infty)$.

Uniqueness of the solution to (2.23). As both $S(x)$ and $\nabla f(x)$ are locally Lipschitz, $F$ inherits local Lipschitz continuity. Let $\left(v\left(t^{*}\right)^{T}, m\left(t^{*}\right)^{T}, x\left(t^{*}\right)^{T}\right)^{T}$ be an arbitrary point on the solution. According to Picard's Existence and Uniqueness Theorem, there exists a unique solution on the
interval $\left[t^{*}-c, t^{*}+c\right]$ for some constant $c>0$. Since this solution exists for all $t \geq 0$ and the choice of $t^{*} \geq 0$ is arbitrary, the solution to the system (2.23) is unique.

Therefore, there exists a unique global solution to (2.23) starting from any point in $\mathbb{R}_{+}^{n} \times \mathbb{R}^{2 n}$, which admits a semiflow as mentioned at the beginning of this section.

As $x^{*}$ is a critical point of $f$, the set $\mathscr{E} \mathscr{P}=\left\{x \in \mathbb{R}^{n} \mid \nabla f(x)=0\right\}$ is nonempty. For all $x^{c} \in$ $\mathscr{E} \mathscr{P}$, we have that

$$
\begin{equation*}
F\left(\mathbf{0}, S\left(x^{c}\right), x^{c}\right)=\left(\mathbf{0}^{T}, \mathbf{0}^{T}, \mathbf{0}^{T}\right)^{T} \tag{2.29}
\end{equation*}
$$

By Assumption 3, $V$ is bounded below by $f^{*}$.
According to Barbashin-Krasovski-LaSalle Theorem, the trajectory will tend to the largest invariant set in $\{m=0\}$. Since $m$ remains zero, we have $\dot{m}=a(\nabla f(x)-m)=a \nabla f(x)=0$ and $\dot{x}=-\frac{m}{\sqrt{v+\varepsilon 1}}=0$. It can be deduced that $x$ stays at some vector $x^{c} \in \mathscr{E} \mathscr{P}$. That is to say, we have that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x=x^{c}, \text { and } \lim _{t \rightarrow \infty} m=\mathbf{0} . \tag{2.30}
\end{equation*}
$$

Considering the solution to $v$ in (2.25) and the fact that $x$ approaches $x^{c}$, we conclude that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} v=S\left(x^{c}\right) . \tag{2.31}
\end{equation*}
$$

In the next step, we will check the fulfillment of conditions in Proposition 1.
Denote by

$$
\begin{equation*}
U_{t}=F_{t}-\mathbb{E}\left(F_{t} \mid \mathscr{F}_{t-1}\right) \tag{2.32}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{t}=\mathbb{E}\left(F_{t} \mid \mathscr{F}_{t-1}\right)-F\left(m_{t-1}, v_{t-1}, x_{t-1}\right) . \tag{2.33}
\end{equation*}
$$

Then, the condition $\mathbb{E}\left(U_{t} \mid \mathscr{F}_{t-1}\right)=0$ follows directly.
Due to the almost sure boundedness of $\left\{x_{t}\right\}$ and the continuity of $\nabla f$ and $S$, there exists some $N>0$ such that

$$
\begin{equation*}
\left\|\nabla f\left(x_{t}\right)\right\| \leq N \text { and }\left\|S\left(x_{t}\right)\right\| \leq N \text { almost surely } \tag{2.34}
\end{equation*}
$$

for all $t \geq 1$.

Consider the the first $n$ components in (2.33):

$$
\begin{align*}
& \left\|\mathbb{E}\left(\left.\frac{1-\alpha_{t}}{\gamma_{t}}\left(g_{t}\left(x_{t-1}\right)-m_{t-1}\right) \right\rvert\, \mathscr{F}_{t-1}\right)-a\left(\nabla f\left(x_{t-1}\right)-m_{t-1}\right)\right\| \\
= & \left\|\frac{1-\alpha_{t}}{\gamma_{t}}\left(\nabla f\left(x_{t-1}\right)-m_{t-1}\right)-a\left(\nabla f\left(x_{t-1}\right)-m_{t-1}\right)\right\| \\
\leq & \left|\frac{1-\alpha_{t}}{\gamma_{t}}-a\right|\left\|m_{t-1}\right\|+\left|\frac{1-\alpha_{t}}{\gamma_{t}}-a\right|\left\|\nabla f\left(x_{t-1}\right)\right\|  \tag{2.35}\\
\leq & \left|\frac{1-\alpha_{t}}{\gamma_{t}}-a\right| G_{1}+\left|\frac{1-\alpha_{t}}{\gamma_{t}}-a\right| N \\
\rightarrow & 0 \quad \text { almost surely, }
\end{align*}
$$

By a similar argument, we can derive that the second $n$ component converge to zero almost surely as well, i.e.,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}\left(\left.\frac{1-\beta_{t}}{\gamma_{t}}\left(g_{t}^{\odot 2}\left(x_{t-1}\right)-v_{t-1}\right) \right\rvert\, \mathscr{F}_{t-1}\right)-b\left(S\left(x_{t-1}\right)-v_{t-1}\right)=0 \quad \text { almost surely. } \tag{2.36}
\end{equation*}
$$

As for the last $n$ components in (2.33), we will start with discussing the one-dimensional
case, where $m_{t}, v_{t}$, and $x_{t}$ are scalar. By taking the norm of the difference, we obtain

$$
\begin{align*}
& \left\|\mathbb{E}\left(\left.\left(\frac{\alpha_{t+1} m_{t}}{1-\Pi_{i=1}^{T+1} \alpha_{i}}+\frac{\left(1-\alpha_{t}\right) g_{t}}{1-\Pi_{i=1}^{t} \alpha_{i}}\right)\left(\frac{v_{t}}{1-\Pi_{i=1}^{t} \beta_{i}}+\varepsilon\right)^{-0.5} \right\rvert\, \mathscr{F}_{t-1}\right)-\frac{m_{t-1}}{\sqrt{v_{t-1}+\varepsilon}}\right\| \\
& \leq\left\|\frac{\alpha_{t+1}}{1-\Pi_{i=1}^{t+1} \alpha_{i}} \mathbb{E}\left(\left.m_{t}\left(\frac{v_{t}}{1-\Pi_{i=1}^{t} \beta_{i}}+\varepsilon\right)^{-0.5} \right\rvert\, \mathscr{F}_{t-1}\right)-\frac{m_{t-1}}{\sqrt{v_{t-1}+\varepsilon}}\right\| \\
& +\left(1-\alpha_{t}\right) \frac{1}{\left(1-\Pi_{i=1}^{t} \alpha_{i}\right)}\left\|\mathbb{E}\left(\left.g_{t}\left(\frac{v_{t}}{1-\Pi_{i=1}^{t} \beta_{i}}+\varepsilon\right)^{-0.5} \right\rvert\, \mathscr{F}_{t-1}\right)\right\| \\
& \leq\left\|\frac{\alpha_{t+1}}{1-\Pi_{i=1}^{t+1} \alpha_{i}} \mathbb{E}\left(\left.m_{t}\left(\frac{v_{t}}{1-\Pi_{i=1}^{i} \beta_{i}}+\varepsilon\right)^{-0.5} \right\rvert\, \mathscr{F}_{t-1}\right)-\mathbb{E}\left(\left.m_{t}\left(\frac{v_{t}}{1-\Pi_{i=1} \beta_{i}}+\varepsilon\right)^{-0.5} \right\rvert\, \mathscr{F}_{t-1}\right)\right\| \\
& +\left\|\mathbb{E}\left(\left.m_{t}\left(\frac{v_{t}}{1-\Pi_{i=1}^{t} \beta_{i}}+\varepsilon\right)^{-0.5} \right\rvert\, \mathscr{F}_{t-1}\right)-\frac{m_{t-1}}{\sqrt{v_{t-1}+\varepsilon}}\right\|+\frac{1-\alpha_{t}}{\left(1-\Pi_{i=1}^{T} \alpha_{i}\right)} \frac{G_{1}}{\sqrt{\varepsilon}} \\
& \leq\left|\frac{\alpha_{t+1}}{1-\Pi_{i=1}^{t+1} \alpha_{i}}-1\right| \frac{G_{1}}{\sqrt{\varepsilon}}+\left\|\mathbb{E}\left(\left.m_{t}\left(\frac{v_{t}}{1-\Pi_{i=1}^{t} \beta_{i}}+\varepsilon\right)^{-0.5} \right\rvert\, \mathscr{F}_{t-1}\right)-\frac{m_{t-1}}{\sqrt{V_{t-1}+\varepsilon}}\right\|+\frac{1-\alpha_{t}}{\left(1-\Pi_{i=1}^{t} \alpha_{i}\right.} \frac{G_{1}}{\sqrt{\varepsilon}} \\
& =\left|\frac{\alpha_{t 1}}{1-\Pi_{i=1}^{+1+1} \alpha_{i}}-1\right| \frac{G_{1}}{\sqrt{\varepsilon}}+\frac{1-\alpha_{1}}{\left(1-\Pi_{i=1}^{t_{i}} \alpha_{i}\right.} \frac{G_{1}}{\sqrt{\varepsilon}} \\
& \left.\left.+\| \mathbb{E}\left(\left(\alpha_{t} m_{t-1}+\left(1-\alpha_{t}\right) g_{t}\right)\right)\left(\frac{\beta_{t} v_{t-1}+\left(1-\beta_{t}\right) g_{t}^{\odot 2}}{1-\Pi_{i=1}^{t} \beta_{i}}+\varepsilon\right)^{-0.5} \right\rvert\, \mathscr{F}_{t-1}\right)-\frac{m_{t-1}}{\sqrt{v_{t-1}+\varepsilon}} \| \\
& \leq\left|\frac{\alpha_{t+1}}{1-\Pi_{i=1}^{+1} \alpha_{i}}-1\right| \frac{G_{1}}{\sqrt{\varepsilon}}+\frac{1-\alpha_{t}}{\left(1-\Pi_{i=1}^{t_{1}} \alpha_{i}\right.} \frac{G_{1}}{\sqrt{\varepsilon}} \\
& +\left\|\mathbb{E}\left(\left.m_{t-1}\left(\frac{\beta_{t} v_{t-1}+\left(1-\beta_{t}\right) g_{t}^{\odot 2}}{1-\Pi_{i=1}^{t} \beta_{i}}+\varepsilon\right)^{-0.5} \right\rvert\, \mathscr{F}_{t-1}\right)-\frac{m_{t-1}}{\sqrt{v_{t-1}+\varepsilon}}\right\|+\left(1-\alpha_{t}\right) \frac{G_{1}+G_{1}}{\sqrt{\varepsilon}} \\
& \stackrel{(b)}{\leq}\left|\frac{\alpha_{t+1}}{1-\Pi_{i=1}^{t+1} \alpha_{i}}-1\right| \frac{G_{1}}{\sqrt{\varepsilon}}+\frac{1-\alpha_{t}}{\left(1-\Pi_{i=1}^{t} \alpha_{i}\right)} \frac{G_{1}}{\sqrt{\varepsilon}}+\left(1-\alpha_{t}\right) \frac{G_{1}+G_{1}}{\sqrt{\varepsilon}} \\
& +\left\|\mathbb{E}\left(m_{t-1}\left(v_{t-1}+\varepsilon\right)^{-0.5} \mid \mathscr{F}_{t-1}\right)-\frac{m_{t-1}}{\sqrt{v_{t-1}+\varepsilon}}\right\| \\
& +\left\|\mathbb{E}\left(\left.\frac{1}{2} m_{t-1} \frac{\frac{\beta_{t} v_{t-1}+\left(1-\beta_{t}\right) g_{t}^{\ominus_{2}^{2}}}{1-\Pi_{i=1}^{T} \beta_{i}}-v_{t-1}}{\left(c_{t} v_{t-1}+\left(1-c_{t}\right) \frac{\beta_{1} v_{t-1}+\left(1-\beta_{t}\right) g_{t}^{\odot 2}}{1-\Pi_{i=1}^{t} \beta_{i}}+\varepsilon\right)^{1.5}} \right\rvert\, \mathscr{F}_{t-1}\right)\right\| \\
& \leq\left|\frac{\alpha_{t+1}}{1-\Pi_{i=1}^{t+1} \alpha_{i}}-1\right| \frac{G_{1}}{\sqrt{\varepsilon}}+\frac{1-\alpha_{t}}{\left(1-\Pi_{i=1}^{t} \alpha_{i}\right)} \frac{G_{1}}{\sqrt{\varepsilon}}+\left(1-\alpha_{t}\right) \frac{G_{1}+G_{1}}{\sqrt{\varepsilon}} \\
& +\frac{1}{2} \frac{G_{1}}{\varepsilon^{1.5}}\left(\left|\frac{\beta_{t}}{1-\Pi_{i=1}^{i} \beta_{i}}-1\right| G_{2}+\frac{1-\beta_{t}}{1-\Pi_{i=1}^{i} \beta_{i}} G_{2}\right) \\
& \xrightarrow{(c)} 0 \text { almost surely, } \tag{2.37}
\end{align*}
$$

where the inequality ( $b$ ) follows the mean value theorem and $c_{t} \in(0,1)$, and $(c)$ is due to $\lim _{t \rightarrow \infty} 1-\Pi_{i=1}^{t} \beta_{i}=\lim _{t \rightarrow \infty} 1-\Pi_{i=1}^{t} \alpha_{i}=1$ from [4, Lemma 9.1] and Assumption 1.

When $n>1$, the discussion for each component is the same as the scalar case, and we omit
the detailed proof here. Therefore, we can conclude that

$$
\begin{equation*}
b_{t} \rightarrow 0 \text { as } t \rightarrow \infty \quad \text { almost surely. } \tag{2.38}
\end{equation*}
$$

On the other hand, all terms in $U_{t}$ are bounded almost surely, thus, condition (2.13) should hold for all $q \geq 2$. According to Proposition 1, the linear interpolation of the stochastic process $\left\{\left(v_{t}^{T}, m_{t}^{T}, x_{t}^{T}\right)^{T}\right\}_{t}$, is almost surely an APT of the semiflow $\Phi$ induced by the system (2.23).

Combining the convergence behaviors in (2.30), (2.31) and the definition of APT, we know that

$$
\lim _{t \rightarrow \infty}\left(\begin{array}{c}
m_{t}  \tag{2.39}\\
v_{t} \\
x_{t}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{0} \\
S\left(x^{c}\right) \\
x^{c}
\end{array}\right)
$$

holds for some $x^{c} \in \mathscr{E} \mathscr{P}$.
Corollary 1. Adam method described in Algorithm 1 has the same conclusions as Theorem 1
Proof. The proof is similar to that for 1 .
Corollary 2. AMSgrad method described in Algorithm 5 has the same conclusions as Theorem 1

Proof. 1. The discussion on the boundednesses of $\left\{m_{t}\right\}$ and $\left\{v_{t}\right\}$ is similar to that for Theorem 1.
2. We again utilize $X, G_{1}, G_{2}$ and $N$ as almost sure upper bounds mentioned in (2.18), (2.19), (2.20), (2.21) and (2.34). Since $\left\{\hat{v}_{t}\right\}$ is non-decreasing and almost surely bounded, it converges to $V_{u}=\sup \left\{\hat{v}_{t}\right\}$ almost surely.

We derive a corresponding limiting ODE for the AMSgrad method:

$$
\left(\begin{array}{c}
\dot{m}  \tag{2.40}\\
\dot{v} \\
\dot{x}
\end{array}\right)=\left(\begin{array}{c}
a(\nabla f(x)-m) \\
b(S(x)-v) \\
-\frac{m}{\sqrt{V_{u}+\varepsilon 1}}
\end{array}\right)=F(m, v, x), \quad\left(\begin{array}{c}
m(0) \\
v(0) \\
x(0)
\end{array}\right)=\left(\begin{array}{c}
m_{0} \\
v_{0} \\
x_{0}
\end{array}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{n} \times \mathbb{R}^{n} .
$$

We consider the Lyapunov function

$$
\begin{equation*}
V=f(x)+\frac{1}{2} \frac{\|m\|^{2}}{a \sqrt{V_{u}+\varepsilon \mathbf{1}}} \tag{2.41}
\end{equation*}
$$

Taking the derivative of $V$, we obtain

$$
\begin{equation*}
\dot{V}=-\frac{\|m\|^{2}}{\sqrt{V_{u}+\boldsymbol{\varepsilon} \mathbf{1}}} \tag{2.42}
\end{equation*}
$$

Similar to the arguments in Section 1, we can use Barbashin-Krasovski-LaSalle Theorem to derive

$$
\begin{equation*}
\lim _{t \rightarrow \infty} m=0, \quad \lim _{t \rightarrow \infty} v=S\left(x^{c}\right), \quad \text { and } \quad \lim _{t \rightarrow \infty} x=x^{c}, \tag{2.43}
\end{equation*}
$$

for some $x^{c} \in \mathscr{E} \mathscr{P}=\left\{x \in \mathbb{R}^{n} \mid \nabla f(x)=0\right\}$.
Define $F_{t}$ for the AMSgrad method in a similar way to (2.22). Similar to the proof of Section 1, we also need to check

$$
\begin{equation*}
\mathbb{E}\left(F_{t} \mid \mathscr{F}_{t-1}\right)-F\left(m_{t-1}, v_{t-1}, x_{t-1}\right) \rightarrow 0 \text { as } t \rightarrow \infty \quad \text { almost surely. } \tag{2.44}
\end{equation*}
$$

We begin with considering the scalar case $(n=1)$. The last $n$ components of (2.44) decays to zero:

$$
\begin{align*}
& =\| \begin{array}{l}
\mathbb{E}\left(\left.\frac{m_{t}}{\left(1-\Pi_{i=1}^{t} \alpha_{i}\right) \sqrt{\hat{v}_{t}+\varepsilon}} \right\rvert\, \mathscr{F}_{t-1}\right)-\frac{m_{t-1}}{\sqrt{V_{u}+\varepsilon}} \| \\
\mathbb{E}\left(\left.\frac{\beta_{t} m_{t-1}^{+}+\left(1-\beta_{t}\right) g_{t}}{\left(1-\Pi_{i=1}^{t} \alpha_{i}\right) \sqrt{\hat{v}_{t}+\varepsilon}} \right\rvert\, \mathscr{F}_{t-1}\right)-\frac{m_{t-1}}{\sqrt{V_{u}+\varepsilon}} \|
\end{array} \\
& =\mathbb{E}\left(\left.\left(\frac{m_{t-1}}{\left(1-\Pi_{i=1}^{t} \alpha_{i}\right) \sqrt{\hat{v}_{t}+\varepsilon}}-\frac{m_{t-1}}{\sqrt{\hat{v}_{t}+\varepsilon}}\right)+\frac{m_{t-1}}{\sqrt{\hat{v}_{t}+\varepsilon}}+\frac{\left(1-\beta_{t}\right)\left(g_{t}-m_{t-1}\right)}{\left(1-\Pi_{i=1}^{t} \alpha_{i}\right) \sqrt{\hat{v}_{t}+\varepsilon}} \right\rvert\, \mathscr{F}_{t-1}\right)-\frac{m_{t-1}}{\sqrt{V_{u}+\varepsilon}}| | \\
& \leq\left\|\mathbb{E}\left(\left.\frac{m_{t-1}}{\sqrt{\hat{v}_{t}+\varepsilon}}-\frac{m_{t-1}}{\sqrt{V_{u}+\varepsilon}} \right\rvert\, \mathscr{F}_{t-1}\right)\right\|+\left|\frac{1}{1-\Pi_{i=1}^{t} \alpha_{i}}-1\right| \frac{M}{\sqrt{\varepsilon}}+\left|\frac{1-\beta_{t}}{1-\Pi_{i=1}^{t} \alpha_{i}}\right| \frac{G+M}{\sqrt{\varepsilon}}  \tag{2.45}\\
& \stackrel{(a)}{\leq}\left\|\mathbb{E}\left(\left.\left(V_{u}-\hat{v}_{t}\right) \frac{m_{t-1}}{2\left(\bar{v}_{t}+\varepsilon\right)^{3 / 2}} \right\rvert\, \mathscr{F}_{t-1}\right)\right\|+\left|\frac{1}{1-\Pi_{i=1}^{t} \alpha_{i}}-1\right| \frac{M}{\sqrt{\varepsilon}}+\left|\frac{1-\beta_{t}}{1-\Pi_{i=1}^{t} \alpha_{i}}\right| \frac{G+M}{\sqrt{\varepsilon}} \\
& \leq \quad\left(V_{u}-\hat{v}_{t}\right) \frac{M}{2 \varepsilon^{3 / 2}}+\left|\frac{1}{1-\Pi_{i=1}^{t} \alpha_{i}}-1\right| \frac{M}{\sqrt{\varepsilon}}+\left|\frac{1-\beta_{t}}{1-\Pi_{i=1}^{i} \alpha_{i}}\right| \frac{G+M}{\sqrt{\varepsilon}},
\end{align*}
$$

where ( $a$ ) holds for some $\bar{v}_{t} \in\left[\hat{v}_{t}, V_{u}\right]$ due to the mean value theorem. When $n>1$, the discussion for each component is the same as the scalar case, and we omit the detailed proof here. Combining this result and (2.35), (2.36), we can conclude (2.44)

The rest of the proof proceeds in the same way as that of 1.
Since the RMSprop and Adadelta methods do not utilize the first moment estimate $m_{t}$, the parameter $\alpha_{t}$ is not involved. Hence, we will adopt Assumption 2 instead of Assumption 1. In line with the preceding statements, the following theorems demonstrate the almost sure convergence to a critical point of the non-convex objective function.

Theorem 2. Suppose that Assumptions 2, 3, and 5 hold. Consider RMSprop method described in Algorithm 2 with almost surely bounded $\left\{x_{t}\right\}$ and $\left\{g_{t}\right\}$.

1. The sequence of $\left\{v_{t}\right\}$ is bounded almost surely.
2. RMSprop converges almost surely:

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\binom{v_{t}}{x_{t}}=\binom{S\left(x^{c}\right)}{x^{c}} \tag{2.46}
\end{equation*}
$$

for some $x^{c} \in \mathscr{E} \mathscr{P}=\left\{x \in \mathbb{R}^{n} \mid \nabla f(x)=0\right\}$.
Proof. 1. The discussion on the boundedness of $\left\{v_{t}\right\}$ is similar to that for 1 .
2. Similar to the proof for 1 , we derive a corresponding limiting ODE for the RMSprop method:

$$
\begin{equation*}
\binom{\dot{v}}{\dot{x}}=\binom{b(S(x)-v)}{-\frac{\nabla f(x)}{\sqrt{v+\varepsilon \mathbf{1}}}}, \quad\binom{v(0)}{x(0)}=\binom{v_{0}}{x_{0}} \in \mathbb{R}_{+} \times \mathbb{R} . \tag{2.47}
\end{equation*}
$$

Choose the Lyapunov function to be $V=f(x)$. Taking its derivative, we obtain

$$
\begin{equation*}
\frac{d F(x)}{d t}=-\frac{\|\nabla f(x)\|^{2}}{\sqrt{v+\varepsilon \mathbf{1}}} \tag{2.48}
\end{equation*}
$$

According to the Invariance principle stated in Barbashin-Krasovski-LaSalle Theorem, the virtual state will converges to the maximal positive invariant set in $\mathscr{E} \mathscr{P}=\left\{x \in \mathbb{R}^{n} \mid \nabla f(x)=0\right\}$. Within this set, $x$ is a constant vector $x^{c} \in \mathscr{E} \mathscr{P}$ as $\dot{x}=-\frac{\nabla f(x)}{\sqrt{v+\varepsilon 1}}=0$, resulting in the asymptotic behavior

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x=x^{c} \tag{2.49}
\end{equation*}
$$

From the solution (2.25), we know that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} v=S\left(x^{c}\right) \tag{2.50}
\end{equation*}
$$

The rest of the proof proceeds in the same way as Theorem 1.
Theorem 3. Suppose that Assumptions 2, 3, and 5 hold. Consider Adadelta method described in Algorithm 4 with almost surely bounded $\left\{u_{t}\right\},\left\{x_{t}\right\}$ and $\left\{g_{t}\right\}$.

1. The sequence of $\left\{v_{t}\right\}$ is bounded almost surely.
2. Adadelta converges almost surely:

$$
\lim _{t \rightarrow \infty}\left(\begin{array}{c}
u_{t}  \tag{2.51}\\
v_{t} \\
x_{t}
\end{array}\right)=\left(\begin{array}{c}
\frac{S\left(x^{c}\right)}{\left(S\left(x^{c} c\right)+\varepsilon \boldsymbol{I}\right)^{2}} \\
S\left(x^{c}\right) \\
x^{c}
\end{array}\right)
$$

for some $x^{c} \in \mathscr{E} \mathscr{P}=\left\{x \in \mathbb{R}^{n} \mid \nabla f(x)=0\right\}$.
Proof. 1. The discussion on the boundedness of $\left\{v_{t}\right\}$ is similar to that for Theorem 1.
2. The proof is similar to that for Theorem 1. We first derive a corresponding limiting ODE for the Adadelta method:

$$
\left(\begin{array}{c}
\dot{v}  \tag{2.52}\\
\dot{u} \\
\dot{x}
\end{array}\right)=\left(\begin{array}{c}
b(S(x)-v) \\
b\left(\frac{u+\varepsilon 1}{v+\varepsilon 1} S(x)-u\right) \\
-\frac{\sqrt{u+\varepsilon 1}}{\sqrt{v+\varepsilon 1}} \nabla f(x)
\end{array}\right), \quad\left(\begin{array}{l}
v(0) \\
u(0) \\
x(0)
\end{array}\right)=\left(\begin{array}{l}
v_{0} \\
u_{0} \\
x_{0}
\end{array}\right) \in \mathbb{R}_{+}^{2 n} \times \mathbb{R} .
$$

Positivity of $v$ and $u$. In the Adadelta method, the positivity of $v_{t}$ and $u_{t}(t \geq 1)$ can be proven by induction, ensuring that $\frac{\sqrt{u_{t}+\varepsilon \mathbf{1}}}{\sqrt{v_{t}+\varepsilon \mathbf{1}}}$ is always well-defined. We have already demonstrated the positivity of $v$ in the discussion on (2.25). Define $p_{1}(t)=-\frac{b S(x(t))}{v(t)+\varepsilon \mathbf{1}}+b$ and $p_{2}(t)=\frac{\varepsilon b S(x(t))}{v(t)+\varepsilon \boldsymbol{1}}$. Observing that the second equation in (2.52) can be rewritten as

$$
\begin{equation*}
\dot{u}+p_{1}(t) u=p_{2}(t), \tag{2.53}
\end{equation*}
$$

we know that the solution to $u$ is given by

$$
\begin{equation*}
u(t)=u_{0} \exp \left(-\int_{0}^{t} p_{1}(t) d t\right)+\exp \left(-\int_{0}^{t} p_{1}(t) d t\right) \int_{0}^{t} \exp \left(\int_{0}^{t} p_{1}(t) d t\right) p_{2}(t) d t, \quad(t>0) . \tag{2.54}
\end{equation*}
$$

As $p_{2}(t)$ is positive elementment-wise, $u(t)$ is also positive elementment-wise.
We consider the Lyapunov function $V_{1}=f(x)$, which is lower bounded by $f^{*}$. Taking the derivative of $V_{1}$, we obtain

$$
\begin{equation*}
\dot{V}_{1}=-\frac{\sqrt{u+\varepsilon \mathbf{1}}}{\sqrt{v+\varepsilon \mathbf{1}}}\|\nabla f(x)\|^{2} . \tag{2.55}
\end{equation*}
$$

Similar to the argument in Section 2.3, we know that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x=x^{c} \text { and } \lim _{t \rightarrow \infty} v=S\left(x^{c}\right) \tag{2.56}
\end{equation*}
$$

for some $x^{c} \in \mathscr{E} \mathscr{P}=\left\{x \in \mathbb{R}^{n} \mid \nabla f(x)=0\right\}$. The continuity of $S$ implies that $p_{1}$ approaches $p_{1 \infty}=\frac{b \varepsilon 1}{S\left(x^{c}\right)+\varepsilon 1}$ and $p_{2}$ approaches $p_{2 \infty}=\frac{\varepsilon b S\left(x^{c}\right)}{S\left(x^{c}\right)+\varepsilon 1}$ as $t \rightarrow \infty$, therefore, eventually $p_{1}(t) \geq \frac{1}{2} p_{1 \infty}$.

Let $V_{2}=\frac{1}{2}\left\|u-\frac{p_{2 \infty}}{p_{1 \infty}}\right\|^{2}$. Taking its time derivative, we have

$$
\begin{align*}
\dot{V}_{2} & =\sum_{i}\left(u-\frac{p_{2 \infty}}{p_{1 \infty}}\right)_{i}\left(-p_{1}(t) u+p_{2}(t)\right)_{i} \\
& =-\sum_{i}\left(p_{1}(t)\right)_{i}\left(u-\frac{p_{2 \infty}}{p_{1 \infty}}\right)_{i}\left(u-\frac{p_{2}}{p_{1}}\right)_{i} \\
& \leq \sum_{i}-\left(p_{1}(t)\right)_{i}\left(u-\frac{p_{2 \infty}}{p_{\infty} \infty}\right)_{i}^{2}+\left|\left(p_{1}(t)\right)_{i}\left(u-\frac{p_{2 \infty}}{p_{1 \infty}}\right)_{i}\left(\frac{p_{2 \infty}}{p_{\infty}}-\frac{p_{2}}{p_{1}}\right)_{i}\right| \\
& \leq \sum_{i}-\left(p_{1}(t)\right)_{i}\left(u-\frac{p_{2 \infty}}{p_{1 \infty}}\right)_{i}^{2}+\frac{1}{2}\left(p_{1}(t)\right)_{i}\left(\left(u-\frac{p_{2 \infty}}{p_{1 \infty}}\right)_{i}^{2}+\left(\frac{p_{2 \infty}}{p_{1 \infty}}-\frac{p_{2}}{p_{1}}\right)_{i}^{2}\right)  \tag{2.57}\\
& \leq \frac{1}{2} \sum_{i}-\left(p_{1}(t)\right)_{i}\left(u-\frac{p_{2 \infty}}{p_{1 \infty}}\right)_{i}^{2}+\left(p_{1}(t)\right)_{i}\left(\frac{p_{2 \infty}}{p_{1 \infty}}-\frac{p_{2}}{p_{1}}\right)_{i}^{2} \\
& \leq-\min _{i}\left(\left(p_{1 \infty}\right)_{i}\right) V_{2}+\frac{b}{2} \max _{i}\left(\left(p_{1 \infty}\right)_{i}\right)\left\|\frac{p_{2 \infty}}{p_{1 \infty}}-\frac{p_{2}}{p_{1}}\right\|^{2}
\end{align*}
$$

for sufficiently large $t$. As $\left\|\frac{p_{2 \infty}}{p_{1 \infty}}-\frac{p_{2}}{p_{1}}\right\|^{2}$ decays to zero, $V$ also converges to zero, that is to say,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} u=\frac{p_{2 \infty}}{p_{1 \infty}}=S\left(x^{c}\right) . \tag{2.58}
\end{equation*}
$$

Define $F_{t}$ for the Adadelta method in a similar way to (2.22). Similar to the proof of Theorem 1, we need to check

$$
\begin{equation*}
\mathbb{E}\left(F_{t} \mid \mathscr{F}_{t-1}\right)-F\left(m_{t-1}, v_{t-1}, x_{t-1}\right) \rightarrow 0 \text { as } t \rightarrow \infty \quad \text { almost surely. } \tag{2.59}
\end{equation*}
$$

The arguments for the first $n$ components are similar to (2.35). We again utilize $X, G_{1}, G_{2}$ and $N$ as almost sure upper bounds mentioned in (2.18), (2.19), (2.21) and (2.34). Let $U$ to be an almost sure upper bound for $\left\{u_{t}\right\}$. We begin with considering the scalar case $(n=1)$. The last $2 n$ components of (2.59) decays to zero:

$$
\begin{align*}
& \left.\| b\left(\frac{u_{t-1}+\varepsilon}{v_{t-1}+\varepsilon} S\left(x_{t-1}\right)-u_{t-1}\right)-\frac{1-\beta_{t}}{\gamma_{t}}\left(\mathbb{E}\left(\left.\frac{u_{t-1}+\varepsilon}{v_{t}+\varepsilon} g_{t}^{\odot 2} \right\rvert\, \mathscr{F}_{t-1}\right)-u_{t-1}\right)\right)
\end{align*} \|_{\substack{ \\
v_{t-1}+\varepsilon}\left(x_{t-1}\right)-\frac{1-\beta_{t}}{\gamma_{t}}\left(\mathbb{E}\left(\left.\frac{1}{v_{t-1}+\varepsilon} g_{t}^{\odot 2} \right\rvert\, \mathscr{F}_{t-1}\right)-\gamma_{t} \mathbb{E}\left(\left.\frac{g_{t}^{\odot}-v_{t-1}}{\left.\left(1-c_{2} \gamma_{t}\right) v_{t-1}+c_{2} \gamma_{t} g_{t}^{\circ}+\varepsilon\right)^{2}} \right\rvert\, \mathscr{F}_{t}\right)\right) \|} \begin{array}{ll}
\left\|u_{t-1}+\varepsilon\right\| \\
\leq & \left\|u_{t-1}+\varepsilon\right\|\left|b-\frac{1-\beta_{t}}{\gamma_{t}}\right|\left\|\frac{S\left(x_{t-1}\right)}{v_{t-1}+\varepsilon}\right\|+\left(1-\beta_{t}\right)\left\|u_{t-1}+\varepsilon\right\|\left\|\mathbb{E}\left(\left.\frac{g_{t}^{\odot 2}-v_{t-1}}{\left.\left(1-c_{2} \gamma_{t}\right) v_{t-1}+c_{2} \gamma_{t} g_{t}^{\odot 2}+\varepsilon\right)^{2}} \right\rvert\, \mathscr{F}_{t}\right)\right\| \\
\leq & \left|b-\frac{1-\beta_{t}}{\gamma_{t}}\right|(U+\varepsilon) \frac{N}{\varepsilon}+\left|1-\beta_{t}\right|(U+\varepsilon) \frac{2 G_{2}}{\varepsilon^{2}}  \tag{2.60}\\
\rightarrow & 0 \text { almost surely, }
\end{array}
$$

and

When $n>1$, the discussion for each component is the same as the scalar case, and we omit the detailed proof here.

The rest of the proof proceeds in the same way as Theorem 1.
Remark 3. For the above-mentioned ASG methods, there are multiple choices of $\gamma_{t}$, such as $\gamma_{t}=O\left(\frac{1}{t}\right), \gamma_{t}=O\left(\frac{1}{t^{3 / 4}}\right)$, and $\gamma_{t}=O\left(\frac{1}{t^{3 / 5}}\right)$, ensure the almost sure convergence of $x_{t}$ to the critical point.

### 2.4 Almost Sure Convergence Rate Analysis

It is usually more challenging to find the convergence rates of the ASG methods. A nice and short discussion for the almost sure convergence rates of stochastic gradient descent methods was made in [45], which relies on the results from Appendix B, i.e. the classical supermartingale convergence theorem from [67] and its corollaries derived by [45]. Motivated by [45], these two results will also be utilized in analyzing the almost sure convergence rates for ASG methods. These rates match the lower bounds for stochastic gradient-based algorithm, $O\left(\frac{1}{t}\right)$ for strongly convex loss function, and $O\left(\frac{1}{t^{0.5}}\right)$ for nonconvex loss function [2], to an $\varepsilon$-factor.
Proposition 2 (Supermartingale Convergence Theorem). Let $\left\{X_{t}\right\}$, $\left\{Y_{t}\right\}$, and $\left\{Z_{t}\right\}$ be three nonnegative sequences of random variables that are adapted to a filtration $\left\{\mathscr{F}_{t}\right\}$. Let $\left\{\gamma_{t}\right\}$ be a sequence of nonnegative real numbers such that $\prod_{t=1}^{\infty}\left(1+\gamma_{t}\right)<\infty$. Suppose that the following conditions hold:

1. $\mathbb{E}\left(Y_{t+1} \mid \mathscr{F}_{t}\right) \leq\left(1+\gamma_{t}\right) Y_{t}-X_{t}+Z_{t}$ for all $t>1$.
2. $\sum_{t=1}^{\infty} Z_{t}<\infty$ holds almost surely.

Then, $\sum_{t=1}^{\infty} X_{t}<\infty$ almost surely and $Y_{t}$ converges almost surely.
Corollary 3. Suppose that $\left\{Y_{t}\right\}$ is a sequence of nonnegative random variables that are adapted to a filtration $\left\{\mathscr{F}_{t}\right\}$.

1. If $\left\{Y_{t}\right\}$ satisfies

$$
\begin{equation*}
\mathbb{E}\left(Y_{t+1} \mid \mathscr{F}_{t}\right) \leq\left(1-c_{1} \gamma_{t}\right) Y_{t}+c_{2} \gamma_{t}^{2}, \tag{2.62}
\end{equation*}
$$

for all $t \geq 1$, where $\gamma_{t}=O\left(\frac{1}{t^{1-\theta_{1}}}\right)$ for some $\theta_{1} \in\left(0, \frac{1}{2}\right)$, and $c_{1}, c_{2}$ are positive constants. Then, for any $\theta_{2} \in\left(2 \theta_{1}, 1\right)$,

$$
\begin{equation*}
Y_{t}=o\left(\frac{1}{t^{1-\theta_{2}}}\right) \text { almost surely. } \tag{2.63}
\end{equation*}
$$

2. Let $\left\{\gamma_{t}\right\}$ be a sequence of positive real numbers such that the following holds:

$$
\begin{gather*}
\sum_{t=1}^{\infty} \gamma_{t} Y_{t}<\infty \text { almost surely },  \tag{2.64}\\
\sum_{i} \gamma_{i}^{2}<\infty \text { and } \sum_{t=1}^{\infty} \frac{\gamma_{t}}{\sum_{i=1}^{t-1} \alpha_{i}}=\infty \tag{2.65}
\end{gather*}
$$

Then, we know that

$$
\begin{equation*}
\min _{1 \leq i \leq t} Y_{i}=o\left(\frac{1}{\sum_{i=1}^{t-1} \gamma_{i}}\right) \text { almost surely. } \tag{2.66}
\end{equation*}
$$

To the best of our knowledge, the following provides the first almost sure convergence rates for adaptive methods on strong convexity, non-convexity and general convexity assumptions.
Theorem 4. Suppose that Assumptions 2, 3, and 5 hold with $p=2$. Consider the RMSprop method described in Algorithm 2 with almost surely bounded $\left\{x_{t}\right\}$ and $\left\{g_{t}\right\}$. Then, the following hold:

1. If Assumption 4 also hold and $\gamma_{t}=O\left(\frac{1}{t^{1-\theta_{1}}}\right)$ for $\theta_{1} \in\left(0, \frac{1}{2}\right)$, then it follows that

$$
\begin{equation*}
f\left(x_{t}\right)-f^{*}=o\left(\frac{1}{t^{1-\theta_{2}}}\right) \text { almost surely } \tag{2.67}
\end{equation*}
$$

for any $\theta_{2} \in\left(2 \theta_{1}, 1\right)$.
2. If $\gamma_{t}$ satisfies $\sum_{t=1}^{\infty} \frac{\gamma_{t}}{\sum_{i=1}^{t-1} \alpha_{i}}=\infty$, then

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=o\left(\frac{1}{\sum_{i=1}^{t} \gamma_{i}}\right) \text { almost surely. } \tag{2.68}
\end{equation*}
$$

For example, if it is chosen that $\gamma_{t}=O\left(\frac{1}{t^{\frac{1}{2}+\theta_{3}}}\right)$ for $\theta_{3} \in\left(0, \frac{1}{2}\right)$, then

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=o\left(\frac{1}{t^{\frac{1}{2}-\theta_{3}}}\right) \text { almost surely. } \tag{2.69}
\end{equation*}
$$

Proof. Given the almost sure boundedness of the trajectory $\left\{x_{t}\right\}$, there exists a compact set $C \subset \mathbb{R}^{n}$ containing the entire trajectory $\left\{x_{t}\right\}$. The locally Lipschitz condition of the gradient $\nabla f$ implies that $\nabla f$ is $L$-Lipschitz with some constant $L>0$ on $C$. We again utilize $X, G_{1}, G_{2}$ and $N$ as almost sure upper bounds mentioned in (2.18), (2.19), (2.21) and (2.34). Using the inequality (2.6), we have

$$
\begin{align*}
f\left(x_{t}\right) \leq & f\left(x_{t-1}\right)-\gamma_{t}\left\langle\nabla f\left(x_{t-1}\right), \frac{g_{t}}{\sqrt{v_{t}+\varepsilon \mathbf{1}}}\right\rangle+\frac{L}{2}\left(\frac{\gamma_{t}}{\sqrt{v_{t}+\varepsilon \mathbf{1}}}\right)^{2}\left\|g_{t}\right\|^{2} \\
= & f\left(x_{t-1}\right)-\gamma_{t}\left\langle\nabla f\left(x_{t-1}\right), \frac{\sqrt{\beta_{t}} v_{t-1}+\left(1-\beta_{t}\right) g_{t}^{G_{t}^{2}+\varepsilon \mathbf{1}}}{\sqrt{2}}+O\left(\gamma_{t}^{2}\right)\right. \\
= & f\left(x_{t-1}\right)-\gamma_{t} \sum_{i} \nabla f\left(x_{t-1}\right)_{i} \frac{\left(t_{t}\right)_{i}}{\sqrt{\beta_{t}\left(v_{t-1}\right)_{i}+\left(1-\beta_{t}\right)\left(g_{t}\right)_{i}^{2}+\varepsilon}}+O\left(\gamma_{t}^{2}\right) \\
\stackrel{(a)}{=} & f\left(x_{t-1}\right)-\gamma_{t} \sum_{i} \nabla f\left(x_{t-1}\right)_{i} \frac{1}{\sqrt{\left(v_{t-1}\right)_{i}+\varepsilon}}\left(g_{t}\right)_{i}  \tag{2.70}\\
& -\gamma_{t}\left(1-\beta_{t}\right) \frac{1}{2} \sum_{i} \nabla f\left(x_{t-1}\right)_{i} \frac{\left(v_{t-1}\right)_{i}-\left(g_{t}\right)_{i}^{2}}{\left.\left(\left(1-c_{t} \gamma_{t}\right)\left(v_{t-1}\right)_{i}+c_{t} \gamma_{t} \gamma_{t}\right)_{i}^{2}+\varepsilon\right)^{3 / 2}}\left(g_{t}\right)_{i}+O\left(\gamma_{t}^{2}\right) \\
= & f\left(x_{t-1}\right)-\gamma_{t} \sum_{i} \nabla f\left(x_{t-1}\right)_{i} \frac{\left(g_{t}\right)_{i}}{\sqrt{\left(v_{t-1}\right)_{i}+\varepsilon}}+O\left(\gamma_{t}^{2}\right)
\end{align*}
$$

where ( $a$ ) holds for some $c_{t i} \in(0,1)$ according to the mean value theorem.
Taking the conditional expectation on (2.70), the following inequality holds with probability one:

$$
\begin{align*}
\mathbb{E}\left(f\left(x_{t}\right)-f^{*} \mid \mathscr{F}_{t-1}\right) & \leq f\left(x_{t-1}\right)-f^{*}-\gamma_{t} \sum_{i} \nabla f\left(x_{t-1}\right)_{i} \frac{\nabla f\left(x_{t-1}\right)_{i}}{\sqrt{\left(v_{t-1}\right)_{i}+\varepsilon}}+O\left(\gamma_{t}^{2}\right)  \tag{2.71}\\
& \leq f\left(x_{t-1}\right)-f^{*}-\frac{\gamma_{t}}{\sqrt{G_{1}+\varepsilon \mathbf{1}}}\left\|\nabla f\left(x_{t-1}\right)\right\|^{2}+O\left(\gamma_{t}^{2}\right) .
\end{align*}
$$

1. When $f$ is $\mu$-strongly convex, (2) implies that $x_{t}$ eventually enter a neighborhood of $x^{c}=x^{*}$
after finite-time iterations. We can use (2.71) and (2.10) to derive

$$
\begin{equation*}
\mathbb{E}\left(f\left(x_{t}\right)-f^{*} \mid \mathscr{F}_{t-1}\right) \leq\left(1-\gamma_{t} \frac{2 \mu}{\sqrt{G_{1}+\varepsilon \mathbf{1}}}\right)\left(f\left(x_{t-1}\right)-f^{*}\right)+O\left(\gamma_{t}^{2}\right) \tag{2.72}
\end{equation*}
$$

for sufficiently large $t$. By applying the first conclusion in Corollary 3, we have that $f\left(x_{t}\right)-f^{*}=$ $o\left(\frac{1}{t^{1-\theta_{2}}}\right)$ for any $\theta_{2} \in\left(2 \theta_{1}, 1\right)$.
2. Combining Proposition 2 and (2.71), we know that $\sum_{t=1}^{\infty} \gamma_{t}\left\|\nabla f\left(x_{t-1}\right)\right\|^{2}$ is almost surely convergent, and the conclusion follows from Corollary 3.

Corollary 4. Suppose that Assumptions 2, 3, and 5 hold with $p=2$. Consider the Adadelta method described in Algorithm 4 with almost surely bounded $\left\{u_{t}\right\},\left\{x_{t}\right\}$ and $\left\{g_{t}\right\}$. Then, it has the same conclusions as Theorem 4.

Proof. We again utilize $X, G_{1}, G_{2}$ and $N$ as almost sure upper bounds mentioned in (2.18), (2.19), (2.21) and (2.34).

Following a similar approach as in (2.70) to (2.71), we apply the mean value theorem and conditional expectation with respect to $\mathscr{F}_{t-1}$ on the definition of $L$-smoothness (2.6) and it gives

$$
\begin{align*}
\mathbb{E}\left(f\left(x_{t}\right)-f^{*} \mid \mathscr{F}_{t-1}\right) \leq & f\left(x_{t-1}\right)-f^{*}-\gamma_{t} \mathbb{E}\left(\left\langle\nabla f\left(x_{t-1}\right), \frac{\sqrt{u_{t-1}+\varepsilon \mathbf{1}}}{\sqrt{v_{t}+\varepsilon \mathbf{1}}} g_{t}\right\rangle+O\left(\gamma_{t}^{2}\right)\left\|\nabla f\left(x_{t-1}\right)\right\|\left\|g_{t}\right\|\right. \\
& \left.\left.+\frac{L}{2}\left(\frac{\gamma_{t}}{\sqrt{\varepsilon \mathbf{1}}}\right)^{2}\left\|g_{t}\right\|^{2} \right\rvert\, \mathscr{F}_{t-1}\right) \\
\leq & f\left(x_{t-1}\right)-f^{*}-\frac{\gamma_{t} \sqrt{\varepsilon \mathbf{1}}}{\sqrt{G_{1}+\varepsilon \mathbf{\varepsilon}}}\left\|\nabla f\left(x_{t-1}\right)\right\|^{2}+O\left(\gamma_{t}^{2}\right) . \tag{2.73}
\end{align*}
$$

The rest of the proof is similar to that of Theorem 4.
Theorem 5. Suppose that Assumptions 1, 3, and 5 hold with $p=2$. Consider the Adam method described in Algorithm 1 with almost surely bounded $\left\{x_{t}\right\}$ and $\left\{g_{t}\right\}$. It is chosen that $\alpha_{t}=1-a \gamma_{t}$, $\beta_{t}=1-b \gamma_{t}$ and $\gamma_{t}$. Then, the following hold:

1. If Assumption 4 also hold,

$$
\begin{equation*}
\left\|m_{t}\right\|=O\left(\left\|\nabla f\left(x_{t}\right)\right\|\right) \text { almost surely } \tag{2.74}
\end{equation*}
$$

and $\gamma_{t}=O\left(\frac{1}{t^{1-\theta_{1}}}\right)$ for $\theta_{1} \in\left(0, \frac{1}{2}\right)$, then it follows that

$$
\begin{equation*}
f\left(x_{t}\right)-f^{*}=o\left(\frac{1}{t^{1-\theta_{2}}}\right) \tag{2.75}
\end{equation*}
$$

for any $\theta_{2} \in\left(2 \theta_{1}, 1\right)$.
2. If $\gamma_{t}$ satisfies

$$
\begin{equation*}
\sum_{t=1}^{\infty} \frac{\gamma_{t}}{\sum_{i=1}^{t-1} \gamma_{i}}=\infty \text { and } \sum_{t} \gamma_{t} \exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)<\infty \tag{2.76}
\end{equation*}
$$

then

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|m_{i}\right\|^{2}=o\left(\frac{1}{\sum_{i=1}^{t} \gamma_{i}}\right) \text { almost surely. } \tag{2.77}
\end{equation*}
$$

If we further assume that

$$
\begin{equation*}
\sum_{i=1}^{t} \gamma_{i+1}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=O\left(\sum_{i=1}^{t} \gamma_{i+1}\left\|m_{i}\right\|^{2}\right) \text { almost surely } \tag{2.78}
\end{equation*}
$$

then we have that

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=o\left(\frac{1}{\sum_{i=1}^{t} \gamma_{i}}\right) \text { almost surely. } \tag{2.79}
\end{equation*}
$$

For example, if we choose $\gamma_{t}=\frac{1}{t^{\frac{1}{2}+\theta_{3}}}$ for $\theta_{3} \in\left(0, \frac{1}{2}\right)$, then (2.77) and (2.79) become

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|m_{i}\right\|^{2}=o\left(\frac{1}{t^{\frac{1}{2}-\theta_{3}}}\right) \text { and } \min _{1 \leq i \leq t}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=o\left(\frac{1}{t^{\frac{1}{2}-\theta_{3}}}\right) \text { almost surely. } \tag{2.80}
\end{equation*}
$$

Proof. We begin by discussing the scalar case $(n=1)$. By applying the mean value theorem, we derive

$$
\begin{array}{ll} 
& \frac{\gamma_{t}}{\sqrt{\hat{v}_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) \hat{m}_{t} \\
\stackrel{(a)}{=} & \frac{1}{1-\Pi_{i=1}^{t}\left(1-a \gamma_{i}\right)} \frac{\gamma_{t}}{\sqrt{\hat{v}_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t} \\
= & \left(1+\frac{\Pi_{i=1}^{t}\left(1-a \gamma_{i}\right)}{\left(1-c_{c} \Pi_{i=1}^{T}\left(1-a \gamma_{i}\right)\right)^{2}}\right) \frac{\gamma_{t}}{\sqrt{\hat{v}_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t}  \tag{2.81}\\
= & \frac{\gamma_{t}}{\sqrt{\hat{v}_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t}+\gamma_{t} O\left(\Pi_{i=1}^{t}\left(1-a \gamma_{i}\right)\right) \\
\leq & \frac{\gamma_{t}}{\sqrt{\hat{v}_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t}+\gamma_{t} O\left(\Pi_{i=1}^{t} \exp \left(-a \gamma_{i}\right)\right) \\
= & \frac{\gamma_{t}}{\sqrt{\hat{\hat{t}_{t}}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t}+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right),
\end{array}
$$

where $(a)$ follows the mean value theorem and $c_{2 t} \in(0,1)$. In a similar way, we could further derive that

$$
\begin{equation*}
\frac{\gamma_{t}}{\sqrt{\hat{v}_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) \hat{m}_{t}=\frac{\gamma_{t}}{\sqrt{v_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t}+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right) . \tag{2.82}
\end{equation*}
$$

Given the almost sure boundedness of the trajectory $\left\{x_{t}\right\}$, there exists a compact set $C \subset \mathbb{R}^{n}$ containing the entire trajectory $\left\{x_{t}\right\}$. The locally Lipschitz condition of the gradient $\nabla f$ implies that $\nabla f$ is $L$-Lipschitz with some constant $L>0$ on $C$. We again utilize $X, G_{1}, G_{2}$ and $N$ as almost sure upper bounds mentioned in (2.18), (2.19), (2.20), (2.21) and (2.34). It is implied by (2.6) that

$$
\begin{align*}
& f\left(x_{t}\right)+\frac{1}{2 a \sqrt{v_{t}+\varepsilon}}\left|m_{t}\right|^{2} \\
& \leq f\left(x_{t-1}\right)-\frac{\gamma_{t}}{\sqrt{\hat{v}_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) \hat{m}_{t}+\frac{L}{2}\left(\frac{\gamma_{t}}{\sqrt{\hat{v}_{t}+\varepsilon}}\right)^{2}\left|\hat{m}_{t}\right|^{2}+\frac{1}{2 a \sqrt{v_{t}+\varepsilon}}\left|m_{t}\right|^{2} \\
& \text { (2.82) } \\
& \stackrel{2.82)}{\leq} f\left(x_{t-1}\right)-\frac{\gamma_{t}}{\sqrt{v_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t}+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right) \\
& +\frac{L}{2}\left(\frac{\gamma_{t}}{\sqrt{\hat{v}_{t}+\varepsilon}}\right)^{2}\left|\hat{m}_{t}\right|^{2}+\frac{1}{2 a \sqrt{v_{t}+\varepsilon}}\left|m_{t}\right|^{2} \\
& \leq f\left(x_{t-1}\right)-\left(\frac{\gamma_{t}}{\sqrt{v_{t-1}+\varepsilon}}-b \gamma_{t}^{2} \frac{\left|g_{t}^{\odot 2}-v_{t-1}\right|}{\left.2\left(1-c_{2 t} \gamma_{t}\right) v_{t-1}+c_{1} \gamma_{t} g_{t}^{\circ 2}+\varepsilon\right)^{3 / 2}}\right) \nabla f\left(x_{t-1}\right) m_{t} \\
& +\gamma_{t}^{2} \frac{L}{2\left(\hat{v}_{t}+\varepsilon\right)}\left|\hat{m}_{t}\right|^{2}+\left(\frac{1}{2 a \sqrt{v_{t-1}+\varepsilon}}+b \gamma_{t} \frac{v_{t-1}-g_{t}^{\odot 2}}{4 a\left(\left(1-c_{2} t \gamma_{t}\right) v_{t-1}+c_{1} \gamma_{t} g_{t}^{\odot 2}+\varepsilon\right)^{3 / 2}}\right)\left|m_{t}\right|^{2} \\
& \leq \quad f\left(x_{t-1}\right)-\frac{\gamma_{t}}{\sqrt{v_{t-1}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t}+\frac{1}{2 a \sqrt{v_{t-1}+\varepsilon}}\left|m_{t}\right|^{2} \\
& +b \gamma_{t} \frac{v_{t-1}-g_{t}^{\odot 2}}{4 a\left(\left(1-c_{2 t} \gamma_{t}\right)_{t-1}+c_{1} \gamma_{t} g_{t}^{\circ 2}+\varepsilon\right)^{3 / 2}}\left|m_{t}\right|^{2}+O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)  \tag{2.83}\\
& \leq f\left(x_{t-1}\right)-\frac{\gamma_{t}}{\sqrt{v_{t-1}+\varepsilon}} \nabla f\left(x_{t-1}\right)\left(\left(1-a \gamma_{t}\right) m_{t-1}+a \gamma_{t} g_{t}\right) \\
& \left.+\frac{1}{2 a \sqrt{v_{t-1}+\varepsilon}}\left(\left(1-2 a \gamma_{t}+a^{2} \gamma_{t}^{2}\right)\left|m_{t-1}\right|^{2}+a^{2} \gamma_{t}^{2}\left|g_{t}\right|^{2}+2 a \gamma_{t}\left(1-a \gamma_{t}\right)\right)\left\langle g_{t}, m_{t-1}\right\rangle\right) \\
& +b \gamma_{t} \frac{v_{t-1}-g_{t}^{\odot 2}}{4 a\left(\left(1-c_{2} \gamma_{t}\right) v_{t-1}+c_{1} \gamma_{t} g_{t}^{\circ 2}+\varepsilon\right)^{3 / 2}}\left(\left|\left(1-a \gamma_{t}\right) m_{t-1}+a \gamma_{t} g_{t}\right|^{2}\right) \\
& +O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right) \\
& \leq \quad f\left(x_{t-1}\right)+\frac{1}{2 a \sqrt{v_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2}-\frac{\gamma_{t}}{\sqrt{v_{t-1}+\varepsilon}}\left(\nabla f\left(x_{t-1}\right)-g_{t}\right) m_{t-1} \\
& +\gamma_{t}\left(\frac{b\left(v_{t-1}-g_{t}^{\odot 2}\right)}{4 a\left(\left(1-c_{2 t} \gamma_{t} v_{t-1}+c_{1} \gamma_{t} g_{t}^{\odot 2}+\varepsilon\right)^{3 / 2}\right.}-\frac{1}{\sqrt{v_{t-1}+\varepsilon}}\right)\left|m_{t-1}\right|^{2} \\
& +O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)
\end{align*}
$$

Taking conditional expectation on the above inequality, we obtain

$$
\begin{align*}
& \mathbb{E}\left(\left.f\left(x_{t}\right)+\frac{1}{2 a \sqrt{v_{t}+\varepsilon}}\left|m_{t}\right|^{2} \right\rvert\, \mathscr{F}_{t-1}\right) \\
\leq & f\left(x_{t-1}\right)+\frac{1}{2 a \sqrt{v_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2}++O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)  \tag{2.84}\\
& +\gamma_{t} \mathbb{E}\left(\left.\frac{b\left(v_{t-1}-g_{t}^{\odot 2}\right)}{4 a\left(\left(1-c_{2 t} \gamma_{t}\right) v_{t-1}+c_{1} \gamma_{t} g_{t}^{\odot 2}+\varepsilon\right)^{3 / 2}}-\frac{1}{\sqrt{v_{t-1}+\varepsilon}} \right\rvert\, \mathscr{F}_{t-1}\right)\left|m_{t-1}\right|^{2}
\end{align*}
$$

From the result in Theorem 1, the term $\mathbb{E}\left(\left.\frac{b\left(v_{t-1}-g_{t}^{\odot 2}\right)}{4 a\left(\left(1-c_{22} \gamma_{t}\right) v_{t-1}+c_{1} \gamma_{t} g_{t}^{\odot 2}+\varepsilon\right)^{3 / 2}} \right\rvert\, \mathscr{F}_{t-1}\right)$ eventually
converges to 0 , and $\mathbb{E}\left(\left.-\frac{1}{\sqrt{v_{t-1}+\varepsilon}} \right\rvert\, \mathscr{F}_{t-1}\right)$ eventually converges to $-\frac{1}{\sqrt{S\left(x^{c}\right)+\varepsilon}}<0$ almost surely. That is to say, we have

$$
\begin{equation*}
\mathbb{E}\left(\left.\frac{b\left(v_{t-1}-g_{t}^{\odot 2}\right)}{4 a\left(\left(1-c_{2} \gamma_{t}\right) v_{t-1}+c_{1} \gamma_{t} g_{t}^{\circ 2}+\varepsilon\right)^{3 / 2}}-\frac{1}{\sqrt{v_{t-1}+\varepsilon}} \right\rvert\, \mathscr{F}_{t-1}\right) \leq-\frac{3}{4 \sqrt{v_{t-1}+\varepsilon}} \leq-\frac{1}{4 \sqrt{S\left(x^{c}\right)+\varepsilon}}-\frac{1}{4 \sqrt{v_{t-1}+\varepsilon}} \tag{2.85}
\end{equation*}
$$

holds almost surely after a finite time of iterations.

1. By assumption (2.74), (2.84) implies that

$$
\begin{align*}
& \mathbb{E}\left(\left.f\left(x_{t}\right)-f^{*}+\frac{1}{2 a \sqrt{v_{t}+\varepsilon}}\left|m_{t}\right|^{2} \right\rvert\, \mathscr{F}_{t-1}\right) \\
\leq & f\left(x_{t-1}\right)-f^{*}+\frac{1}{2 a \sqrt{v_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2}+O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right) \\
& +\gamma_{t}\left(-\frac{1}{4 \sqrt{S\left(x^{*}\right)+\varepsilon}}-\frac{1}{4 \sqrt{v_{t-1}+\varepsilon}}\right)\left|m_{t-1}\right|^{2} \\
\leq & f\left(x_{t-1}\right)-f^{*}+(1-O(\gamma)) \frac{1}{2 a \sqrt{v_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2}+O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)  \tag{2.86}\\
& -\gamma_{t} \frac{1}{4 \sqrt{S\left(x^{*}\right)+\varepsilon}}\left|\nabla f\left(x_{t-1}\right)\right|^{2} \\
\leq & f\left(x_{t-1}\right)+\left(1-O(\gamma) \frac{1}{2 a \sqrt{v_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2}+O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)\right. \\
& -\gamma_{t} \frac{1}{4 \sqrt{S\left(x^{*}\right)+\varepsilon}} \frac{2}{\mu}\left(f\left(x_{t-1}\right)-f^{*}\right) \\
\leq & (1-O(\gamma))\left(f\left(x_{t-1}\right)+\frac{1}{2 a \sqrt{v_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2}\right)+O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right) .
\end{align*}
$$

The conclusion follows from Corollary 3.
2. We also obtain

$$
\begin{align*}
\mathbb{E}\left(\left.f\left(x_{t}\right)+\frac{1}{2 a \sqrt{v_{t}+\varepsilon}}\left|m_{t}\right|^{2} \right\rvert\, \mathscr{F}_{t-1}\right) \leq & f\left(x_{t-1}\right)+\frac{1}{2 a \sqrt{v_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2}-\gamma_{t} \frac{1}{4 \sqrt{S\left(x^{c}\right)+\varepsilon}}\left|m_{t-1}\right|^{2}  \tag{2.87}\\
& +O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)
\end{align*}
$$

from (2.84) and (2.85).
The approach for the higher-dimensional case proceeds in a similar manner as the scalar case:

$$
\begin{align*}
& \mathbb{E}\left(\left.f\left(x_{t}\right)+\sum_{i} \frac{1}{2 a \sqrt{\left(v_{t}\right)_{i}+\varepsilon}}\left|\left(m_{t}\right)_{i}\right|^{2} \right\rvert\, \mathscr{F}_{t-1}\right) \\
\leq & f\left(x_{t-1}\right)+\sum_{i} \frac{1}{2 a \sqrt{\left(v_{t-1}\right)_{i}+\varepsilon}}\left|\left(m_{t-1}\right)_{i}\right|^{2}-\gamma_{t} \sum_{i} \frac{1}{2 \sqrt{\left(S\left(x^{c}\right)\right)_{i}+\varepsilon}}\left|\left(m_{t-1}\right)_{i}\right|^{2} \\
& +O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)  \tag{2.88}\\
\leq & f\left(x_{t-1}\right)+\sum_{i} \frac{1}{2 a \sqrt{\left(v_{t-1}\right)_{i}+\varepsilon}}\left|\left(m_{t-1}\right)_{i}\right|^{2}-\gamma_{t} \frac{1}{2 \sqrt{\left(\max _{i} S\left(x^{c}\right)\right)_{i}+\varepsilon}}\left\|\left(m_{t-1}\right)\right\|^{2} \\
& +O\left(\gamma_{t}^{2}\right)+\gamma_{t} O\left(\exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right) .
\end{align*}
$$

From Proposition 2 and Corollary 3, we have that

$$
\begin{equation*}
\sum_{i=1}^{\infty} \gamma_{i+1}\left\|m_{i}\right\|^{2}<\infty \text { almost surely } \tag{2.89}
\end{equation*}
$$

and the convergence rate for the estimated gradient is given by

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|m_{i}\right\|^{2}=o\left(\frac{1}{\sum_{i=1}^{t} \gamma_{i}}\right) \text { almost surely. } \tag{2.90}
\end{equation*}
$$

If we further assume that

$$
\begin{equation*}
\sum_{i=1}^{t} \gamma_{i+1}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=O\left(\sum_{i=1}^{t} \gamma_{i+1}\left\|m_{i}\right\|^{2}\right) \text { almost surely } \tag{2.91}
\end{equation*}
$$

we can conclude

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=o\left(\frac{1}{\sum_{i=1}^{t} \gamma_{i}}\right) \text { almost surely } \tag{2.92}
\end{equation*}
$$

from Corollary 3.
Corollary 5. Nadam method described in Algorithm 3 has the same conclusions as Theorem 5
Proof. The proof on Nadam method is similar to that of Theorem 5. We omitted the details here.

Corollary 6. AMSgrad method described in Algorithm 5 has the same conclusions as Theorem 5

Proof. We again utilize $X, G_{1}, G_{2}$ and $N$ as almost sure upper bounds mentioned in (2.18), (2.19), (2.20), (2.21) and (2.34). Considering the iteration of $\hat{v}_{t}$, we have

$$
\begin{equation*}
0<\hat{v}_{t-1} \leq \hat{v}_{t}=\max \left(v_{t-1}+b \gamma_{t}\left(g_{t}^{\odot 2}-v_{t-1}\right), \hat{v}_{t-1}\right) \leq \hat{v}_{t-1}+b \gamma_{t}\left(G_{2}+G_{1}\right) \text { a.s. } \tag{2.93}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\sqrt{\left(\hat{v}_{t-1}\right)_{i}+\varepsilon}} \geq \frac{1}{\sqrt{\left(\hat{v}_{t}\right)_{i}+\varepsilon}} \geq \frac{1}{\sqrt{\left(\hat{v}_{t-1}\right)_{i}+b \gamma_{t}\left(G_{2}+G_{1}\right)+\varepsilon}} \stackrel{(a)}{=} \frac{1}{\sqrt{\left(\hat{v}_{t-1}\right)_{i}+\varepsilon}}+O\left(\gamma_{t}\right) \text { a.s. } \tag{2.94}
\end{equation*}
$$

where ( $a$ ) follows from the mean value theorem.

We start with discussing the scalar case $(n=1)$. Applying (2.6) on $f\left(x_{t}\right)$, we have

$$
\begin{align*}
& f\left(x_{t}\right)+\frac{1}{2 a \sqrt{\hat{v}_{t}+\varepsilon}}\left|m_{t}\right|^{2} \\
& \leq f\left(x_{t-1}\right)-\gamma_{t} \frac{1}{\sqrt{\hat{v}_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) \hat{m}_{t}+\gamma_{t}^{2} \frac{L^{2}}{\hat{v}_{t}+\varepsilon}\left|\hat{m}_{t}\right|^{2}+\frac{1}{2 a \sqrt{\hat{v}_{t}+\varepsilon}}\left|m_{t}\right|^{2} \\
& \stackrel{(2.81)}{\leq} f\left(x_{t-1}\right)-\gamma_{t} \frac{1}{\sqrt{\hat{v}_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t}+\frac{1}{2 a \sqrt{\hat{v}_{t}+\varepsilon}}\left|m_{t}\right|^{2}+O\left(\gamma_{t} \exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)+O\left(\gamma_{t}^{2}\right) \\
& \leq f\left(x_{t-1}\right)-\gamma_{t} \frac{1}{\sqrt{\hat{v}_{t}}+\varepsilon} \nabla f\left(x_{t-1}\right)\left(\left(1-a \gamma_{t}\right) m_{t-1}+a \gamma_{t} g_{t}\right) \\
& +\frac{1}{2 a \sqrt{\hat{v}_{t}+\varepsilon}}\left(\left(1-a \gamma_{t}\right) m_{t-1}+a \gamma_{t} g_{t}\right)^{2}+O\left(\gamma_{t} \exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)+O\left(\gamma_{t}^{2}\right) \\
& \leq f\left(x_{t-1}\right)-\gamma_{t} \frac{1}{\sqrt{\hat{v}_{t}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t-1}+\frac{1}{2 a \sqrt{\hat{v}_{t}+\varepsilon}}\left(\left(1-2 a \gamma_{t}\right)\left|m_{t-1}\right|^{2}+2 a \gamma_{t} m_{t-1} g_{t}\right) \\
& +O\left(\gamma_{t} \exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)+O\left(\gamma_{t}^{2}\right) \\
& \stackrel{(2.94)}{\leq} f\left(x_{t-1}\right)+\frac{1}{2 a \sqrt{\hat{v}_{t}+\varepsilon}}\left|m_{t-1}\right|^{2}-\gamma_{t} \frac{1}{\sqrt{\hat{v}_{t-1}+\varepsilon}} \nabla f\left(x_{t-1}\right) m_{t-1}+ \\
& \gamma_{t} \frac{1}{\sqrt{\hat{v}_{t-1}+\varepsilon}}\left(-\left|m_{t-1}\right|^{2}+m_{t-1} g_{t}\right)+O\left(\gamma_{t} \exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)+O\left(\gamma_{t}^{2}\right) \\
& \stackrel{(2.94)}{\leq} f\left(x_{t-1}\right)+\frac{1}{2 a \sqrt{\hat{v}_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2}-\gamma_{t} \frac{1}{\sqrt{\hat{v}_{t-1}+\varepsilon}}\left(\nabla f\left(x_{t-1}\right)-g_{t}\right) m_{t-1}-\gamma_{t} \frac{1}{\sqrt{\hat{v}_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2} \\
& +O\left(\gamma_{t} \exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)+O\left(\gamma_{t}^{2}\right) \text {. } \tag{2.95}
\end{align*}
$$

Taking the conditional expectation on both sides, we obtain

$$
\begin{align*}
\mathbb{E}\left(\left.f\left(x_{t}\right)+\frac{1}{2 a \sqrt{\hat{v}_{t}+\varepsilon}}\left|m_{t}\right|^{2} \right\rvert\, \mathscr{F}_{t-1}\right) \leq & f\left(x_{t-1}\right)+\frac{1}{2 a \sqrt{\hat{v}_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2}-\gamma_{t} \frac{1}{\sqrt{\hat{v}_{t-1}+\varepsilon}}\left|m_{t-1}\right|^{2}  \tag{2.96}\\
& +O\left(\gamma_{t} \exp \left(-\sum_{i=1}^{t} \gamma_{i}\right)\right)+O\left(\gamma_{t}^{2}\right) .
\end{align*}
$$

The rest of the proof is similar to that of Theorem 5.
Remark 4. (Comments on (2.74) and (2.78)) We proved that the linearly interpolated processes of $\left(m_{t}^{T}, v_{t}^{T}, x_{t}^{T}\right)^{T}$ are asymptotic pseudo-trajectories for $\left(m^{T}, v^{T}, x^{T}\right)^{T}$ in the context of the Adam, Nadam, and AMSgrad optimization methods. It allows us to consider $\left(m^{T}, v^{T}, x^{T}\right)^{T}$ as an approximation of the linearly interpolated processes of $\left(m_{t}^{T}, v_{t}^{T}, x_{t}^{T}\right)^{T}$. Notably, when we treat $v$ as a constant, the limiting ODE (2.23), common to the Adam, Nadam, and AMSgrad methods, takes the form

$$
\begin{align*}
\dot{m} & =a(\nabla f(x)-m), \\
\dot{x} & =-\frac{m}{\sqrt{v+\varepsilon \boldsymbol{1}}} . \tag{2.97}
\end{align*}
$$

This system describes a damped dynamical system with position $x$, velocity $\dot{x}$, and acceleration $\ddot{x}$ :

$$
\begin{equation*}
\ddot{x}+a \dot{x}+\frac{a}{\sqrt{v+\varepsilon \mathbf{1}}} \nabla f(x)=0 . \tag{2.98}
\end{equation*}
$$

In the context of an underdamped system, the kinetic energy $O\left(|\dot{x}|^{2}\right)$ and the potential energy $f(x)$ steadily diminish to zero while seamlessly transitioning between one another. The damping term facilitates the energy exchange, leading to an overall decrease in total energy. For functions adhering to the condition $f(x)=O\left(\|\nabla f(x)\|^{2}\right)$, the relationship

$$
\begin{equation*}
O\left(\int_{t=0}^{\infty}\|\nabla f(x)\|^{2} d t\right)=O\left(\int_{t=0}^{\infty} f(x) d t\right)=\int_{t=0}^{\infty}\|m\|^{2} d t \tag{2.99}
\end{equation*}
$$

holds. This result agrees with the assumptions stated in (2.78). The underdamped phenomenon aligns with the illustrated figures in Section 2.1.2. In cases where the system exhibits overdamping or critical damping, the relationship

$$
\begin{equation*}
|x|=O(|\dot{x}|)=O(|m|) \tag{2.100}
\end{equation*}
$$

holds. This result agrees with the assumption stated in (2.74), and further implies (2.78).
On the other hand, it is mentioned in the first paper on Adam method [39] that $m_{t}$ is the estimate of the gradient; therefore, Assumptions 2.74 and 2.78 seem to be reasonable assumptions.

Remark 5. (General convex functions) Consider Adam, Nadam, RMSprop, Adadelta, and AMSgrad methods. Suppose that the learning rate is chosen to be $\gamma_{t}=O\left(\frac{1}{t^{\frac{2}{3}+\varepsilon}}\right)$ for any $\varepsilon \in\left(0, \frac{1}{3}\right)$, and $f$ is generally convex, then we have that

$$
\begin{equation*}
f\left(x_{t}\right)-f^{*}=O\left(\frac{1}{t^{\frac{1}{3}-\varepsilon}}\right) \tag{2.101}
\end{equation*}
$$

and $x \rightarrow x^{*}$. The proof can be conducted using the mean-value and boundedness techniques in this section and [45, Lemma 4].

### 2.5 Summary

The first part of this chapter highlights a significant issue with these methods when parameters are constant: they fail to converge towards the critical point. To tackle this, we propose a unified modification for these methods, successfully achieving convergence towards the crucial point in the given example. This modification addresses a fundamental limitation in current ASG methodologies.

Building on the ideas presented in [4], this chapter provides a clear and rigorous proof of almost sure convergence towards a critical point for smooth and non-convex objective functions,
while also correcting some errors found in [4]. This represents the first instance of establishing almost sure convergence rates for these methods. For non-convex objective functions, our findings, influenced by [45], demonstrate that a weighted average of squared gradient norms in these methods converges at a rate of $o\left(1 / t^{\frac{1}{2}-\theta}\right)$ for all $\theta \in\left(0, \frac{1}{2}\right)$. Additionally, for strongly convex functions, we show that the convergence rates for RMSprop and Adadelta can be improved to $o\left(1 / t^{1-\theta}\right)$ for all $\theta \in\left(0, \frac{1}{2}\right)$.

Overall, this chapter makes significant contributions to adaptive gradient-based optimization methods, particularly in addressing convergence issues and establishing convergence rates for both non-convex and strongly convex objective functions.

## Chapter 3

## On Almost Sure Convergence of Hogwild: Algorithm

In the last chapter, we have seen the almost sure convergence of ASG method, for example Adam and Adadelta. This chapter explores the guaranteed convergence rates of Hogwild! algorithm for different types of loss functions. Hogwild! algorithm is a lock-free approach to parallelizing SGD method, and its development can be found in Chapter 1. Considering the strongly convex overall loss function and convex local loss functions, Nguyen et al. show that the virtual state converges to the optimal solution with probability one [56]. Up to now, there are some unknown problems: Is it possible to relex the conditions? What is the almost sure convergence rate?

To answer the posed questions, we will regard Hogwild! as a delayed SGD, and leverage the findings from [45] to analyze the almost sure convergence. We first explore the Hogwild! algorithm's convergence rates for different loss functions. We prove its fast convergence on strongly convex functions, matching the best rates of classic SGD methods with minimal error. For nonconvex functions, we show that both a weighted average of squared gradients and the algorithm's later iterations converge to zero. Additionally, we analyze the last-iterate convergence for general convex smooth functions, providing insights into its efficiency across various settings.

### 3.1 The Hogwild! Algorithm

The Hogwild! algorithm 7 is a parallel SGD method introduced by Feng et al in the paper [63]. The iteration can be rewritten as

$$
\begin{equation*}
\left(x_{t+1}\right)_{u_{t}}=\left(x_{t}\right)_{u_{t}}-\eta_{t} d_{\xi_{t}}\left(\nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\right)_{u_{t}} . \tag{3.1}
\end{equation*}
$$

```
Algorithm 7: Hogwild! algorithm
    Data: \(x_{0} \in \mathbb{R}^{n}\)
    for \(t=0,1,2, \ldots\) in parallel do
        read current shared memory \(\hat{x}_{t}\);
        generate a random variable \(\xi_{t}\) and evaluate the stochastic gradient \(\nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\);
        for Sample position \(u_{t}\) uniformly from the set
            \(E_{\xi}=\left\{\right.\) positions where \(\nabla f\left(x_{t} ; \xi_{t}\right)\) is nonzero \(\} \subset\{1,2, \ldots, n\}\) do
        \(x_{t+1}=x_{t}-\eta_{t} d_{\xi_{t}} S_{\xi_{t}, u_{t}} \nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\)
        end
    end
```

Consider a fixed $\xi$. The scalar $d_{\xi}$ represents the number of nonzero entries in $\nabla f(\cdot ; \xi)$, and $S_{\xi, u}$ is a diagonal matrix equal to 1 on the $u$-th diagonal and zeros elsewhere. Therefore, $d_{\xi} \leq n$ for all $\xi$. The matrix $S_{\xi, u}$ filters which positions of $\nabla f(\cdot ; \xi)$ is nonzero and contributes to the iteration. For a given $\xi$, we take the following expectation over $u$

$$
\begin{equation*}
d_{\xi} \mathbb{E}\left[S_{\xi, u} \mid \xi\right]=D_{\xi}, \tag{3.2}
\end{equation*}
$$

and obtain that $D_{\xi}$ is a diagonal $0 / 1$ matrix whose 1-entries corresponds to the non-zero positions in $\nabla f(w ; \xi)$. In other words, for a given $\xi$, the $i$-th entry on $D_{\xi}$ 's diagonal is 1 if and only if the $i$-th position of $\nabla f(\cdot ; \xi)$ is not a zero function. More details are shown in [56].

### 3.2 Convergence with Probability One

For the analysis of the almost sure convergence of the Hogwild! methods, the following assumptions are made.

Assumption 6. [ $\mu$-strongly convex] The objective function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is $\mu$-strongly convex for some $\mu>0$, i.e.,

$$
\begin{equation*}
f(x) \geq f\left(x^{\prime}\right)+\left\langle\nabla f\left(x^{\prime}\right), x-x^{\prime} ;\right\rangle+\frac{\mu}{2}\left\|x-x^{\prime}\right\|^{2} \tag{3.3}
\end{equation*}
$$

for all $x, x^{\prime} \in \mathbb{R}^{n}$.
Combining the fact that $\nabla f\left(x^{*}\right)=0$ and [55, Theorem 2.1.10], we know that $\mu$-strong convexity implies

$$
\begin{equation*}
f(x)-f^{*} \leq \frac{1}{2 \mu}\|\nabla f(x)\|^{2} \tag{3.4}
\end{equation*}
$$

Assumption 7. [L-smoothness] $\nabla f(w ; \xi)$ is L-Lipschitz for every realization of $\xi$,i.e., there exists $L>0$ such that

$$
\begin{equation*}
\left\|\nabla f(x ; \xi)-\nabla f\left(x^{\prime} ; \xi\right)\right\| \leq L\left\|x-x^{\prime}\right\| \tag{3.5}
\end{equation*}
$$

for all $x, x^{\prime} \in \mathbb{R}^{n}$.
The $L$-smoothness of a function $f$ can be implied by equation 7. According to [55], we have that

$$
\begin{equation*}
f(x) \leq f\left(x^{\prime}\right)+\left\langle\nabla f\left(x^{\prime}\right), x-x^{\prime}\right\rangle+\frac{L}{2}\left\|x-x^{\prime}\right\|^{2} \tag{3.6}
\end{equation*}
$$

Noting that $\hat{x}_{t}$ is usually a lag state read many clock cycles earlier, i.e., $\left\{\hat{x}_{t}=x_{k_{t}}\right\}_{t}$ is a subsequence of $\left\{x_{t}\right\}_{t}$. We assume that there exists a constant delay satisfying the following assumption.

Assumption 8. The shared memory is consistent with delay $\tau$ for all $t$, that is to say, $k_{t}-t$ is always less than or equal to $\tau$.

We assume that there exists a constant delay satisfying this assumption. That is to say, $\hat{x}_{t}$ might equals to some state in $\left\{x_{t-\tau}, x_{t-\tau+1}, \ldots, x_{t-1}\right\}$, and it includes some of the update during the $(t-\tau)$-th to $(t-1)$-th iterations. We define $\delta_{t, j}(t-\tau \leq j \leq t-1)$ to be 1 if the $j$-th iteration is included in $\hat{x}_{t}$, i.e., $j \leq k_{t}$ and $\delta_{t, j}$ is 0 elsewise. That is to say,

$$
\begin{equation*}
\hat{x}_{t}=x_{t-\tau}-\sum_{j=t-\tau}^{t-1} \delta_{t, j} \eta_{j} d_{\xi_{j}} S_{\xi_{j}, u_{j}} \nabla f\left(\hat{x}_{j} ; \xi_{j}\right) \tag{3.7}
\end{equation*}
$$

A nice and short discussion for the almost sure convergence rates of stochastic gradient descent methods was made in [45], which relies on the results in Appendix B, i.e., the classical supermartingale convergence theorem from [67] and its corollaries derived by [45]. Motivated by [45], these two results will also be utilized in analyzing the almost sure convergence rates for ASG methods. The rates in (3.13) and (3.24) match the lower bounds for stochastic gradientbased algorithm, $O\left(\frac{1}{t}\right)$ for strongly convex loss function, and $O\left(\frac{1}{t^{0.5}}\right)$ for nonconvex loss function [2], to an $\varepsilon$-factor.

Lemma 1. [56, Lemma 6]

$$
\begin{gather*}
\mathbb{E}\left[\left\|d_{\xi_{t}} S_{\xi_{t}, u_{t}} \nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\right\|^{2} \mid \mathscr{F}_{t}, \xi_{t}\right] \leq D\left\|\nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\right\|^{2}  \tag{3.8}\\
\mathbb{E}\left[d_{\xi_{t}} S_{\xi_{t}, u_{t}} \nabla f\left(\hat{x}_{t} ; \xi_{t}\right) \mid \mathscr{F}_{t}\right]=\nabla F\left(\hat{x}_{t}\right) \tag{3.9}
\end{gather*}
$$

Theorem 6. Suppose that Assumptions 7 and 8 hold. Consider the Hogwild! method described in Algorithm 7. Then, the following hold:

1. If $M_{0}=\max _{\xi}\left\|\nabla f\left(w_{0} ; \xi\right)\right\|$ is finite almost surely, and we choose $\eta_{t}=\frac{1}{\operatorname{Ln}(2+\beta) t}$ for some $\beta>0$, then it follows that

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=o\left(\frac{1}{\ln t}\right) \text { almost surely. } \tag{3.10}
\end{equation*}
$$

2. If $\left\{\left\|\nabla f\left(\hat{x}_{t}, \xi_{t}\right)\right\|\right\}$ is almost surely bounded and $\left\{\eta_{t}\right\}$ is a decreasing sequence of positive real numbers satisfying

$$
\begin{equation*}
\sum_{t=1}^{\infty} \frac{\eta_{t}}{\sum_{i=1}^{t-1} \eta_{i}}=\infty \text { and } \sum_{t} \eta_{t}^{2}<\infty \tag{3.11}
\end{equation*}
$$

then it follows that

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=o\left(\frac{1}{\sum_{i=1}^{t} \eta_{i}}\right) \text { almost surely. } \tag{3.12}
\end{equation*}
$$

In particularly, if we choose $\eta_{t}=O\left(\frac{1}{t^{1 / 2+\rho}}\right)$ for some $0<\rho<\frac{1}{2}$, then

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=o\left(\frac{1}{t^{1 / 2-\rho}}\right) \text { almost surely. } \tag{3.13}
\end{equation*}
$$

Proof. According to (3.6), we have that

$$
\begin{equation*}
f\left(x_{t+1}\right) \leq f\left(x_{t}\right)-\eta_{t}\left\langle\nabla f\left(x_{t}\right), d_{\xi_{t}} S_{\xi_{t}, u_{t}} \nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\right\rangle+\frac{L \eta_{t}^{2}}{2}\left\|d_{\xi_{t}} S_{\xi_{t}, u_{t}} \nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\right\|^{2} \tag{3.14}
\end{equation*}
$$

Taking the conditional expectation on (3.14), the following inequality holds with probability
one:

$$
\begin{align*}
& \mathbb{E}\left[f\left(x_{t+1}\right) \mid \mathscr{F}_{t}\right] \\
\leq & f\left(x_{t}\right)-\eta_{t}\left\langle\nabla f\left(x_{t}\right), \mathbb{E}\left[d_{\xi_{t}} S_{\xi_{t}, u_{t}} \nabla f\left(\hat{x}_{t} ; \xi_{t}\right) \mid \mathscr{F}_{t}\right]\right\rangle+\frac{L D^{2} \eta_{t}^{2}}{2} \mathbb{E}\left[\left\|\nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\right\|^{2} \mid \mathscr{F}_{t}\right] \\
\leq & f\left(x_{t}\right)-\eta_{t}\left\langle\nabla f\left(x_{t}\right), \nabla f\left(\hat{x}_{t}\right)\right\rangle+\frac{L D^{2} \eta_{t}^{2}}{2} \mathbb{E}_{\xi_{t}}\left[\mathbb{E}\left[\left\|d_{\xi_{t}} S_{u_{t}}^{\xi_{t}} \nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\right\|^{2} \mid \mathscr{F}_{t}, \xi_{t}\right]\right] \\
\leq & f\left(x_{t}\right)-\eta_{t}\left\|\nabla f\left(x_{t}\right)\right\|^{2}+\eta_{t} L\left\|\nabla f\left(x_{t}\right)\right\|\left\|\sum_{j=t-\tau}^{t-1} \delta_{t, j} \eta_{j} d_{\xi_{t}} S_{\xi_{t}, u_{t}} \nabla f\left(\hat{x}_{j} ; \xi_{j}\right)\right\| \\
& +\frac{L D^{2} \eta_{t}^{2}}{2} \mathbb{E}_{\xi_{t}}\left[\mathbb{E}\left[\left\|d_{\xi_{t}} S_{u_{t}}^{\xi_{t}} \nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\right\|^{2} \mid \mathscr{F}_{t}, \xi_{t}\right]\right] \\
\leq & f\left(x_{t}\right)-\eta_{t}\left\|\nabla f\left(x_{t}\right)\right\|^{2}+\eta_{t} L\left\|\nabla f\left(x_{t}\right)\right\|\left\|\sum_{j=t-\tau}^{t-1}(1-\delta t, j) \eta_{j} d_{\xi_{j}} S_{u_{j}}^{\xi_{j}} \nabla f\left(\hat{x}_{j} ; \xi_{j}\right)\right\| \\
& +\frac{L D^{2} \eta_{t}^{2}}{\eta_{t}} n \mathbb{E}_{\xi_{t}}\left[\left\|\nabla f\left(\hat{x}_{t} ; \xi_{t}\right)\right\|^{2}\right] \\
\leq & f\left(x_{t}\right)^{2}-\eta_{t}\left\|\nabla f\left(x_{t}\right)\right\|^{2}+\eta_{t} L\left\|\nabla f\left(x_{t}\right)\right\| \sum_{j=t-\tau}^{t-1} \eta_{j} d_{\xi_{j}}\left\|\left(1-\delta_{t, j}\right) S_{\xi_{j}, u_{j}} \nabla f\left(\hat{x}_{j} ; \xi_{j}\right)\right\|  \tag{3.15}\\
& +\frac{L D^{2} \eta_{t}^{2}}{2} n\left(\max _{\xi, 0 \leq j \leq t}\left\|\nabla f\left(w_{j} ; \xi\right)\right\|\right)^{2} \\
\leq & f\left(x_{t}\right)-\eta_{t}\left\|\nabla f\left(x_{t}\right)\right\|^{2}+\eta_{t} L\left\|\nabla f\left(x_{t}\right)\right\| n \sum_{j=t-\tau}^{t-1} \eta_{j}\left\|\nabla f\left(\hat{x}_{j} ; \xi_{j}\right)\right\| \\
& +\frac{L D^{2} \eta_{t}^{2}}{2} n\left(\max _{\xi, 0 \leq j \leq t}\left\|\nabla f\left(w_{j} ; \xi\right)\right\|\right)^{2} \\
\leq & f\left(x_{t}\right)^{2}-\eta_{t}\left\|\nabla f\left(x_{t}\right)\right\|^{2}+\eta_{t} L\left\|\nabla f\left(x_{t}\right)\right\| n \tau \eta_{t-\tau}\left(\max _{\xi, 0 \leq j \leq t-1}\left\|\nabla f\left(w_{j} ; \xi\right)\right\|\right) \\
& +\frac{L D^{2} \eta_{t}^{2}}{2} n\left(\max _{\xi, 0 \leq j \leq t}\left\|\nabla f\left(w_{j} ; \xi\right)\right\|\right)^{2} \\
\leq & f\left(x_{t}\right)-\eta_{t}\left\|\nabla f\left(x_{t}\right)\right\|^{2}+\frac{1}{2} \eta_{t}^{2} L\left\|\nabla f\left(x_{t}\right)\right\| n \tau\left(\max _{\xi, 0 \leq j \leq t}\left\|\nabla f\left(w_{j} ; \xi\right)\right\|\right) \\
& +\frac{L D^{2} \eta_{t}^{2}}{2} n\left(\max _{\xi, 0 \leq \leq \leq t}\left\|\nabla f\left(w_{j} ; \xi\right)\right\|\right)^{2} \\
\leq & f\left(x_{t}\right)^{2}-\left(\eta_{t}-O\left(\eta_{t}^{2}\right)\right)\left\|\nabla f\left(x_{t}\right)\right\|^{2}+O\left(\eta_{t}^{2}\left(\max _{\xi, 0 \leq j \leq t}\left\|\nabla f\left(w_{j} ; \xi\right)\right\|\right)^{2}\right)
\end{align*}
$$

for sufficiently large $t$.

1. It is concluded by [56, Lemma 13] that

$$
\begin{equation*}
\max _{\xi, 0 \leq j \leq t}\left\|\nabla f\left(w_{j} ; \xi\right)\right\| \leq M_{0} \exp \left(\operatorname{Ln} \sum_{i=0}^{t-1} \eta_{i}\right)=: M_{t} \text { almost surely. } \tag{3.16}
\end{equation*}
$$

Based on this conclusion, (3.15) becomes that

$$
\begin{equation*}
\mathbb{E}\left[f\left(x_{t+1}\right) \mid \mathscr{F}_{t}\right] \leq f\left(x_{t}\right)-\left(\eta_{t}-O\left(\eta_{t}^{2}\right)\right)\left\|\nabla f\left(x_{t}\right)\right\|^{2}+O\left(\eta_{t}^{2} M_{t}^{2}\right) \tag{3.17}
\end{equation*}
$$

According to (3.16) and the proof of [56, Theorem 5], we have

$$
\begin{equation*}
\eta_{t} M_{t} \leq \frac{M_{0} e^{\frac{1}{2+\beta}}}{2+\beta} t^{-\frac{1+\beta}{2+\beta}}=\frac{M_{0} e^{\frac{1}{2+\beta}}}{2+\beta} t^{-\frac{1}{2}-\rho} \text { almost surely } \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=0}^{\infty} \eta_{i}^{2} M_{i}^{2}=\sum_{i=0}^{\infty} O\left(i^{-1-2 \rho}\right)<\infty \text { almost surely } \tag{3.19}
\end{equation*}
$$

From the Proposition 2 and the Corollary 3, we have that

$$
\begin{equation*}
\sum \eta_{t}\left\|\nabla f\left(x_{t}\right)\right\|^{2}<\infty \text { almost surely } \tag{3.20}
\end{equation*}
$$

and the convergence rate for the gradient is given by

$$
\begin{equation*}
\min _{1 \leq i \leq t}\left\|\nabla f\left(x_{i}\right)\right\|^{2}=o\left(\frac{1}{\sum_{i=1}^{t} \eta_{i}}\right)=o\left(\frac{1}{\ln t}\right) \text { almost surely. } \tag{3.21}
\end{equation*}
$$

2. Assume that $\left\|\nabla f\left(\hat{x}_{t}, \xi_{t}\right)\right\|$ is almost surely bounded by $M>0$. Then, (3.15) gives

$$
\begin{equation*}
\mathbb{E}\left[f\left(x_{t+1}\right) \mid \mathscr{F}_{t}\right] \leq f\left(x_{t}\right)-\left(\eta_{t}-O\left(\eta_{t}^{2}\right)\right)\left\|\nabla f\left(x_{t}\right)\right\|^{2}+O\left(\eta_{t}^{2}\right) \tag{3.22}
\end{equation*}
$$

Considering the fact $\sum_{t=0}^{\infty} O\left(\eta_{t}^{2}\right)<\infty$ and the Proposition 2, we have that

$$
\begin{equation*}
\sum \eta_{t}\left\|\nabla f\left(x_{t}\right)\right\|^{2}<\infty \text { almost surely } \tag{3.23}
\end{equation*}
$$

The Corollary 3 gives the convergence rate for the gradient.
Remark 6. (Remarks on bounded $\left.\left\{\nabla f\left(x_{t} ; \xi_{t}\right)\right\}\right)$ A sufficient condition for bounded $\left\{\nabla f\left(x_{t} ; \xi_{t}\right)\right\}$ is that If we assume that the collection of $\xi_{t}$ is a finite set and $\left\{x_{t}\right\}$ is bounded

Theorem 7. Suppose that Assumptions 6 to 8 hold. Consider the Hogwild! method described in Algorithm 7. If we choose $\eta_{t}=O\left(\frac{1}{t^{1-\theta_{1}}}\right)$ for $\theta_{1} \in\left(0, \frac{1}{2}\right)$ and $\left\{\left\|\nabla f\left(\hat{x}_{t}, \xi_{t}\right)\right\|\right\}$ is almost surely bounded, then it follows that

$$
\begin{equation*}
f\left(x_{t}\right)-f^{*}=o\left(\frac{1}{t^{1-\theta_{2}}}\right) \tag{3.24}
\end{equation*}
$$

for any $\theta_{2} \in\left(2 \theta_{1}, 1\right)$.
Proof. Assume that $\left\|\nabla f\left(\hat{x}_{t}, \xi_{t}\right)\right\|$ is almost surely bounded by $M>0$. Then, (3.15) becomes

$$
\begin{align*}
\mathbb{E}\left[f\left(x_{t+1}\right)-f^{*} \mid \mathscr{F}_{t}\right] & \leq f\left(x_{t}\right)-f^{*}-\left(\eta_{t}-O\left(\eta_{t}^{2}\right)\right)\left\|\nabla f\left(x_{t}\right)\right\|^{2}+O\left(\eta_{t}^{2} M^{2}\right) \\
& \leq\left(1-O\left(\eta_{t}\right)\right)\left(f\left(x_{t}\right)-f^{*}\right)+O\left(\eta_{t}^{2}\right) \tag{3.25}
\end{align*}
$$

By applying the first conclusion of 3 , we have that $f\left(x_{t}\right)-f^{*}=o\left(\frac{1}{t^{1-\theta_{2}}}\right)$ for any $\theta_{2} \in\left(2 \theta_{1}, 1\right)$.

Lemma 2. Let $\left\{b_{t}\right\},\left\{\eta_{t}\right\}$ be two non-negative sequences and $\left\{a_{t}\right\}$ a sequence of vectors in a vector space $X$. Let $p \geq 1$ and assume $\sum_{t=1}^{\infty} \eta_{t} b_{t}^{p}<\infty$ and $\sum_{t=1}^{\infty} \eta_{t}=\infty$. Assume also that there exists $L \geq 0$ such that

$$
\begin{equation*}
\left|b_{t+\tau}-b_{t}\right| \leq L\left(\sum_{i=t}^{t+\tau-1} \eta_{i} b_{i}+\left\|\sum_{i=t}^{t+\tau-1} \eta_{i} a_{i}\right\|\right) \tag{3.26}
\end{equation*}
$$

where $a_{t}$ is such that $\left\|\sum_{i=1}^{\infty} \eta_{t} a_{t}\right\|<\infty$. Then, $b_{t}$ converges to 0 .
The following proof proceed in a similar way as [45]
Theorem 8. (Last iteration) Suppose that Assumption 7 and 8 hold. Suppose that $\left\{\left\|\nabla f\left(\hat{x}_{t}, \xi_{t}\right)\right\|\right\}$ is almost surely bounded. Consider the Hogwild! method described in Algorithm 7. Then, the following hold:

1. If we choose $\eta_{t}=\frac{1}{\operatorname{Ln}(2+\beta) t}$ for some $\beta>0$, then the last time iteration converges almost surely.
2. If we choose $\eta_{t}=O\left(\frac{1}{t^{1 / 2+\rho}}\right)$ for some $0<\rho<\frac{1}{2}$, then the last time iteration converges almost surely.

Proof. By (3.20), we know that $\sum_{i=0}^{\infty} \eta_{i}^{2} M_{i}^{2}=\sum_{i=0}^{\infty} O\left(i^{-1-2 \rho}\right)<\infty$ almost surely. For any $t^{\prime}$, it can be implied by the $L$-smoothness of $f$ that

$$
\begin{align*}
& \left\|\left\|\nabla f\left(x_{t+t^{\prime}}\right)\right\|-\right\| \nabla f\left(x_{t}\right) \| \\
\leq & L\left\|x_{t+t^{\prime}}-x_{t}\right\| \\
\leq & L\left\|\sum_{i=t}^{t+t^{\prime}-1} \eta_{i} d_{\xi_{i}} S_{\xi_{i}, u_{i}} \nabla f\left(\hat{x}_{i}, \xi_{i}\right)\right\| \\
\leq & L\left\|\sum_{i=t}^{t+t^{\prime}-1} \eta_{i} d_{\xi_{i}} S_{\xi_{i}, u_{i}}\left(\nabla f\left(x_{i}\right)+\nabla f\left(\hat{x}_{i}, \xi_{i}\right)-\nabla f\left(x_{i}\right)\right)\right\|  \tag{3.27}\\
\leq & L \sum_{i=t}^{t+t^{\prime}-1} \eta_{i}\left\|d_{\xi_{i}} S_{\xi_{i}, u_{i}}\right\|\left\|\nabla f\left(x_{i}\right)\right\|+L\left\|\sum_{i=t}^{t+t^{\prime}-1} \eta_{i} d_{\xi_{i}} S_{\xi_{i}, u_{i}}\left(\nabla f\left(\hat{x}_{i}, \xi_{i}\right)-\nabla f\left(x_{i}\right)\right)\right\| \\
\leq & L n \sum_{i=t}^{t+t^{\prime}-1} \eta_{i}\left\|\nabla f\left(x_{i}\right)\right\|+L\left\|\sum_{i=t}^{t+t^{\prime}-1} \eta_{i} d_{\xi_{i}} S_{\xi_{i}, u_{i}}\left(\nabla f\left(\hat{x}_{i}, \xi_{i}\right)-\nabla f\left(x_{i}\right)\right)\right\|
\end{align*}
$$

1. Let $m_{t}:=\sum_{i=1}^{t} \eta_{i} d_{\xi_{i}} S_{\xi_{i}, u_{i}}\left(\nabla f\left(\hat{x}_{i}, \xi_{i}\right)-\nabla f\left(x_{t}\right)\right)$. We can verify that it is a martingale by
definition. Combining (3.16), (3.20) and the triangle inequality, we have that

$$
\begin{align*}
& \sum_{t=1}^{\infty} \mathbb{E}\left[\left\|m_{t}-m_{t-1}\right\|^{2}\right] \\
= & \sum_{t=1}^{\infty} \eta_{i}^{2} \mathbb{E}\left[\left\|d d_{i} S_{\xi_{i}, u_{i}}\left(\nabla f\left(\hat{x}_{i}, \xi_{i}\right)-\nabla f\left(x_{t}\right)\right)\right\|^{2}\right] \\
\leq & \sum_{t=1}^{\infty} \eta_{i}^{2} d d_{\xi_{i}}^{2} \mathbb{E}\left[\left\|S_{\xi_{i}}\right\|^{2}\left(\left\|\nabla f\left(\hat{x}_{i}, \xi_{i}\right)\right\|+\left\|\nabla f\left(x_{t}\right)\right\|\right)^{2}\right]  \tag{3.28}\\
\leq & 4 n^{2} \sum_{t=1}^{\infty} \eta_{i}^{2} M_{t}^{2} \\
< & \infty \text { almost surely. }
\end{align*}
$$

According to [86], the conclusion (3.28) implies that $m_{t}$ is $\mathscr{L}^{2}$ bounded and hence converges almost surely. We conclude that $\nabla f\left(x_{t}\right)$ converges to 0 almost surely in view of Lemma 2.
2. Assume that $\left\|\nabla f\left(\hat{x}_{t}, \xi_{t}\right)\right\|$ is almost surely bounded by $M>0$. Replacing $M_{t}$ in part 1 by the constant $M$, we know that (3.28) becomes

$$
\begin{equation*}
\sum_{t=1}^{\infty} \mathbb{E}\left[\left\|m_{t}-m_{t-1}\right\|^{2}\right] \leq 4 n^{2} \sum_{t=1}^{\infty} \eta_{i}^{2} M^{2} \leq \sum_{t=1}^{\infty} O\left(\frac{1}{t^{1+2 \rho}}\right) \tag{3.29}
\end{equation*}
$$

The rest of the proof proceeds in the same way as part 1.

### 3.3 Summary

Using the results from [45], we present a comprehensive analysis of the Hogwild! algorithm, a non-locking, parallelized form of SGD, widely used in training large-scale machine learning models. The focus of this study is on the algorithm's almost sure convergence rates under various conditions related to the loss function.

The chapter begins by establishing the almost sure convergence rate of the Hogwild! algorithm when applied to strongly convex functions. It is demonstrated that this rate matches the optimal convergence rate of the classic SGD method, achieving convergence to a negligibly small error margin. Further, this chapter explores the behavior of the Hogwild! algorithm when dealing with non-convex loss functions. In these cases, it is shown that both a weighted average of the squared gradient and the outcomes of the algorithm's final iterations converge to zero with high certainty.

## Chapter 4

## Continuous-time Distributed Convex Optimization via a Gradient-based Algorithm

Chapter 1 delineates the significance of continuous-time optimization and the benefits inherent in distributed optimization strategies. Different from chapters 2 and 3 concerning discrete-time stochastic optimization, for example, Adam and Hogwild algorithms, the subsequent discussions pivot towards exploring continuous-time distributed optimization algorithms.

This chapter proposes a new PI algorithm. As in the previous chapters, we are also interested in its convergence guarantee under different cost functions. Given the constraints of local communication, the PI algorithm's convergence trajectory is anticipated to lag behind that of the centralized gradient descent (GD) method. By analyzing the derivative of the PI algorithm, we demonstrate that its convergence rate aligns with that of centralized gradient descent for strongly convex functions. Additionally, the chapter investigates its local linear convergence when applied to strictly convex functions.

### 4.1 Description of the Algorithm

Denote by $x^{i} \in \mathbb{R}^{m}$ an estimate of the optimal solution $x^{*}$ by agent $i \in X$, and $v^{i} \in \mathbb{R}^{m}$ an adapter for neutralizing the influence caused by the difference of $\nabla f_{i}\left(x^{*}\right)(i \in X)$. Let $x=$ $\left(\left(x^{1}\right)^{T}, \ldots,\left(x^{n}\right)^{T}\right)^{T} \in \mathbb{R}^{n m}, v=\left(\left(v^{1}\right)^{T}, \ldots,\left(v^{n}\right)^{T}\right)^{T} \in \mathbb{R}^{n m}, L$ be the Laplacian matrix of $G$, and $\beta$ be some positive constant.

The earliest PI algorithm published in [78] updates according to

$$
\begin{align*}
& \dot{x}=-\bar{L} x-\bar{L} v-\nabla(x),  \tag{4.1}\\
& \dot{v}=\bar{L} x,
\end{align*}
$$

of which the initial values $x(0), v(0) \in \mathbb{R}^{n m}$ are arbitrary, $\bar{L}=L \otimes I_{m}$, and $\nabla(x)=\left(\begin{array}{c}\nabla f_{1}\left(x_{1}\right) \\ \ldots \\ \nabla f_{n}\left(x_{n}\right)\end{array}\right) \in$ $\mathbb{R}^{n m}$.

Intuitively, the convergence rate of (4.1) should be restricted by the consensus coefficient $\bar{L}$ and the convergence rate of the centralized gradient descent (GD) method, where the rate of consensus is determined by the second largest eigenvalue of $L$ [57]. When the eigenvalue is large enough, the latter limitation dominates, and the convergence rate of the new algorithm is expected to match that of the continuous-time GD method. By changing $\bar{L}$ into $\beta \bar{L}$, we gain more flexibility in tuning the eigenvalue and improving the rate of consensus. It is checked by Definition 1 that $\beta L$ is also a Laplacian matrix of the given graph $G$

The novel PI algorithm begins with arbitrary $x(0), v(0) \in \mathbb{R}^{n m}$, and has the following update rule:

$$
\begin{align*}
& \dot{v}=\beta \bar{L} x, \\
& \dot{x}=-\beta \bar{L} v-\beta \bar{L} x-\nabla(x) . \tag{4.2}
\end{align*}
$$

### 4.2 Assumptions

Here are some assumptions that will be utilized to study the behavior of the proposed algorithms.
Assumption 9. All $f_{i} \in C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)(i \in X)$ are $\mu$-strongly convex and $M$-smooth for some $\mu, M>$ 0, i.e.

$$
\begin{equation*}
\mu I_{m} \leq \nabla^{2} f_{i}(z) \leq M I_{m} \tag{4.3}
\end{equation*}
$$

for all $z \in \mathbb{R}^{m}$.
Assumption 10. The graph $G=(V, E, W)$ is connected.
Assumption 11. All objective functions $f_{i} \in C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)(i \in X)$ are convex, and $f(x)$ is strictly convex on $\mathbb{R}^{m}$.

Remark 7. Assumption 11 is weaker than Assumption 9. First, $\nabla^{2} f$ in Assumption 11 does not necessarily have a positive lower bound, whereas $\nabla^{2} f \geq \mu I_{m}$ in Assumption 9 holds for some $\mu>0$ on the entire space $\mathbb{R}^{m}$. Moreover, $\nabla^{2} f_{i}$ in Assumption 11 might vanish for some $i$, whereas $\nabla^{2} f_{i} \geq \mu I_{m}$ in Assumption 9 is always true.

### 4.3 Main Convergence Results

Before discussing the system (4.2), we define $l=\dot{v}=\beta \bar{L} x$ and $q=\dot{x}=-\beta \bar{L} v-\beta \bar{L} x-\nabla(x)$. Differentiating $q$ and $l$, we obtain a variation of the algorithm (4.2):

$$
\binom{\dot{q}}{i}=\left(\begin{array}{cc}
-\beta \bar{L}-\nabla^{2}(x) & -\beta \bar{L}  \tag{4.4}\\
\beta \bar{L} & 0
\end{array}\right)\binom{q}{l}=-A(x)\binom{q}{l},
$$

where $\nabla^{2}(x)=\operatorname{diag}\left(\nabla^{2} f_{1}\left(x_{1}\right), \ldots, \nabla^{2} f_{n}\left(x_{n}\right)\right)$ and $A(x)=\left(\begin{array}{cc}\beta \bar{L}+\nabla^{2}(x) & \beta \bar{L} \\ -\beta \bar{L} & 0\end{array}\right)$ are matrix-valued functions.

### 4.3.1 Convergence Analysis under Strongly Convex Cost Function

We will analyze the auxiliary system (4.4), construct the relationship between (4.4) and (4.2), and conclude that the system (4.2) achieves the convergence rate $O\left(e^{-\mu t}\right)$.

From the result of [57], we can obtain the following lemma.
Lemma 3. Let Assumption (10) hold. Then,
(1) all eigenvalues of $L$ are nonnegative real numbers,
(2) the zero eigenvalue of $L$ is simple, and $\operatorname{Null}(L)=\operatorname{Null}\left(L^{T}\right)=\operatorname{span}(\mathbf{1})$,
(3) $\operatorname{Null}(\bar{L})=\operatorname{Null}\left(\bar{L}^{T}\right)=\left\{\mathbf{1} \otimes \alpha: \alpha \in \mathbb{R}^{m}\right\}$, and
(4) $L$ and $\bar{L}$ share the same spectrum.

Proof. (1) Since $L$ is symmetric, all of its eigenvalues are real. According to [57, Theorem 10], they must be nonnegative real numbers.
(2) From [57, Theorem 9], the zero eigenvalue of $L$ is simple, and thus the right and left null spaces are one-dimensional. Observing that the column sums and row sums of $L$ are all zeros, we found that $\operatorname{Null}(L)=\operatorname{Null}\left(L^{T}\right)=\operatorname{span}(1)$.
(3) Since $\bar{L}(\mathbf{1} \otimes \alpha)=L \mathbf{1} \otimes \alpha=0$ and $\bar{L}^{T}(\mathbf{1} \otimes \alpha)=\bar{L}(\mathbf{1} \otimes \alpha)=0$, we know that

$$
\begin{equation*}
S \subset \operatorname{Null}(\bar{L})=\operatorname{Null}\left(\bar{L}^{T}\right), \tag{4.5}
\end{equation*}
$$

where $S=\left\{\mathbf{1} \otimes \alpha: \alpha \in \mathbb{R}^{m}\right\}$, and the equation holds as $\bar{L}$ is symmetric. Noting that

$$
\begin{equation*}
\operatorname{dim}(S)=m \tag{4.6}
\end{equation*}
$$

we know that $\operatorname{dim}(\operatorname{Null}(\bar{L}))=\operatorname{dim}\left(\operatorname{Null}\left(\bar{L}^{T}\right)\right) \geq m$.
By [40, Theorem 9], we have that

$$
\begin{equation*}
|\bar{L}|=|L|^{m}\left|I_{m}\right|^{n}=|L|^{m} \tag{4.7}
\end{equation*}
$$

By Lemma 3 (2), the algebraic multiplicity of $\bar{L}$ associated with zero eigenvalue is $m$, which implies that its geometric multiplicity is no greater than $m$, i.e.,

$$
\begin{equation*}
\operatorname{dim}(\operatorname{Null}(\bar{L}))=\operatorname{dim}\left(\operatorname{Null}\left(\bar{L}^{T}\right)\right) \leq m \tag{4.8}
\end{equation*}
$$

Therefore, we know that

$$
\begin{equation*}
\operatorname{dim}(\operatorname{Null}(\bar{L}))=\operatorname{dim}\left(\operatorname{Null}\left(\bar{L}^{T}\right)\right)=\operatorname{dim}(S) \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Null}(\bar{L})=\operatorname{Null}\left(\bar{L}^{T}\right)=S \tag{4.10}
\end{equation*}
$$

(4) Again, we have that

$$
\begin{equation*}
\left|\bar{L}-\lambda I_{n m}\right|=\left|L-\lambda I_{n}\right|^{m}\left|I_{m}\right|^{n}=\left|L-\lambda I_{n}\right|^{m} \tag{4.11}
\end{equation*}
$$

by [40, Theorem 9].
Under Assumptions 9 and 10, the following lemma shows that (4.2)) and (4.4)) have the same convergence rate.

Lemma 4. Assume Assumptions 9 and 10 hold. If the origin of (4.4) is exponentially stable, i.e.,

$$
\begin{equation*}
\left\|\left(q^{T}, l^{T}\right)^{T}\right\| \leq c_{1}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t} \tag{4.12}
\end{equation*}
$$

for some $c_{1} \geq 1$, all $t \geq 0$, and all $\left(q^{T}(0), l^{T}(0)\right)^{T} \in \mathbb{R}^{2 n m}$, then the virtual state $x$ in algorithm (4.2) converges to $1 \otimes x^{*}$ globally exponentially with rate no less than $\mu$, i.e.,

$$
\begin{equation*}
\left\|x-\boldsymbol{1} \otimes x^{*}\right\| \leq c_{2}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t} \tag{4.13}
\end{equation*}
$$

for some $c_{2} \geq 0$ and all $t \geq 0$, where $c_{2}$ relies on the initial value of (4.2), and $x^{*}$ is the optimal solution of problem (1.6).

Proof. Denote $\operatorname{Null}^{\perp}(\bar{L})$ by the orthogonal complement of $N u l l(\bar{L})$. For any $z \in \mathbb{R}^{n m}$, there exist
unique vectors $z_{p} \in \operatorname{Null} l^{\perp}(\bar{L})$ and $z_{o} \in \operatorname{Null}(\bar{L})$ such that $z=z_{p}+z_{o}$ as $\operatorname{Null^{\perp }(\overline {L})\oplus \operatorname {Null}(\overline {L})=}$ $\mathbb{R}^{n m}$.

Denote $\beta_{2}$ by $\lambda_{2}(L)$, which equals to $\lambda_{m+1}(\bar{L})$ by Lemma 3. It is also the smallest positive eigenvalue of $L$ and $\bar{L}$. Thus, $\left(\beta_{2}\right)^{2}=\lambda_{2}\left(L^{2}\right)=\lambda_{m+1}\left(\bar{L}^{2}\right)$ as $L$ and $\bar{L}$ are symmetric and positive semi-definite. By Courant-Fischer Theorem from [33], we know that

$$
\begin{align*}
\beta_{2}^{2} & =\max _{\left\{S \subset R^{n m}: \operatorname{dim} S=m n-m\right\}} \min _{\{z: 0 \neq z \in S\}} \frac{z^{T} \bar{L}^{2} z}{z^{T} z} \\
& =\max _{\left\{S \subset R^{n m}: \operatorname{dim} S=m n-m\right\}} \min _{\{z: 0 \neq z \in S\}} \frac{\left(z_{p}+z_{o}\right)^{T} \bar{L}^{2}\left(z_{p}+z_{0}\right)}{\left(z_{p}+z_{o}\right)^{T}\left(z_{p}+z_{o}\right)} \\
& \leq \max _{\left\{S \subset R^{n m}: \operatorname{dim} S=m n-m\right\}\{\{z: 0 \neq z \in S\}} \frac{\left(z_{p}\right)^{T} \bar{L}^{2} z_{p}}{\left(z_{p}\right)^{T} z_{p}}  \tag{4.14}\\
& =\min _{\left\{z: 0 \neq z \in \operatorname{Null} l^{\perp}(\bar{L})\right\}} \frac{z^{T} \bar{L}^{2} z}{z^{T} z}=\min _{\left\{z: 0 \neq z \in \text { Null} l^{\perp}(\bar{L})\right\}} \frac{\|\bar{L} z\|^{2}}{\|z\|^{2}} .
\end{align*}
$$

We can conclude that $x$ approaches the optimal solution exponentially:

$$
\begin{align*}
\left\|x-\mathbf{1} \otimes x^{*}\right\| & \underset{(4.14)}{\leq}\left\|\frac{1}{\beta \beta_{2}}\right\| l\|+\| \mathbf{1} \otimes\left(\bar{x}-x^{*}\right) \| \\
& \leq \frac{1}{n \sum_{i}\left(\bar{x}-x^{*}\right)_{i}^{2}} \\
& \leq \frac{1}{\beta \beta_{2}}\|l\|+\sqrt{n}\left\|\bar{x}-x^{*}\right\| \\
& \leq \frac{1}{\beta \beta_{2}}\|l\|+\frac{\sqrt{n}}{\mu}\|\nabla f(\bar{x})\|  \tag{4.15}\\
& \left(\begin{array}{l}
\text { (a) } \\
\hline
\end{array} \frac{1}{\beta \beta_{2}}\|l\|+\frac{\sqrt{n}}{\mu}\left(\left\|\nabla f(\bar{x})-\frac{1}{n} \sum_{i} \nabla f_{i}\left(x^{i}\right)\right\|+\left\|\frac{1}{n} \sum_{i} \nabla f_{i}\left(x^{i}\right)\right\|\right)\right. \\
& \leq \frac{1}{\mu}\left\|\delta_{x}\right\|+\frac{1}{n}\left\|\left(\mathbf{1} \otimes I_{m}\right)^{T} q\right\| \\
& \leq c_{2}\left\|+\frac{\sqrt{n} M}{\mu \beta \beta_{2}}\right\| l\left\|+\frac{1}{\sqrt{n}}\right\| q \| \\
& \leq c_{2}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t}(t \geq 0),
\end{align*}
$$

where $c_{2}=c_{1}\left(\frac{1}{\beta \beta_{2}}+\frac{\sqrt{n} M}{\mu \beta \beta_{2}}+\frac{1}{\sqrt{n}}\right), \bar{x}=\frac{1}{n} \sum_{i} x^{i}, \delta_{x}=x-\mathbf{1} \otimes \bar{x} \in \mathbb{R}^{m n}$ is the disagreement vector of $x$, and $(a)$ is implied by

$$
\begin{equation*}
\left\|\sum_{i} \nabla f_{i}\left(x^{i}\right)\right\|=\left\|\left(\mathbf{1} \otimes I_{m}\right)^{T} \nabla(x)\right\|=\left\|\left(\mathbf{1} \otimes I_{m}\right)^{T} q\right\| . \tag{4.16}
\end{equation*}
$$

The following is devoted to proving our first main result.

Theorem 9. Suppose that Assumptions 9 and 10 hold, $\beta$ satisfies

$$
\begin{equation*}
\beta \beta_{2}>\frac{\mu+M}{2} \tag{4.17}
\end{equation*}
$$

and there exist $D_{i}>0$ such that

$$
\begin{equation*}
D_{i} B_{i}+\left(B_{i}\right)^{T} D_{i}-I-\frac{(M-\mu)^{2}}{4}\left(D_{i}\right)^{2} \geq 0,2 \leq i \leq n, \tag{4.18}
\end{equation*}
$$

where $B_{i}=\left(\begin{array}{cc}\beta \beta_{i}+\frac{M-\mu}{2} & \beta \beta_{i} \\ -\beta \beta_{i} & -\mu\end{array}\right)$ and $\beta_{i}$ is the $i$-th largest eigenvalue of $L$. Let $x^{*}$ be the optimal solution of the problem (1.6). Then, the virtual state $x$ in algorithm (4.2) converges to $\boldsymbol{1} \otimes x^{*}$ globally exponentially with rate no less than $\mu$, i.e.,

$$
\begin{equation*}
\left\|x-\boldsymbol{1} \otimes x^{*}\right\| \leq c\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t} \tag{4.19}
\end{equation*}
$$

for all $t \geq 0,\left(x^{T}(0), v^{T}(0)\right)^{T} \in \mathbb{R}^{2 n m}$, where $l=\beta \bar{L} x, q=-\beta \bar{L} v-\beta \bar{L} x-\nabla(x)$, and $c>0$ is a constant.

Proof. Step 1. Before analyzing the convergence behavior of system (4.4), which is a nonconstant coefficient linear dynamical system, we will first consider the following linear dynamical comparison system with constant coefficient:

$$
\binom{\dot{q}}{i}=\left(\begin{array}{cc}
-\beta \bar{L}-\frac{\mu+M}{\bar{L}^{2}} I_{m n} & -\beta \bar{L}  \tag{4.20}\\
\beta
\end{array}\right)\binom{q}{l}=-B \otimes I_{m}\binom{q}{l},
$$

where $B=\left(\begin{array}{cc}\beta L+\frac{\mu+M}{2} I_{n} & \beta L \\ -\beta L & 0\end{array}\right)$.
We shall determine the locations of the eigenvalues of $B \otimes I_{m}$ by analyzing the determinants of $B-\lambda I_{m}$ and $B \otimes I_{m}-\lambda I_{n} \otimes I_{m}$. Let

$$
\begin{align*}
0 & =\left|\begin{array}{cc}
\beta L+\frac{\mu+M}{2} I_{n}-\lambda I_{n} & \beta L \\
-\beta L & -\lambda I_{n}
\end{array}\right| \\
& \stackrel{(a)}{=}\left|\lambda^{2} I_{n}-\lambda\left(\frac{\mu+M}{2} I_{n}+\beta L\right)+\beta^{2} L^{2}\right|  \tag{4.21}\\
& =\left|\left(S_{L}\right)^{T}\left(\lambda^{2} I_{n}-\lambda\left(\frac{\mu+M}{2} I_{n}+\beta D_{L}\right)+\beta^{2}\left(D_{L}\right)^{2}\right) S_{L}\right| \\
& \left.=\left|\left(S_{L}\right)^{T}\right| \left\lvert\, \lambda^{2}-\lambda\left(\frac{\mu+M}{2}+\beta D_{L}\right)+\beta^{2}\left(D_{L}\right)^{2}\right.\right)\left|\left|S_{L}\right|\right. \\
& =\Pi_{i=1}^{n}\left(\lambda^{2}-\lambda\left(\frac{\mu+M^{2}}{2}+\beta \beta_{i}\right)+\beta^{2}\left(\beta_{i}\right)^{2}\right)
\end{align*}
$$

where $\beta_{i}(1 \leq i \leq n)$ is the $i$-th largest eigenvalues of $L$, and the eigen-decomposition $L=$ $\left(S_{L}\right)^{T} D_{L} S_{L}$ holds for some diagonal matrix $D_{L}$ and orthogonal matrix $S_{L}$. The equation (a) follows the property

$$
\left|\begin{array}{ll}
A & B  \tag{4.22}\\
C & D
\end{array}\right|=|A D-B C| \text { if } C D=D C .
$$

from [71].
According Lemma 3 , it holds that $0=\beta_{1}<\beta_{2} \leq \ldots \leq \beta_{n}$. Assuming that $\beta$ satisfies the conditions (4.17), We can derive that the eigenvalues of $B$ are $0, \frac{\mu+M}{2}$, and $\frac{\mu+M}{4}+\frac{\beta \beta_{i}}{2}+i \sqrt{\left(\beta \beta_{i}\right)^{2}-\left(\frac{\mu+M}{4}+\frac{\beta \beta_{i}}{2}\right)^{2}}$ $(i=2, \ldots, n)$.

According to the results in [40, Theorem 9], we can obtain

$$
\begin{align*}
0 & =\left|B \otimes I_{m}-\lambda I_{n} \otimes I_{m}\right| \\
& =\left|\left(B-\lambda I_{n}\right) \otimes I_{m}\right|^{2 m n} \\
& =\left|B-\lambda I_{n}\right|^{m}\left|I_{m}\right|^{2 m n}  \tag{4.23}\\
& =\left|B-\lambda I_{n}\right|^{2} .
\end{align*}
$$

Therefore, the eigenvalues of $B \otimes I$ are also $0, \frac{\mu+M}{2}$, and $\frac{\mu+M}{4}+\frac{\beta \beta_{i}}{2}+i \sqrt{\left(\beta \beta_{i}\right)^{2}-\left(\frac{\mu+M}{4}+\frac{\beta \beta_{i}}{2}\right)^{2}}(i=$ $2, \ldots, n)$, and the algebraic multiplicities of eigenvalues 0 and $\frac{\mu+M}{2}$ are $m$.

In the following, we will rewrite the system (4.20) as an equivalent linear system with Hurwitz coefficient, of which the eigenvalues are the same as $-B \otimes I_{m}$ except for 0 .

Define the matrix $P \in \mathbb{O}^{n \times n}$ and $S=\operatorname{diag}(P, P) \in \mathbb{O}^{2 n \times 2 n}$, which is subject to

$$
P^{T} L P=\operatorname{diag}\left(\begin{array}{llll}
0 & \beta_{2} & \cdots & \beta_{n} \tag{4.24}
\end{array}\right)
$$

Therefore, the matrix $B$ can be decoupled into

$$
J^{*}=S^{T} B S=\left(\begin{array}{ccc|ccc}
\frac{\mu+M}{2} & & & & &  \tag{4.25}\\
& \ddots & & & \\
& & \beta \beta_{n}+\frac{\mu+M}{2} & & & \\
& & & & \\
& & \ddots & & & \\
& & -\beta \beta_{n} & &
\end{array}\right)
$$

Denote by a new variable

$$
\begin{equation*}
r^{*}=(S \otimes I)\binom{q}{l} \tag{4.26}
\end{equation*}
$$

then the system (4.20) is equivalent to

$$
\begin{equation*}
\dot{r}^{*}=\left(J^{*} \otimes I\right) r^{*} \tag{4.27}
\end{equation*}
$$

By Lemma 3 (2), we know that the first column of $P$ is $\frac{1}{\sqrt{n}} \mathbf{1}$, therefore, we know that

$$
\begin{equation*}
\left(r^{*}\right)^{n+1}=\left(\mathbf{1}^{T} \otimes I_{m}\right) l=\beta\left(\mathbf{1}^{T} L \otimes I_{m}\right) x=0 \tag{4.28}
\end{equation*}
$$

Equations (4.25) and (4.28) implies that $\left(r^{*}\right)^{n+1}$ and the $(n+1)$-th row and column of $J^{*}$ are trivial. Discarding these trivial entries, we obtain a reduced system of (4.20)

$$
\begin{equation*}
\dot{r}=-\left(J_{1} \otimes I_{m}\right) r \tag{4.29}
\end{equation*}
$$

In other words, $J_{1}$ is obtained by deleting the $(n+1)$-th column and row from $J^{*}$, and $r$ is obtained by deleting $\left(r^{*}\right)^{n+1}$ from $r^{*}$.

Considering that

$$
\begin{align*}
\operatorname{Null}(B \otimes I) & \subset \operatorname{Null}(A(x)), \\
\operatorname{Null}\left((B \otimes I)^{T}\right) & \subset \operatorname{Null}\left(A(x)^{T}\right), \tag{4.30}
\end{align*}
$$

for any $x \in \mathbb{R}^{n m}$, the $(m n+1)$-th to $(m n+m)$-th columns and rows of the block matrix $(S \otimes$ $I)^{T} A(x)(S \otimes I)$ are all trivial. By conducting the same transformation as we did on (4.20), the system (4.4) can be reduced to

$$
\begin{equation*}
\dot{r}=-J_{2}(x) r . \tag{4.31}
\end{equation*}
$$

Step 2. Now we will prove that there exists a constant positive definite matrix $P_{1}$ such that

$$
\begin{equation*}
0=P_{1}\left(J_{1}-\mu I\right)+\left(J_{1}-\mu I\right)^{T} P_{1}-I-\frac{(M-\mu)^{2}}{4}\left(P_{1}\right)^{2} \tag{4.32}
\end{equation*}
$$

where $I=I_{m(n-1)}$ for short.
Noticing that $-\left(J_{1}-\mu I\right)$ is a block Hurwitz matrix, the solution to the continuous-time Lyapunov equation $Q_{1}\left(J_{1}-\mu I\right)+\left(J_{1}-\mu I\right)^{T} Q_{1}=I$ is a unique positive definite block matrix
$Q_{1}=\operatorname{diag}\left(\frac{1}{M-\mu} I, Q_{11}\right)$, which admits

$$
\begin{equation*}
Q_{1}\left(J_{1}-\mu I\right)+\left(J_{1}-\mu I\right) Q_{1}-I-\frac{(M-\mu)^{2}}{4}\left(Q_{1}\right)^{2} \leq 0 \tag{4.33}
\end{equation*}
$$

Let $D_{i}=\left(\begin{array}{ll}\left(D_{i}\right)_{11} & \left(D_{i}\right)_{12} \\ \left(D_{i}\right)_{21} & \left(D_{i}\right)_{2} 2\end{array}\right)$ and

$$
Q_{2}=\left(\begin{array}{c|ccc|ccc}
\frac{2}{M-\mu} & & & & & &  \tag{4.34}\\
& \left(D_{2}\right)_{11} & & & \left(D_{2}\right)_{12} & & \\
& & \ddots & & & \ddots & \\
& & & \left(D_{n}\right)_{11} & & & \left(D_{n}\right)_{12} \\
\hline & \left(D_{2}\right)_{21} & & & \left(D_{2}\right)_{22} & & \\
& & \ddots & & & \ddots & \\
& & & \left(D_{n}\right)_{21} & & & \left(D_{n}\right)_{22}
\end{array}\right) .
$$

For any $h, g \in \mathbb{R}^{m(n-1)}$ and any $f \in \mathbb{R}$, we have that

$$
\begin{align*}
& \left(\begin{array}{lll}
f & h^{T} & g^{T}
\end{array}\right) Q_{2}\left(\begin{array}{l}
f \\
h \\
g
\end{array}\right)  \tag{4.35}\\
= & \frac{2}{M-\mu} f^{2}+\sum_{i=1}^{n-1}\left(\begin{array}{ll}
h_{i} & g_{i}
\end{array}\right) D_{i+1}\binom{h_{i}}{g_{i}} \geq 0,
\end{align*}
$$

where the equality occurs only if $f, h, g$ are trivial. Therefore, $Q_{2}$ is positive definite.
For any $h, g \in \mathbb{R}^{m(n-1)}$ and any $f \in \mathbb{R}$, define $f h g=\left(\begin{array}{lll}f & h^{T} & g^{T}\end{array}\right)^{T}$, and we have that

$$
\begin{align*}
& f h g^{T}\left(Q_{2}\left(J_{1}-\mu I\right)+\left(J_{1}-\mu I\right) Q_{2}-I-\frac{(M-\mu)^{2}}{4}\left(Q_{2}\right)^{2}\right) f h g \\
= & \sum_{i=2}^{n}\left(\begin{array}{ll}
h_{i} & g_{i}
\end{array}\right)\left(D_{i} B_{i}+\left(B_{i}\right)^{T} D_{i}-I-\frac{(M-\mu)^{2}}{4}\left(D_{i}\right)^{2}\right)\binom{h_{i}}{g_{i}}  \tag{4.36}\\
\geq & 0,
\end{align*}
$$

which implies that

$$
\begin{equation*}
Q_{2}\left(J_{1}-\mu I\right)+\left(J_{1}-\mu I\right) Q_{2}-I-\frac{(M-\mu)^{2}}{4}\left(Q_{2}\right)^{2} \geq 0 \tag{4.37}
\end{equation*}
$$

According to [1, Theorem 4.1.14], equation (4.32) has at least one positive definite Hermitian solution.

Step 3. This step will focus on analyzing the convergence behavior of system (4.31), which will be compared with (4.29).

Take a Lyapunov function $V=r^{T} P_{2}(t) r$, where $P_{2}(0)=P_{1}$ and $P_{2}$ updates according to

$$
\begin{equation*}
\dot{P}_{2}=P_{2}\left(J_{2}-\mu I\right)+\left(J_{2}-\mu I\right)^{T} P_{2}, \tag{4.38}
\end{equation*}
$$

then, the derivative of the function $V$ along system (4.4) is given as

$$
\begin{align*}
\dot{V} & =r^{T}\left(-P_{2} J_{2}-J_{2}^{T} P_{2}+\dot{P}_{2}\right) r  \tag{4.39}\\
& =-2 \mu V,
\end{align*}
$$

which gives $V(t)=V(0) e^{-2 \mu t}$.
In view of the facts that

$$
\begin{equation*}
\frac{\mu-M}{2} I_{2 m n} \leq A(x)-B \otimes I_{m} \leq \frac{M-\mu}{2} I_{2 m n}, \tag{4.40}
\end{equation*}
$$

it can be recognized that

$$
\begin{equation*}
0 \leq\left(\left(S \otimes I_{m}\right)^{T}\left(A(x)-B \otimes I_{m}\right)\left(S \otimes I_{m}\right)\right)^{2} \leq \frac{(M-\mu)^{2}}{4} I_{2 m n} \tag{4.41}
\end{equation*}
$$

Define $\Delta J=J_{2}-J_{1} \otimes I_{m}$. By step 1 , it can be checked that $\Delta J$ and $(\Delta J)^{2}$ are symmetric diagonal block matrices, and they are minors of $\left(S \otimes I_{m}\right)^{T}\left(A(x)-B \otimes I_{m}\right)\left(S \otimes I_{m}\right)$ and $\left(S \otimes I_{m}\right)^{T}(A(x)-$ $\left.B \otimes I_{m}\right)^{2}\left(S \otimes I_{m}\right)$. Equation (4.41) gives that

$$
\begin{equation*}
(\Delta J)^{2} \leq \frac{(M-\mu)^{2}}{4} I_{m(2 n-1)} \tag{4.42}
\end{equation*}
$$

and we can derive that

$$
\begin{align*}
& \left(\begin{array}{cc}
I & \Delta J \\
\Delta J & \frac{(M-\mu)^{2}}{4} I
\end{array}\right)=\left(\begin{array}{cc}
I & \frac{4}{(M-\mu)^{2}} \Delta J \\
0 & I
\end{array}\right)  \tag{4.43}\\
& \left(\begin{array}{cc}
I-\frac{4}{(M-\mu)^{2}}(\Delta J)^{2} & 0 \\
0 & \frac{(M-\mu)^{2}}{4} I
\end{array}\right)\left(\begin{array}{cc}
I & \frac{4}{(M-\mu)^{2}} \Delta J \\
0 & I
\end{array}\right)^{T} \geq 0 .
\end{align*}
$$

According to [1, Theorem 4.1.4], the inequality

$$
\begin{align*}
(J H)_{1} & =\left(\begin{array}{cc}
I & -\left(J_{1}-\mu I\right)^{T} \\
-\left(J_{1}-\mu I\right) & \frac{(M-\mu)^{2}}{4} I
\end{array}\right)  \tag{4.44}\\
\geq \quad(J H)_{2} & =\left(\begin{array}{cc}
0 & -\left(J_{2}-\mu I\right)^{T} \\
-\left(J_{2}-\mu I\right) & 0
\end{array}\right),
\end{align*}
$$

which is directly derived from (4.43), implies that $P_{2}(t) \geq P_{1}$ on $[0, \infty)$. Therefore, we have that

$$
\begin{align*}
& \lambda_{\min }\left(P_{1}\right)\|r\|^{2} \leq r^{T} P_{1} r \\
\leq & r^{T} P_{2}(t) r=V(t) \leq V(0) e^{-2 \mu t} \\
\leq & \lambda_{\max }\left(P_{1}\right)\|r(0)\|^{2} e^{-2 \mu t}=\lambda_{\max }\left(P_{1}\right)\left\|r^{*}(0)\right\|^{2} e^{-2 \mu t}  \tag{4.45}\\
\leq & \lambda_{\max }\left(P_{1}\right)\|(S \otimes I)\|^{2}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\|^{2} e^{-2 \mu t} \\
\leq & \lambda_{\max }\left(P_{1}\right)\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\|^{2} e^{-2 \mu t}
\end{align*}
$$

and thus

$$
\begin{align*}
& \left\|\left(q^{T} l^{T}\right)^{T}\right\| \leq\|S \otimes I\|\left\|r^{*}\right\|  \tag{4.46}\\
= & \|S \otimes I\|\|r\|=\|r\| \\
\leq & C_{1}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t}
\end{align*}
$$

for all $t \geq 0$, where $C_{1}=\sqrt{\lambda_{\text {max }}\left(P_{1}\right) / \lambda_{\text {min }}\left(P_{1}\right)}$.
Combining the above inequality with Lemma 2, we complete the proof.
Remark 8. A sufficient condition for (4.18) is that $\beta$ is sufficiently large. Since we assume that $\beta \beta_{i}>\frac{M+\mu}{2}, 2 \leq i \leq n,-D_{i}$ is a Hurwitz matrix. For each $2 \leq i \leq n$, the continuous-time Lyapunov equation $d_{i} B_{i}+\left(B_{i}\right)^{T} d_{i}=I$ has a unique solution. Since $\frac{M}{4}-\frac{3 \mu}{4}+\frac{\beta \beta_{i}}{2}>0(i=2, \ldots, n)$ are the real parts of the eigenvalues of $B_{i}$, every entry of $e^{-B_{i} t}$ is bounded by a linear combination of $t^{k} e^{-\left(\frac{M}{4}-\frac{3 \mu}{4}+\frac{\beta \beta_{i}}{2}\right) t}$, where $k$ is some nonnegative integer. Due to the fact that $\int_{0}^{\infty} t^{k} e^{-a t} d t=\frac{k!}{a^{k+1}}$ for all nonnegative integer $k$ and $a>0$, the positive definite matrix

$$
\begin{equation*}
d_{i}=\int_{0}^{\infty} e^{-\left(B_{i}\right)^{T} t} e^{-B_{i} t} d t \tag{4.47}
\end{equation*}
$$

and its eigenvalues would vanish as $\beta$ goes to infinity. When $\beta>0$ is sufficiently large such that

$$
\begin{equation*}
\lambda_{\max }\left(d_{i}\right) \leq \frac{1}{M-\mu} \tag{4.48}
\end{equation*}
$$

we can find a number $c=\frac{2}{(M-\mu)^{2} \lambda_{\max }^{2}\left(D_{i}\right)}>0$ such that

$$
\begin{equation*}
-c^{2} \frac{(M-\mu)^{2}}{4} \lambda_{\max }^{2}\left(d_{i}\right)+c-1 \geq 0 \tag{4.49}
\end{equation*}
$$

Letting $D_{i}=c d_{i}$, we know that

$$
\begin{align*}
& D_{i} B_{i}+\left(B_{i}\right)^{T} D_{i}-I_{2}-\frac{(M-\mu)^{2}}{4}\left(D_{i}\right)^{2} \\
\geq \quad & -c^{2} \frac{(M-\mu)^{2}}{4} \lambda_{\max }^{2}\left(d_{i}\right) I_{2}+c I_{2}-I_{2} \geq 0 \tag{4.50}
\end{align*}
$$

Remark 9. In [98], a distributed continuous-time algorithm that achieves the same convergence rate of the centralized gradient descent method was proposed. The iteration of the algorithm begins with an arbitrary $x(0)$ and $s_{i}=\nabla f_{i}\left(x^{i}(0)\right)$ and has the following update rule

$$
\begin{align*}
& \dot{x}=-\beta \bar{L} x-s \\
& \dot{s}=-\beta \bar{L} s+\nabla^{2}(x) \dot{x}=-\beta \bar{L} s+\nabla^{2}(x)(-\beta \bar{L} x-s), \tag{4.51}
\end{align*}
$$

where $\nabla^{2}(x)=\operatorname{diag}\left(\nabla^{2} f_{1}\left(x_{1}\right), \ldots, \nabla^{2} f_{n}\left(x_{n}\right)\right)$ is a term involving the Hessian matrices of the local objective functions. The proposed algorithm improves upon the algorithm in [98] by removing the dependence of these Hessian matrices. It is interesting to note that the proof technique in this section can also be used to analyze algorithm (4.51) above. To see this, define $l=\beta \bar{L} x, q=\dot{x}$. Then the above system can be reduced to

$$
\binom{\dot{q}}{i}=\left(\begin{array}{cc}
-2 \beta \bar{L}-\nabla^{2}(x) & -\beta \bar{L}  \tag{4.52}\\
\beta \bar{L} & 0
\end{array}\right)\binom{q}{l} .
$$

Similar to the proof of Theorem 9, it can be verified that the state $x$ in (4.51) converges exponentially with rate no less than $\mu$ if $\beta$ is sufficiently large.

### 4.3.2 Convergence Analysis under Strictly Convex Cost Function

With a weaker assumption, we provide a locally exponential convergence result for the algorithm (4.2). As in the previous section, we will first construct the relationship between (4.4) and (4.2), analyze the auxiliary system (4.4), and conclude the local exponential convergence of the system (4.2). Additionally, we will discuss the global asymptotic convergence of the system (4.2) as a separate part.

The following lemma shows that the system (4.2) converges as (4.4) converges and that they have the same local convergence behavior, similar to Lemma 4.

Proposition 3. Assume that Assumptions 10 and 11 hold. The states $q$ and $l$ were defined in the last section. Consider a trajectory of (4.2) starting from $\left(x^{T}(0), v^{T}(0)\right)^{T}$. Let $x^{*}$ be the optimal solution to (1.6).
(1) The state $\left(q^{T}, l^{T}\right)^{T}$ in (4.4) tends to zero if and only if $\left(x^{T}, v^{T}\right)^{T}$ in (4.2) tends to $((\mathbf{1} \otimes$ $\left.\left.x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}$, i.e.,

$$
\begin{equation*}
\lim _{\substack{x \rightarrow \mathbf{1} \otimes x^{*} \\ v \rightarrow v^{*}}}\binom{q}{l}=\binom{0}{0}, \tag{4.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\substack{q \rightarrow 0 \\ l \rightarrow 0}}\binom{x}{v}=\binom{\mathbf{1} \otimes x^{*}}{v^{*}} \tag{4.54}
\end{equation*}
$$

where $v^{*}$ is uniquely determined by $\beta \bar{L} v^{*}=-\nabla\left(\mathbf{1} \otimes x^{*}\right)$ and $\sum_{i}\left(v^{*}\right)_{i}=\sum_{i} v^{i}(0)$.
(2) Suppose that the origin of (4.4) is locally exponentially stable, i.e., there exists $r_{1}>0$ such that

$$
\begin{equation*}
\left\|\left(q^{T}, l^{T}\right)^{T}\right\| \leq c_{1}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t} \tag{4.55}
\end{equation*}
$$

for some $c_{1} \geq 1$, all $t \geq 0$, and all $\left(q^{T}(0), l^{T}(0)\right)^{T} \in B\left(0, r_{1}\right)$. If there exists $r_{4}>0$ such that $\left(x^{T}(0), v^{T}(0)\right)^{T}$ lies in $B\left(\left(\left(\mathbf{1} \otimes x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}, r_{4}\right)$, then,

$$
\begin{align*}
& \left\|\left(\left(x-\boldsymbol{1} \otimes x^{*}\right)^{T},\left(v-v^{*}\right)^{T}\right)^{T}\right\|  \tag{4.56}\\
\leq & c_{3}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t}
\end{align*}
$$

for all $t \geq 0$, where $c_{3}>0$ relies on $x(0)$ and $v(0)$.
Proof. (1) ( $\Longrightarrow$ ) Assume that $q, l \rightarrow 0$ holds throughout the $\Longrightarrow$ part.
Step 1. Recall that

$$
\begin{align*}
& q=-v-\beta \bar{L} x-\nabla(x)  \tag{4.57}\\
& l=\beta \bar{L} x .
\end{align*}
$$

It immediately follows from (4.15) and (4.16) that

$$
\begin{equation*}
\sum_{i} \nabla f_{i}\left(x^{i}\right) \rightarrow 0 \text { and } x \rightarrow \mathbf{1} \otimes \bar{x} \tag{4.58}
\end{equation*}
$$

which imply that $\nabla f_{i}\left(x^{i}\right) \rightarrow \nabla f_{i}(\bar{x})$ since $\nabla f_{i}(i \in X)$ are continuous globally. That is to say, it can be derived that

$$
\begin{equation*}
\nabla f(\bar{x})=\sum_{i} \nabla f_{i}(\bar{x}) \rightarrow 0 \text { and } x \rightarrow \mathbf{1} \otimes \bar{x} \tag{4.59}
\end{equation*}
$$

In view of the continuity of $\nabla f$ and the strict convexity of $f$, we know that $\bar{x} \rightarrow x^{*}$ and $x \rightarrow \mathbf{1} \otimes x^{*}$.

Step 2. Next, it will be proved that there exists a unique $v^{*}$ satisfying

$$
\begin{equation*}
\beta \bar{L} v^{*}=-\nabla\left(\mathbf{1} \otimes x^{*}\right) \text { and } \sum_{i}\left(v^{*}\right)_{i}=\sum_{i} v^{i}(0) . \tag{4.60}
\end{equation*}
$$

The complete solution to $\beta \bar{L} v^{*}=-\nabla\left(\mathbf{1} \otimes x^{*}\right)$ is

$$
\begin{equation*}
v^{*}=v_{s}+v_{g}, \tag{4.61}
\end{equation*}
$$

where $v_{s}$ is the special solution and $v_{g} \in \operatorname{Null}(\bar{L})$. Take $v_{g}=\mathbf{1} \otimes\left(\frac{1}{n} \sum_{i} v^{i}(0)-\frac{1}{n} \sum_{i}\left(v_{s}\right)^{i}\right) \in \operatorname{Null}(\bar{L})$, then

$$
\begin{equation*}
\sum_{i}\left(v^{*}\right)^{i}=\sum_{i}\left(v_{s}\right)^{i}+\left(\sum_{i} v^{i}(0)-\sum_{i}\left(v_{s}\right)^{i}\right)=\sum_{i} v^{i}(0) . \tag{4.62}
\end{equation*}
$$

We will prove the uniqueness of $v^{*}$. Assume that there are $v^{*} \neq w^{*}$ that satisfy condition (4.60). Define $\delta_{v}^{*}=v^{*}-w^{*}$, which satisfies $\sum_{i}\left(\delta_{v}^{*}\right)_{i}=0$. We can derive that

$$
\begin{equation*}
\left\|\delta_{v}^{*}\right\| \stackrel{(4.14)}{\leq} \frac{1}{\beta \beta_{2}}\left\|\beta \bar{L} \delta_{v}^{*}\right\|=\frac{1}{\beta \beta_{2}}\left\|\beta \bar{L} v^{*}-\beta \bar{L} w^{*}\right\|=0 \tag{4.63}
\end{equation*}
$$

which contradicts our assumption.
Step 3. Define $\delta_{v}=v-v^{*}$, which satisfies $\sum_{i}\left(\delta_{v}\right)_{i}=0$. We know that

$$
\begin{align*}
& \left\|\delta_{v}\right\| \stackrel{(4.14)}{\leq} \frac{1}{\beta \beta_{2}}\left\|\beta \bar{L} \delta_{v}\right\| \\
= & \frac{1}{\beta \beta_{2}}\left\|\beta \bar{L} v+\nabla\left(\mathbf{1} \otimes x^{*}\right)\right\|  \tag{4.64}\\
\leq & \frac{1}{\beta \beta_{2}}\|q+l\|+\frac{1}{\beta \beta_{2}}\left\|\nabla(x)-\nabla\left(\mathbf{1} \otimes x^{*}\right)\right\| \xrightarrow{(a)} 0,
\end{align*}
$$

where $(a)$ is due to the continuity of $\nabla(\cdot), q, l \rightarrow 0$, and $x \rightarrow \mathbf{1} \otimes x^{*}$,
$(\Longleftarrow)$ Given that $v \rightarrow v^{*}$ as well as $x \rightarrow \mathbf{1} \otimes x^{*}$.
First, it can be checked that

$$
\begin{align*}
& \|l\|=\|\beta \bar{L} x\| \\
= & \left\|\beta \bar{L}\left(x-\mathbf{1} \otimes x^{*}\right)\right\|  \tag{4.65}\\
\leq & |\beta|\|\bar{L}\|\left\|x-\mathbf{1} \otimes x^{*}\right\| \rightarrow 0 .
\end{align*}
$$

By the continuity of $\nabla$, we know that

$$
\begin{array}{ll} 
& \|q+l\|=\|\beta \bar{L} v+\nabla(x)\| \\
\leq & \left\|\nabla(x)-\nabla\left(\mathbf{1} \otimes x^{*}\right)\right\|+\left\|\beta \bar{L} v-\beta \bar{L} v^{*}\right\|  \tag{4.66}\\
\leq & \left\|\nabla(x)-\nabla\left(\mathbf{1} \otimes x^{*}\right)\right\|+\beta\|\bar{L}\|\left\|v-v^{*}\right\| \\
\rightarrow & 0+0=0
\end{array}
$$

Thus,

$$
\begin{equation*}
\|q\| \leq\|q+l\|+\|l\| \rightarrow 0 \tag{4.67}
\end{equation*}
$$

as $\left(x^{T}, v^{T}\right)^{T} \rightarrow\left(\left(\mathbf{1} \otimes x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}$.
(2) According to the part (1), there exists some $r_{2}>0$ such that $\left\|x-\mathbf{1} \otimes x^{*}\right\|^{2}+\left\|v-v^{*}\right\|^{2} \leq$ $\left(r_{2}\right)^{2}$ implies $\|q\|^{2}+\|l\|^{2} \leq\left(r_{1}\right)^{2}$. There exists some $r_{3}>0$ such that $\|q\|^{2}+\|l\|^{2} \leq\left(r_{3}\right)^{2}$ implies $\left\|x-\mathbf{1} \otimes x^{*}\right\|^{2}+\left\|v-v^{*}\right\|^{2} \leq\left(r_{2}\right)^{2}$. There exists some $r_{4}>0$ such that $\left\|x-\mathbf{1} \otimes x^{*}\right\|^{2}+\left\|v-v^{*}\right\|^{2} \leq$ $\left(r_{4}\right)^{2}$ implies $\|q\|^{2}+\|l\|^{2} \leq\left(r_{3} / c_{1}\right)^{2}$.

By our assumption, all positive trajectories of (4.4) starting from $\left(q^{T}(0), l^{T}(0)\right) \in B\left(0, r_{3} / c_{1}\right)$ lie in $B\left(0, r_{3}\right)$. Thus, all positive trajectories of (4.2) starting from $\left(x^{T}(0), v^{T}(0)\right)^{T} \in B(((\mathbf{1} \otimes$ $\left.\left.\left.x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}, r_{4}\right)$ stay in $B\left(\left(\left(\mathbf{1} \otimes x^{*}\right)^{T}, v^{T}\right)^{T}, r_{2}\right)$.

For all $\left\|x-\mathbf{1} \otimes x^{*}\right\|^{2}+\left\|v-v^{*}\right\|^{2} \leq\left(r_{2}\right)^{2}$, the average $\bar{x}=\frac{1}{n} \sum_{i} x^{i}$ lies in the compact set $B\left(x^{*}, r_{2}\right)$. By Assumption $9, \nabla^{2} f>0$ on the compact set $B\left(x^{*}, r_{2}\right)$. Therefore, there exists $\mu^{\prime}>0$ such that $\nabla^{2} f(\bar{x})>\mu^{\prime} I$ for all $\bar{x} \in B\left(x^{*}, r_{2}\right)$. For all $x$ in the compact set $B\left(\mathbf{1} \otimes x^{*}, r_{2}\right)$, there exists $M^{\prime}>0$ such that $\nabla^{2}(x)<M^{\prime} I$, which implies that all gradients of the local objective functions $\nabla f_{i}(i \in X)$ are $M^{\prime}$-Lipschitz on $B\left(\mathbf{1} \otimes x^{*}, r_{2}\right)$.

If $c_{2}$ in (4.15) is replaced by $c_{2}=c_{1}\left(\frac{1}{\beta \beta_{2}}+\frac{\sqrt{n} M^{\prime}}{\mu^{\prime} \beta \beta_{2}}+\frac{1}{\sqrt{n}}\right),(4.15)$ would also hold for $\left(x^{T}, v^{T}\right)^{T} \in$ $B\left(\left(\left(\mathbf{1} \otimes x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}, r_{2}\right)$ here.

Denote by the disagreement vector $\delta_{v}=v-v^{*}$. Since

$$
\begin{align*}
\sum_{i} \dot{v}^{i} & =\left(\mathbf{1} \otimes I_{m}\right)^{T} \dot{v} \\
& =\left(\mathbf{1} \otimes I_{m}\right)^{T}\left(\beta L \otimes I_{m}\right) x  \tag{4.68}\\
& =\beta\left(\mathbf{1}^{T} L \otimes I_{m}\right) x=0
\end{align*}
$$

we can derive that $\sum_{i}\left(\delta_{v}\right)^{i}=0$. It can be derived that

$$
\begin{align*}
& \left\|\delta_{v}\right\| \stackrel{(4.14)}{\leq} \frac{1}{\beta_{2}}\left\|\bar{L} \delta_{v}\right\| \\
= & \frac{1}{\beta \beta_{2}}\left\|\beta \bar{L} v+\nabla\left(\mathbf{1} \otimes x^{*}\right)\right\| \\
\leq & \frac{1}{\beta \beta_{2}}\|\beta \bar{L} v+\nabla(x)\|+\frac{1}{\beta \beta_{2}}\left\|\nabla(x)-\nabla\left(\mathbf{1} \otimes x^{*}\right)\right\|  \tag{4.69}\\
\leq & \frac{1}{\beta \beta_{2}}\|q+l\|+\frac{M^{\prime}}{\beta \beta_{2}}\left\|x-\mathbf{1} \otimes x^{*}\right\| \\
\leq & \frac{1}{\beta \beta_{2}}\|q\|+\frac{1}{\beta \beta_{2}}\|l\|+\frac{M^{\prime}}{\beta \beta_{2}} c_{2}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t} \\
\leq & \left(\frac{2 c_{1}}{\beta \beta_{2}}+\frac{M^{\prime}}{\beta \beta_{2}} c_{2}\right)\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t}(t \geq 0) .
\end{align*}
$$

In conclusion, it is verified that

$$
\begin{align*}
& \left\|\left(\left(x-\mathbf{1} \otimes x^{*}\right)^{T},\left(v-v^{*}\right)^{T}\right)^{T}\right\| \\
\leq & \sqrt{\left(c_{2}\right)^{2}+\left(\frac{2 c_{1}}{\beta \beta_{2}}+\frac{M^{\prime}}{\beta \beta_{2}} c_{2}\right)^{2}}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t}(t \geq 0) \tag{4.70}
\end{align*}
$$

holds for all trajectories starting from $B\left(\left(\left(\mathbf{1} \otimes x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}, r_{4}\right)$.
Lemma 5. Assume that Assumptions 10 and 11 hold. For all $z_{i} \in \mathbb{R}^{m}(i \in X)$ and $\beta>0$, the symmetric matrix $\hat{L}=\beta \bar{L}+\nabla^{2}(z)$ is positive definite if $\nabla^{2}(z) \neq 0$, where $z=\left(z_{1}^{T}, \ldots, z_{n}^{T}\right)^{T}$.

Proof. Let $v=\left(v_{1}^{T}, \ldots, v_{n}^{T}\right)^{T}$ be a real vector in $\mathbb{R}^{m n}$, where $v^{i} \in \mathbb{R}^{m}(i=1, \ldots, n)$. Since

$$
\begin{equation*}
v^{T} \hat{L} v=v^{T} \beta \bar{L} v+v^{T} \nabla^{2}(z) v \geq 0 \tag{4.71}
\end{equation*}
$$

holds for any $z \in \mathbb{R}^{m}$, the matrix $\hat{L}$ is positive semi-definite.
Assuming that $v^{T} \hat{L} v=0$, we have

$$
\begin{align*}
& v^{T} \beta \bar{L} v=0 \\
& \left(v^{i}\right)^{T} \nabla^{2} f_{i}\left(z_{i}\right) v^{i}=0,(i=1, \ldots, n) \tag{4.72}
\end{align*}
$$

Assumption 9 implies that there exists some $j \in X$ such that $\nabla^{2} f_{j}\left(z_{j}\right)>0$, therefore, the second line of (4.72) indicates that $v_{j}=0$. From Lemma 3, the first line of (4.72) indicates that all $v^{i}$ are the same vector. We can conclude that $v^{T} \hat{L} v=0$ occurs only when $v=0$.

Lemma 6. Let Assumption 2 holds. If a variable is of the form $z_{1}=\bar{L} z_{2} \in \mathbb{R}^{n m}$, where $z_{2} \in \mathbb{R}^{n m}$, then the following are equivalent:
(1) $z_{1}$ reaches consensus.
(2) $z_{2}$ reaches consensus.
(3) $z_{1}$ is zero.

Proof. (1) $\Longrightarrow$ (2): Let $z_{1}$ reach consensus. Then, there exists $z_{3} \in \mathbb{R}^{m}$ such that $z_{1}=\bar{L} z_{2}=$ $1 \otimes z_{3}$. Therefore, we obtain

$$
\begin{align*}
0 & =\left(\mathbf{1}^{T} \otimes I_{m}\right)\left(L \otimes I_{m}\right) z_{2} \\
& =\left(\mathbf{1}^{T} \otimes I_{m}\right)\left(\mathbf{1} \otimes z_{3}\right)  \tag{4.73}\\
& =n z_{3},
\end{align*}
$$

which implies $z_{1}=\bar{L} z_{2}=0$, and thus $z_{2}$ reaches consensus by Lemma 3 (3).
$(2) \Longrightarrow(3) \Longrightarrow(1)$ : Assume that $z_{2}$ reaches consensus. By Lemma 3 (3), we know that $z_{1}=0$, and it is trivial that $z_{1}$ reaches consensus as well.

The following is devoted to proving our second main result.
Theorem 10. Assume that Assumptions 10 and 11 hold. Consider a trajectory of (4.2) starting from $\left(x^{T}(0), v^{T}(0)\right)^{T} \in \mathbb{R}^{2 m n}$. Let $x^{*}$ be the optimal solution to (1.6).
(1) The trajectory converges to some equilibrium $\left(\left(\mathbf{1} \otimes x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}$ globally asymptotically, i.e.,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\binom{x}{v}=\binom{1 \otimes x^{*}}{v^{*}} \tag{4.74}
\end{equation*}
$$

(2) The trajectory converges to some equilibrium $\left(\left(\mathbf{1} \otimes x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}$ locally exponentially with rate no less than $\mu=J-\varepsilon$, where $J$ is the smallest positive real part in the spectrum of

$$
A\left(\mathbf{1} \otimes x^{*}\right)=\left(\begin{array}{cc}
\beta \bar{L}+\nabla^{2}\left(\boldsymbol{1} \otimes x^{*}\right) & -\beta \bar{L}  \tag{4.75}\\
\beta \bar{L} & 0
\end{array}\right)
$$

$\varepsilon$ is an arbitrarily constant in $(0, J)$, and $\beta$ is an arbitrary positive constant. That is to say, there exists some positive constant $r$ such that

$$
\begin{equation*}
\left\|\left(\left(x-\boldsymbol{1} \otimes x^{*}\right)^{T},\left(v-v^{*}\right)^{T}\right)^{T}\right\| \leq c\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t} \tag{4.76}
\end{equation*}
$$

for all $t \geq 0,\left(x^{T}(0), v^{T}(0)\right)^{T} \in B\left(\left(\left(\mathbf{1} \otimes x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}, r\right)$, where $l=\beta \bar{L} x, q=-\beta \bar{L} v-\beta \bar{L} x-$ $\nabla(x)$, and $c>0$ is a constant.

Proof. (1) Denote by $V=\frac{1}{2}\|q\|^{2}+\frac{1}{2}\|l\|^{2}$ a Lyapunov function. After taking derivative, we obtain
that

$$
\begin{align*}
\dot{V} & =q^{T} \dot{q}+l^{T} \dot{l} \\
& =\binom{q}{l}^{T}\left(\begin{array}{cc}
-\nabla^{2}(x)-\beta \bar{L} & -\beta \bar{L} \\
\beta \bar{L} & 0
\end{array}\right)\binom{q}{l}  \tag{4.77}\\
& =-q^{T}\left(\nabla^{2}(x)+\beta \bar{L}\right) q \leq 0
\end{align*}
$$

Now we will prove that $\nabla^{2}(x) \neq 0$ in $E=\{x: \dot{V}=0\} \subset\{x: q$ reaches consensus $\}$. Consider a trajectory in $E$ reaches a point $x$ where $\nabla^{2}(x)=0$. By Lemma 6 , we know that the related $q$ and $\dot{q}=-\beta \bar{L} l-\beta \bar{L} q=-\beta \bar{L} l$ reach consensus, which means that $l$ has to reach consensus and $\dot{q}=0$. Again, using Lemma 6, we know that $l=\beta \bar{L} x$ has to be zero and $x$ reaches consensus, which contradicts with our assumption that $\nabla^{2}(x)=0$.

By LaSalle's Invariance Principle, the solution will asymptotically approach the largest invariant set in $E=\{x: \dot{V}=0\}$. Lemma 5 and Assumption 9 imply that $E=\{q=0\}$. For any trajectory in $E, \dot{q}=-\beta \bar{L} l=0$, which implies that $l$ reaches consensus by Lemma 6. Again, using Lemma 6, we know that $l=\beta \bar{L} x$ is zero. Therefore, we can conclude that $E=\{q=l=0\}$.

According to Proposition 3 (1), the state $\left(x^{T}, v^{T}\right)^{T}$ in the system (4.2) converges to $((\mathbf{1} \otimes$ $\left.\left.x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}$ globally asymptotically.
(2) We now prove exponential convergence analysis for (4.2), which completes this proof.

Step 1. Similar to the above proof, we will first discuss the following comparison system:

$$
\binom{\dot{q}}{\dot{l}}=-\left(\begin{array}{cc}
\beta \bar{L}+\nabla^{2}\left(\mathbf{1} \otimes x^{*}\right) & -\beta \bar{L}  \tag{4.78}\\
\beta \bar{L} & 0
\end{array}\right)\binom{q}{l}=-A\left(\mathbf{1} \otimes x^{*}\right)\binom{q}{l},
$$

where $x^{*}$ is the optimal solution of problem (1.6), and $A\left(\mathbf{1} \otimes x^{*}\right)=\left(\begin{array}{cc}\beta \bar{L}+\nabla^{2}\left(\mathbf{1} \otimes x^{*}\right) & -\beta \bar{L} \\ \beta \bar{L} & 0\end{array}\right)$.
Part 1. In this part, we shall discuss the locations of the eigenvalues of $A\left(\mathbf{1} \otimes x^{*}\right)$.
Set a Lyapunov function $V=\frac{1}{2}\left(\|q\|^{2}+\|l\|^{2}\right)$, then $\dot{V}$ along system (4.78) gives

$$
\begin{align*}
\dot{V}(q, l) & =\dot{q}^{T} q+\dot{l}^{T} l \\
& =q^{T}\left(-\beta \bar{L}-\nabla^{2}\left(\mathbf{1} \otimes x^{*}\right)\right) q  \tag{4.79}\\
& \leq 0
\end{align*}
$$

Also, we know that the solution to (4.78) is

$$
\begin{equation*}
\binom{q}{l}=e^{-A\left(\mathbf{1} \otimes x^{*}\right) t}\binom{q(0)}{l(0)}, \tag{4.80}
\end{equation*}
$$

and

$$
\begin{equation*}
V=\frac{1}{2}\left\|e^{-A\left(\mathbf{1} \otimes x^{*}\right) t}\left(q^{T}(0), l^{T}(0)\right)^{T}\right\|^{2} \leq \frac{1}{2}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\|^{2} \tag{4.81}
\end{equation*}
$$

Therefore, the fundamental matrix to (4.78) $e^{-A\left(\mathbf{1} \otimes x^{*}\right) t}$ has to be bounded on $[0, \infty)$, which further implies that all eigenvalues of $A\left(\mathbf{1} \otimes x^{*}\right)$ have non-negative real parts, and the algebraic multiplicities of the purely imaginary eigenvalues have to equal to their geometric multiplicities.

Next, we will investigate the purely imaginary eigenvalues of $A\left(\mathbf{1} \otimes x^{*}\right)$. Let variables $v_{11}, v_{12}, v_{21}, v_{22} \in \mathbb{R}^{n m}, v_{1}=\left(v_{11}^{T}, v_{12}^{T}\right)^{T}, v_{2}=\left(v_{21}^{T}, v_{22}^{T}\right)^{T}$, and $b \in \mathbb{R}$ such that

$$
\begin{equation*}
A\left(\mathbf{1} \otimes x^{*}\right)\left(v_{1}+i v_{2}\right)=i b\left(v_{1}+i v_{2}\right) \tag{4.82}
\end{equation*}
$$

which implies

$$
\left\{\begin{array}{l}
A\left(\mathbf{1} \otimes x^{*}\right) v_{1}=-b v_{2}  \tag{4.83}\\
A\left(\mathbf{1} \otimes x^{*}\right) v_{2}=b v_{1}
\end{array}\right.
$$

After pre-multiplying the first line by $\left(v_{1}\right)^{T}$, the second line by $\left(v_{2}\right)^{T}$, and adding them up, it can be derived that

$$
\begin{align*}
0= & -b\left(v_{1}\right)^{T} v_{2}+b\left(v_{1}\right)^{T} v_{2} \\
= & \left(v_{11}\right)^{T}\left(\beta \bar{L}+\nabla^{2}\left(\mathbf{1} \otimes x^{*}\right)\right) v_{11}  \tag{4.84}\\
\quad & \quad+\left(v_{21}\right)^{T}\left(\beta \bar{L}+\nabla^{2}\left(\mathbf{1} \otimes x^{*}\right)\right) v_{21}
\end{align*}
$$

Combining Lemma 5 with the above equation, the only possibility is that $v_{11}=v_{21}=0$. Then, the equation (4.83)) gives

$$
\begin{equation*}
\binom{-\beta \bar{L} v_{12}}{0}=-b\binom{0}{v_{22}} \text { and }\binom{-\beta \bar{L} v_{22}}{0}=b\binom{0}{v_{12}} . \tag{4.85}
\end{equation*}
$$

Assuming that $b \neq 0$, we know that $v_{22}=v_{12}=0$ as well. The associated eigenvector $v_{1}+$ $i v_{2}=0$, however, makes non-sense.

Assuming that $b=0$, we know that

$$
\left(\begin{array}{cc}
\beta \bar{L}+\nabla^{2}\left(\mathbf{1} \otimes x^{*}\right) & -\beta \bar{L}  \tag{4.86}\\
\beta \bar{L} & 0
\end{array}\right)\binom{q}{l}=0 .
$$

Pre-multiplied by $\left(q^{T}, l^{T}\right)$, the equation (4.86) reduces into $q^{T}\left(\beta \bar{L}+\nabla^{2}\left(\mathbf{1} \otimes x^{*}\right)\right) q=0$, which is equivalent to $q=0$ by Lemma 5. Substituting $q=0$ into equation (4.86), we can derive that $l$
reaches consensus. Lemma 3 (3) implies that the null space of $A\left(\mathbf{1} \otimes x^{*}\right)$ is

$$
\begin{equation*}
\operatorname{Null}\left(A\left(\mathbf{1} \otimes x^{*}\right)\right)=\operatorname{span}\left\{\binom{\mathbf{0}}{w \otimes e_{1}}, \ldots,\binom{\mathbf{0}}{w \otimes e_{m}}\right\}, \tag{4.87}
\end{equation*}
$$

where $\left\{e_{1}, \ldots, e_{m}\right\}$ is an orthonormal basis for $\mathbb{R}^{m}$, and $w=\frac{1}{\sqrt{n}} \mathbf{1} \in \mathbb{R}^{n}$ is a unit vector. By a similar process, it can be checked that

$$
\begin{equation*}
\operatorname{Null}\left(A\left(\mathbf{1} \otimes x^{*}\right)^{T}\right)=\operatorname{Null}\left(A\left(\mathbf{1} \otimes x^{*}\right)\right) \tag{4.88}
\end{equation*}
$$

We have proved that zero eigenvalue of $A\left(\mathbf{1} \otimes x^{*}\right)$ have the same number of algebraic multiplicity and geometric multiplicity, and we have shown that its null space is $m$-dimensional. Thus, zero eigenvalue of $A\left(\mathbf{1} \otimes x^{*}\right)$ has algebraic multiplicity and geometric multiplicity $m$. Similarly, it can be verified that zero eigenvalue of $A\left(\mathbf{1} \otimes x^{*}\right)^{T}$ has algebraic multiplicity and geometric multiplicity $m$ as well.

Part 2. In the following, the system (4.78) will be rewritten as an equivalent linear system with Hurwitz coefficient.

Considering the construction of $S$, we know that the $(n m+1)$-th to $(n m+m)$-th columns and rows of the block matrix $(S \otimes I) A\left(\mathbf{1} \otimes x^{*}\right)(S \otimes I)^{T}$ are all zero vectors. By conducting the same transformation as we did in the proof of Theorem 9, the system (4.78) can be reduced into

$$
\begin{equation*}
\dot{r}=-J_{3} r, \tag{4.89}
\end{equation*}
$$

where $r$ is defined in the proof of Theorem 9, and the sepctrum of $J_{3}$ is composed of the eigenvalues of $A\left(\mathbf{1} \otimes x^{*}\right)$ with positive real parts.

Step 2. This step is devoted to discussing the convergence behavior of system (4.4).
Noticing that

$$
\left\{\begin{array}{l}
\operatorname{Null}(A(x)) \subset \operatorname{Null}\left(A\left(\mathbf{1} \otimes x^{*}\right)\right)  \tag{4.90}\\
\operatorname{Null}\left(A(x)^{T}\right) \subset \operatorname{Null}\left(A\left(\mathbf{1} \otimes x^{*}\right)^{T}\right)
\end{array}\right.
$$

we can apply the same transformation as step 1 on $A(x)$, and obtain that

$$
\begin{equation*}
\dot{r}=-J_{4}(x) r \tag{4.91}
\end{equation*}
$$

where $J_{4}\left(\mathbf{1} \otimes x^{*}\right)=J_{3}$ According to Proposition 3, we know that $\|r\| \rightarrow 0$ implies that $x \rightarrow \mathbf{1} \otimes x^{*}$, which further implies that $J_{4}(x) \rightarrow J_{3}$, that is to say, for every $\varepsilon \in(0,1]$, there exists some $\delta>0$
such that

$$
\begin{equation*}
\|r\| \leq \delta \Longrightarrow\left\|J_{4}(x)-J_{3}\right\| \leq \frac{\varepsilon}{2 \lambda_{\max }\left(P_{3}\right)} \tag{4.92}
\end{equation*}
$$

Denote by $J$ the smallest real part in the spectrum of $J_{3}$, which is also the smallest positive real part in the spectrum of $A\left(\mathbf{1} \otimes x^{*}\right)$. Let $\mu=J-\varepsilon$. Since $-J_{3}+\mu I_{(n-1) m}$ is Hurwitz, we know that there exists a positive definite matrix $P_{3}$ which is the solution to the Lyapunov equation

$$
\begin{equation*}
P_{3}\left(J_{3}-\mu I_{(n-1) m}\right)+\left(J_{3}-\mu I_{(n-1) m}\right)^{T} P_{3}=I_{m(n-1)} . \tag{4.93}
\end{equation*}
$$

Let

$$
\begin{equation*}
V(r)=r^{T} P_{3} r . \tag{4.94}
\end{equation*}
$$

The derivative of $V$ along trajectories of (4.91) is given by

$$
\begin{align*}
\dot{V}(r)= & -r^{T}\left(P_{3} J_{4}+J_{4}^{T} P_{3}\right) r \\
= & -r^{T}\left(P_{3} J_{3}+J_{3}^{T} P_{3}\right) r-r^{T}\left(P_{3}\left(J_{4}-J_{3}\right)\right. \\
& \left.\quad\left(J_{4}-J_{3}\right)^{T} P_{3}\right) r \\
& \leq-\left(1-2 \lambda_{\max }\left(P_{3}\right) \frac{\varepsilon}{2 \lambda_{\max }\left(P_{3}\right)}\right)\|r\|^{2}-2 \mu r^{T} P_{3} r  \tag{4.95}\\
= & -(1-\varepsilon)\|r\|^{2}-2 \mu V \\
\leq & -2 \mu V
\end{align*}
$$

provided that $\|r\| \leq \delta$.
By the Grönwall's inequality, we have that

$$
\begin{equation*}
V(r) \leq V(r(0)) e^{-2 \mu t} \tag{4.96}
\end{equation*}
$$

and thus

$$
\begin{align*}
& \left\|\left(q^{T} l^{T}\right)^{T}\right\| \leq\|S \otimes I\|\left\|r^{*}\right\|  \tag{4.97}\\
= & \|S \otimes I\|\|r\|=\|r\| \\
\leq & C_{2}\left\|\left(q^{T}(0), l^{T}(0)\right)^{T}\right\| e^{-\mu t},
\end{align*}
$$

for all $t \geq 0$, where $C_{2}=\sqrt{\lambda_{\max }\left(P_{3}\right) / \lambda_{\min }\left(P_{3}\right)}$.
Combining the above inequality with Proposition 3 (2), we complete the proof.

Remark 10. The value of $v^{*}$ is uniquely determined by $\beta \bar{L} v^{*}=-\nabla\left(\mathbf{1} \otimes x^{*}\right)$ and $\sum_{i}\left(v^{*}\right)^{i}=$ $\sum_{i} v^{i}(0)$, which will be mentioned in Proposition 3.

Remark 11. Noting that the algorithm (4.2) with $\beta=1$ is reduced to the classical PI algorithm
(4.1), we can prove that the system (4.1) also converges globally asymptotically and locally exponentially under the same assumptions as the above theorem.

Remark 12. Since Assumption 9 allows $\nabla^{2} f_{i}\left(x^{*}\right)=0$ for some $i$, Theorem 10 is more than a localization of Theorem 9.

Assume that all objective functions are quadratic. As all Hessian matrices are constant, a straightforward corollary follows.

Corollary 7. Assume that Assumptions 10 and 11 hold, and the local objective functions $f_{i}(i \in$ $X)$ are quadratic functions. Consider a trajectory of (4.2) starting from $\left(x^{T}(0), v^{T}(0)\right)^{T} \in \mathbb{R}^{2 m n}$. Let $x^{*}$ be the optimal solution to (1.6).
(1) The trajectory converges to some equilibrium $\left(\left(\boldsymbol{1} \otimes x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}$ globally asymptotically, i.e.,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\binom{x}{v}=\binom{1 \otimes x^{*}}{v^{*}} \tag{4.98}
\end{equation*}
$$

(2) The trajectory converges to some equilibrium $\left(\left(\boldsymbol{1} \otimes x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}$ globally exponentially with rate no less than $\mu$, where $\mu$ is the smallest positive real part in the spectrum of the constant matrix

$$
A(x)=\left(\begin{array}{cc}
\beta \bar{L}+\nabla^{2}(x) & -\beta \bar{L}  \tag{4.99}\\
\beta \bar{L} & 0
\end{array}\right)
$$

and $\beta$ is an arbitrary positive constant. That is to say, there exists some positive constant $r$ such that

$$
\begin{equation*}
\left\|\left(\left(x-\boldsymbol{1} \otimes x^{*}\right)^{T},\left(v-v^{*}\right)^{T}\right)^{T}\right\| \leq c e^{-\mu t}(t \geq 0) \tag{4.100}
\end{equation*}
$$

for all $\left(x^{T}(0), v^{T}(0)\right)^{T} \in B\left(\left(\left(\mathbf{1} \otimes x^{*}\right)^{T},\left(v^{*}\right)^{T}\right)^{T}, r\right)$, where $c>0$ relies on $x(0)$ and $v(0)$.

### 4.4 Simulations

In this section, we conduct numerical simulations to illustrate convergence behaviors of the proposed algorithm. For consistency, we discretize the algorithm (4.2) using the Euler's method with the same step size for each example and apply it on two objective functions to illustrate the convergence behavior established in Theorems 1 and 2. The step size is chosen to be $10^{-3}$ in the first example and $10^{-2}$ in the second example.

### 4.4.1 Strongly Convex Case

Define some three-dimensional $\mu$-strongly convex and $M$-smooth functions as

$$
\begin{equation*}
f_{i}(x)=\sum_{j=1}^{3}\left|x_{j}-a_{i j}\right|^{2}, \quad i=1,2, \ldots, 20 \tag{4.101}
\end{equation*}
$$

where $\mu=M=2$, all entries of $a_{i j}$, and the initial value $x(0) \in \mathbb{R}^{60}$ are drawn from independent standard normal distributions. The first graph, $G_{1}$, is generated by the Erdős-Rényi model [20] with connectivity probability 0.75 . The second graph, $G_{2}$, is a 20 -cycle graph, which means that 20 agents are arranged into a cycle, and each agent is connected to its left and right agents. The third graph, $G_{3}$, is a $4 \times 52$-D grid.

Figure 4.4.1 illustrates the time history of the distances between $x$ and $x^{*}$ in (4.2), which agrees with the analysis in Section III. As expected in Section III, the simulation results show that increasing $\beta$ improves the convergence behavior of the virtual state $x$ in the classical PI algorithm (4.1) [78]. For a relatively smaller value of $\beta$ (e.g., $\beta=1$ ), the corresponding plots are almost straight lines after a few thousand iterations, which implies asymptotic and locally exponential convergence, and is consistent with the theoretical expectation in Theorem 10. When $\beta$ becomes larger (e.g., $\beta=10$ ), the simulation results are almost parallel to the dashed line, which implies that $\left\|x-x^{*}\right\|=O\left(e^{-\mu t}\right)$ for all the first twenty thousand iterations. This is consistent with the conclusion of Theorem 9 .

### 4.4.2 Strictly Convex Case

Define some three-dimensional convex functions

$$
\begin{equation*}
f_{i}(x)=\frac{1}{4} \sum_{j=1}^{3} b_{i j}\left|x_{j}-a_{i j}\right|^{4}, i=1,2, \ldots, 5, \tag{4.102}
\end{equation*}
$$

where all $a_{i j}$ and all entries of the initial values $x(0) \in \mathbb{R}^{60}$ are drawn from independent standard normal distributions, $b_{i j}$ are uniformly distributed random numbers from $[0,1]$, and Assumption 9 is satisfied. The undirected graphs $G_{1}$ to $G_{3}$ are the same as before.

Figure 4.4.2 shows the evolution of agents in system (4.2) for different parameters and topologies $G_{1}, G_{2}$, and $G_{3}$, which agrees with the analysis in Section III. As shown in Fig. 2, the virtual agents $x$ reach a neighborhood of the minimizer after thousands of iterations. Afterwards, the lines in Figure 4.4.2 decrease exponentially, which agrees with Theorem 10.


Figure 4.1: For $\mu$-strongly convex case, the algorithm (4.2) with large $\beta$ outperforms the classical PI algorithm (4.1) [78] and the ZGS algorithm [47]. Left: $G_{1}$ with $\beta_{2}=0.3502$. Middle: $G_{2}$ with $\beta_{2}=0.4894$. Right: $G_{3}$ with $\beta_{2}=0.3820$.


Figure 4.2: Under the strictly convex case, the algorithms (4.2) converge to some neighborhood of the optimal solution asymptotically, and converges to the optimal solution afterwards. Increasing $\beta$ improves the algorithm (4.2) under different topologies. Left: $G_{1}$ with $\beta_{2}=0.3502$. Middle: $G_{2}$ with $\beta_{2}=0.4894$. Right: $G_{3}$ with $\beta_{2}=0.3820$.

Figure 4.4.2 also reveals unexpected behavior that surpasses our expectations. Under strictly convex cases, we did not analyze the influence of $\beta$ on the convergence rate and settling time. Fig. 2, however, suggests that increasing $\beta$ does improve the behavior of algorithm (4.2).

### 4.5 Summary

This chapter introduces an innovative gradient-based PI algorithm. Rather than directly examining the behavior of the PI algorithm (4.2), we first construct an auxiliary system (4.4) by differentiating the original system. By establishing a connection between (4.4) and (4.2), we can derive conclusions about the convergence rates of the PI algorithm.

Our findings are significant: We demonstrate that the convergence rate of this novel PI algorithm aligns with that of centralized gradient descent, particularly in scenarios involving strongly convex functions. Furthermore, the chapter delves into exploring the algorithm's local linear convergence characteristics when applied to strictly convex functions. This dual analysis provides a deeper understanding of the algorithm's performance and potential applications.

## Chapter 5

## Powered Algorithms for Finite-time and Fixed-time Distributed Optimization

In practical settings, achieving control objectives within a finite time frame is often essential. Furthermore, finite-time and fixed-time stable systems converge more rapidly and exhibit superior resistance to disturbances compared to those that are merely asymptotically stable [81]. As discussed in the introductory chapter, studying finite-time and fixed-time distributed convex optimization problems for continuous-time multi-agent systems has evolved significantly.

The exponential convergence of a novel proportional-integral (PI) algorithm is studied in the previous chapter. Inspired by the Powerball method and some finite-time or fixed-time algorithms [12,24,41,91,92], we have further developed the finite-time and fixed-time PI algorithms. This chapter confirms the algorithm's finite-time convergence for strictly convex functions, and establishes its fixed-time convergence for strongly convex functions. These theories are further supported by empirical evidence from simulations.

### 5.1 Finite-time PI Algorithm

The same as chapter 4 , denote by $x_{i} \in \mathbb{R}^{m}$ an estimate of the optimal solution $x^{*}$ by agent $i \in X$, and $v_{i} \in \mathbb{R}^{n}$ an adapter for neutralizing the influence caused by the difference of $\nabla f_{i}\left(x^{*}\right)(i \in X)$. Let $x=\left(\left(x_{1}\right)^{T}, \ldots,\left(x_{n}\right)^{T}\right)^{T}, v=\left(\left(v_{1}\right)^{T}, \ldots,\left(v_{n}\right)^{T}\right)^{T}, L$ be the Laplacian matrix of $G$, and $\beta$ be some positive constant.

It was introduced in [92] and [91] that powerball function is of the form $\sigma^{\gamma}(z)=\operatorname{sign}(z)|z|^{\gamma}$ $(z \in \mathbb{R}, \gamma \in(0,1))$, and $\boldsymbol{\sigma}^{\gamma}(z)=\left(\sigma^{\gamma}\left(z_{1}\right), \ldots, \sigma^{\gamma}\left(z_{n}\right)\right)^{T}\left(z=\left(z_{1}, \ldots, z_{n}\right)^{T} \in \mathbb{R}^{n}, \gamma \in(0,1)\right)$. Given
the intuition of [92] and [91] and the asymptotic convergence of the algorithm (4.1) [78], we propose a finite-time PI method of the form

$$
\begin{align*}
& \dot{v}=\sigma^{\gamma}(\beta \bar{L} x)  \tag{5.1}\\
& \dot{x}=-\sigma^{\gamma}(\beta \bar{L} v+\alpha \bar{L} x+\nabla(x)),
\end{align*}
$$

where $\alpha$ and $\beta>0$ and the other notations are the same as before.

### 5.1.1 Convergence Analysis

Similar to the analysis in chapter 4, we will start with analyzing the convergence of $\dot{x}$ and $\dot{v}$. Let $q=\nabla(x)+\beta \bar{L} v+\alpha \bar{L} x$ and $l=-\beta \bar{L} x$. Differentiation on $q$ and $l$ according to (5.1) gives that

$$
\binom{\dot{q}}{i}=\left(\begin{array}{cc}
-\nabla^{2}(x)-\alpha \bar{L} & -\beta \bar{L}  \tag{5.2}\\
\beta \bar{L} & 0
\end{array}\right)\binom{\sigma^{\gamma}(q)}{\sigma^{\gamma}(l)},
$$

where $\nabla^{2}(x)=\operatorname{diag}\left(\nabla^{2} f_{1}\left(x_{1}\right) \quad \cdots \quad \nabla^{2} f_{n}\left(x_{n}\right)\right) \in \mathbb{R}^{n m}$, and Assumption 11 implies that $\mu I_{n m} \leq$ $\nabla^{2}(x) \leq M I_{n m}$ for all $x \in \mathbb{R}^{n m}$.

The following proposition presents that the algorithm (5.2) has global asymptotic stability. The convergence behavior of (5.1), however, is not discussed here since we care about $x$ only.

Proposition 4. Under Assumptions 9 and 10, the origin of (5.2) is globally asymptotically stable.
Proof. Denote by $V=\frac{1}{\gamma+1}\|q\|^{\gamma+1}+\frac{1}{\gamma+1}\|l\|^{\gamma+1}$ a Lyapunov function. After taking derivative, we obtain that

$$
\begin{align*}
\dot{V} & =\sigma(q)^{T} \dot{q}+\sigma(l)^{T} i \\
& =\binom{\sigma(q)}{\sigma(l)}^{T}\left(\begin{array}{cc}
-\nabla^{2}(x)-\alpha \bar{L} & \beta \bar{L} \\
-\beta \bar{L}^{T} & 0
\end{array}\right)\binom{\sigma(q)}{\sigma(l)} .  \tag{5.3}\\
& \leq-\sigma(q)^{T}\left(\nabla^{2}(x)+\alpha \bar{L}\right) \sigma(q) \leq 0
\end{align*}
$$

Now we will prove that $\nabla^{2}(x) \neq 0$ in $E=\{x: \dot{V}=0\} \subset\{x: q$ reaches consensus $\}$. Consider a trajectory in $E$ reaches a point $x$ where $\nabla^{2}(x)=0$. Then, the related $q$ and $\dot{q}=\beta \bar{L} \sigma(l)$ have to reach consensus, which means that $\sigma(l)$ has to reach consensus and $\dot{q}=0$ due to Lemma 6. Since $\sigma(\cdot)$ is strictly monotone increasing, $l$ also reaches consensus. Recalling that $l=\beta \bar{L} x$, we know that $l$ has to be zero and $x$ reaches consensus, which contradicts our assumption that $\nabla^{2}(x)=0$.

By LaSalle's Invariance Principle, the solution will asymptotically approach the largest invariant set in $E=\{x: \dot{V}=0\}$. Lemma 5 and Assumption 10 imply that $E=\{q=0\}$. For
any trajectory in $E, \dot{q}=-\beta \bar{L} \sigma(l)=0$, which implies that $\sigma(l)$ reaches consensus by Lemma 6 . Since $\sigma(\cdot)$ is strictly monotone increasing, $l$ also reaches consensus. Again, using Lemma 6, we know that $l=\beta \bar{L} x$ is zero. Therefore, we can conclude that $E=\{q=l=0\}$.

Before the convergence analysis on algorithm (5.1), we need to define homogeneous vector field first.

Definition 5. A vector field $h(x)=\left(h_{1}(x), \ldots, h_{n}(x)\right)^{T}$ is homogeneous of degree $k \in \mathbb{R}$ with dilation $\left(r_{2}, \ldots, r_{n}\right) \in \mathbb{R}^{n}$ if

$$
\begin{equation*}
h_{i}\left(\varepsilon^{r_{1}} x_{1}, \ldots, \varepsilon^{r_{n}} x_{n}\right)=\varepsilon^{k+r_{i}} h(x) \tag{5.4}
\end{equation*}
$$

holds for all $\varepsilon>0$ and all $i \in\{1, \ldots, n\}$, where $x=\left(x_{1}, \ldots, x_{n}\right)^{T}$.
The following lemma from [32] provides a sufficient condition for finite-time stabilization, and will be exploited to prove the main result of this section.

Lemma 7. Consider the following system:

$$
\begin{equation*}
\dot{x}=f(x)+\tilde{f}(x), x \in \mathbb{R}^{n} \tag{5.5}
\end{equation*}
$$

where $f(x)$ is an n-dimensional continuous homogeneous vector field of degree $k<0$ with dilation $\left(r_{1}, \ldots, r_{n}\right)$ satisfying $f(0)=0$, and $\tilde{f}$ is also a continuous vector field satisfying $\tilde{f}(0)=0$. Assume that the zero solution of $\dot{x}=f(x)$ is asymptotically stable. Then, the zero solution of (5.5) is locally finite-time stable if

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \tilde{f}_{i}\left(\varepsilon^{r_{1}} x_{1}, \ldots, \varepsilon^{r_{n}} x_{n}\right) / \varepsilon^{k+r_{i}}=0, i=1, \ldots, n \tag{5.6}
\end{equation*}
$$

uniformly for any $x \in\left\{x \in \mathbb{R}^{n}:\|x\|=1\right\}$
Assuming that all objective functions are convex, we provide the finite-time convergence result for the algorithm (5.1).

Theorem 11. Under Assumptions 9 and 10, the virtual state $x$ of the system (5.1) converges to $\mathbf{1} \otimes x^{*}$ within a finite time $T_{1}<\infty$, where $x^{*}$ is the optimal solution of problem (1.6), and $\alpha, \beta>0$.

Proof. Step 1 Given that $\left(x_{e}, v_{e}\right)$ is an equilibrium point of system (5.1), i.e.,

$$
\begin{align*}
& \beta \bar{L} x_{e}=0 \\
& \beta \bar{L} x_{e}+\beta \bar{L} v_{e}+\nabla\left(x_{e}\right)=0, \tag{5.7}
\end{align*}
$$

it will be shown that $x_{e}=x^{*}$.
From the first equality of (5.7) and Lemma 3 (3), it can be recognized that there exist $\gamma \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
x_{e}=\mathbf{1} \otimes \gamma \tag{5.8}
\end{equation*}
$$

Substituting equation (5.8) into the second line of (5.7), and having it left-multiplied by $\mathbf{1} \otimes I_{m}$, we have that

$$
\begin{equation*}
\sum_{i} \nabla f_{i}(\gamma)=0 \tag{5.9}
\end{equation*}
$$

which implies that $\gamma=x^{*}$ and

$$
\begin{equation*}
x_{e}=\mathbf{1} \otimes x^{*} . \tag{5.10}
\end{equation*}
$$

Therefore, it is only left to show the finite time stability of system (5.2) in the following steps.
Step 2. Define

$$
g(q, l)=\left(\begin{array}{cc}
-\nabla^{2}\left(\mathbf{1} \otimes x^{*}\right)-\alpha \bar{L} & \beta \bar{L}  \tag{5.11}\\
-\beta \bar{L} & 0
\end{array}\right)\binom{\sigma(q)}{\sigma(l)}
$$

as well as

$$
\tilde{g}(q, l)=\left(\begin{array}{cc}
-\nabla^{2}(x)+\nabla^{2}\left(\mathbf{1} \otimes x^{*}\right) & 0  \tag{5.12}\\
0 & 0
\end{array}\right)\binom{\sigma(q)}{\sigma(l)},
$$

which satisfy $g(0,0)=\tilde{g}(0,0)=0$, and $g(\varepsilon q, \varepsilon l)=\varepsilon^{1+(\gamma-1)} g(q, l)$, i.e. $g(q, l)$ is homogeneous of degree $\gamma-1<0$ with dilation $(1, \ldots, 1)$. It has been proved in proposition 1 that $\left(\dot{q}^{T}, i^{T}\right)^{T}=$ $g(q, l)$ is globally asymptotically stable.

Step 3. This step is devoted to show that $\tilde{f}$ satisfies (5.6).
Part 1. Let the point $\left(q^{T}, l^{T}\right)^{T}$ lie in $\left\{z \in \mathbb{R}^{2 n m}:\|z\|=1\right\}$ and $\varepsilon>0$ be small enough. Consider the system

$$
\left\{\begin{array}{l}
\beta \bar{L} v_{\varepsilon}+\alpha \bar{L} x_{\varepsilon}+\nabla\left(x_{\varepsilon}\right)=\varepsilon q  \tag{5.13}\\
\beta \bar{L} x_{\varepsilon}=\varepsilon l
\end{array}\right.
$$

Since $\bar{L}$ is not full rank, there exist some $x_{\varepsilon}$ such that the second equality hold. For the same reason, there exists some $v_{\varepsilon}$ solves $\varepsilon q-\beta \bar{L} x_{\varepsilon}-\nabla\left(x_{\varepsilon}\right)=\beta \bar{L} v_{\varepsilon}$.

Part 2. Now, we will prove that there is $\delta>0$ such that $\left\|x_{\varepsilon}-\mathbf{1} \otimes x^{*}\right\| \leq c \varepsilon$ for $\varepsilon<\delta$ and some $c>0$, i.e., there exist some neighborhood of $\mathbf{1} \otimes x^{*}$ such that $x_{\varepsilon}$ converges to $\mathbf{1} \otimes x^{*}$ uniformly.

By step 1 and the continuity of $\nabla f_{i}$, there exists $\delta>0$ such that $x_{\varepsilon} \in B\left(\mathbf{1} \otimes x^{*}, 1\right)$ for all $\varepsilon<\delta$. The average of $x_{\varepsilon}$ is denoted by $\bar{x}_{\varepsilon}=\frac{1}{n} \sum_{i}\left(x_{\varepsilon}\right)_{i}$. By the definition of $B(\cdot, \cdot)$, it can be verified that $x_{\varepsilon} \in B\left(\mathbf{1} \otimes x^{*}, 1\right)$ implies $\bar{x}_{\varepsilon} \in B\left(x^{*}, 1\right)$. Since $B\left(x^{*}, 1\right)$ and $B\left(\mathbf{1} \otimes x^{*}, 1\right)$ are compact, there exists
positive constants $M, N>0$ such that

$$
\begin{equation*}
N I_{n m} \leq \nabla^{2} f\left(\bar{x}_{\varepsilon}\right), \nabla^{2} f_{i}\left(\left(x_{\varepsilon}\right)_{i}\right) \leq M I_{n m} \tag{5.14}
\end{equation*}
$$

Denote $\operatorname{Null} l^{\perp}(\bar{L})$ by the orthogonal complement of $\operatorname{Null}(\bar{L})$. For any $z \in \mathbb{R}^{n m}$, there exist unique vectors $z_{p} \in \operatorname{Null} l^{\perp}(\bar{L})$ and $z_{o} \in \operatorname{Null}(\bar{L})$ such that $z=z_{p}+z_{o}$ as $\operatorname{Null} l^{\perp}(\bar{L}) \oplus \operatorname{Null}(\bar{L})=$ $\mathbb{R}^{n m}$.

Denote $\beta_{2}$ by $\lambda_{2}(L)$, which equals to $\lambda_{m+1}(\bar{L})$ by Lemma 3 . It is also the smallest positive eigenvalue of $L$ and $\bar{L}$. Thus, $\left(\beta_{2}\right)^{2}=\lambda_{2}\left(L^{2}\right)=\lambda_{m+1}\left(\bar{L}^{2}\right)$ as $L$ and $\bar{L}$ are symmetric and positive semi-definite. By Courant-Fischer Theorem from [33], we know that

$$
\begin{align*}
\beta_{2}^{2} & =\max _{\left\{S \subset R^{n m}: \operatorname{dim} S=m n-m\right\}} \min _{\{z: 0 \neq z \in S\}} \frac{z^{T} \bar{L}^{2} z}{z^{T} z} \\
& =\max _{\left\{S \subset R^{n m}: \operatorname{dim} S=m n-m\right\}} \min _{\{z: 0 \neq z \in S\}} \frac{\left(z_{p}+z_{o}\right)^{T} \bar{L}^{2}\left(z_{p}+z_{o}\right)}{\left(z_{p}+z_{o}\right)^{T}\left(z_{p}+z_{o}\right)}  \tag{5.15}\\
& \leq \max _{\left\{S \subset R^{n m}: \operatorname{dim} S=m n-m\right\}\{\{z: 0 \neq z \in S\}} \frac{\left(z_{p}\right)^{T} \bar{L}^{2} z_{p}}{\left(z_{p}\right)^{T} z_{p}} \\
& =\min _{\left\{z: 0 \neq z \in \operatorname{Null} l^{\perp}(\bar{L})\right\}} \frac{z^{T} \bar{L}^{2} z}{z^{T} z}=\min _{\left\{z: 0 \neq z \in \text { Null} l^{\perp}(\bar{L})\right\}} \frac{\|\bar{L} z\|^{2}}{\|z\|^{2}} .
\end{align*}
$$

When $\varepsilon<\delta$, we can conclude that

$$
\begin{align*}
& \left\|x_{\varepsilon}-\mathbf{1} \otimes x^{*}\right\| \\
& \underset{(5.15)}{\leq}\left\|\delta_{x}\right\|+\left\|\mathbf{1} \otimes\left(\bar{x}_{\varepsilon}-x^{*}\right)\right\| \\
& \stackrel{(5.15)}{\leq} \frac{\varepsilon}{\beta \beta_{2}}\|l\|+\sqrt{n \sum_{i}\left(\bar{x}_{\varepsilon}-x^{*}\right)_{i}^{2}} \\
& \leq \frac{\varepsilon}{\beta \beta_{2}}\|l\|+\sqrt{n}\left\|\bar{x}_{\varepsilon}-x^{*}\right\| \\
& \leq \frac{\varepsilon}{\beta \beta_{2}}\|l\|+\frac{\sqrt{n}}{N}\left\|\nabla f\left(\bar{x}_{\varepsilon}\right)\right\|  \tag{5.16}\\
& \leq \frac{\varepsilon}{\beta \beta_{2}}\|l\|+\frac{\sqrt{n}}{N}\left(\left\|\nabla f\left(\bar{x}_{\varepsilon}\right)-\frac{1}{n} \sum_{i} \nabla f_{i}\left(x_{\varepsilon}^{i}\right)\right\|\right. \\
& \left.+\left\|\frac{1}{n} \sum_{i} \nabla f_{i}\left(x_{\varepsilon}^{i}\right)\right\|\right) \\
& \stackrel{(a)}{\leq} \quad \frac{\varepsilon}{\beta \beta_{2}}\|l\|+\frac{\sqrt{n} M}{N}\left\|\delta_{x}\right\|+\frac{\varepsilon}{n}\left\|\left(\mathbf{1} \otimes I_{m}\right)^{T} q\right\| \\
& \leq \quad \varepsilon\left(\frac{1}{\beta \beta_{2}}\|l\|+\frac{\sqrt{n} M}{N \beta \beta_{2}}\|l\|+\frac{1}{\sqrt{n}}\|q\|\right) \leq c \varepsilon,
\end{align*}
$$

where $c=\frac{1}{\beta \beta_{2}}+\frac{\sqrt{n} M}{N \beta \beta_{2}}+\frac{1}{\sqrt{n}}$, and (a) is implied by

$$
\begin{equation*}
\left\|\sum_{i} \nabla f_{i}\left(x_{\varepsilon}^{i}\right)\right\|=\left\|\left(\mathbf{1} \otimes I_{m}\right)^{T} \nabla\left(x_{\varepsilon}\right)\right\|=\left\|\left(\mathbf{1} \otimes I_{m}\right)^{T} \varepsilon q\right\| \tag{5.17}
\end{equation*}
$$

Then, it is recognized by

$$
\begin{align*}
\left|\tilde{g}(\varepsilon q, \varepsilon l) / \varepsilon^{\gamma}\right| & \leq M\left\|x_{\varepsilon}-\mathbf{1} \otimes x^{*}\right\|\|\varepsilon q\|^{\gamma} / \varepsilon^{\gamma} \\
& \leq M\left\|x_{\mathcal{\varepsilon}}-\mathbf{1} \otimes x^{*}\right\|  \tag{5.18}\\
& \leq c M \varepsilon
\end{align*}
$$

and we complete checking the last condition (5.6).
Step 4. According to Lemma 7, the origin of protocol (5.2) is locally finite-time stable, i.e., there is $R>0$ such that any trajectory starting from $\left(q_{1}^{T}, l_{1}^{T}\right)^{T} \in B(0, R)$ would reach the origin in a finite time $T_{1}=T_{1}\left(q_{1}, l_{1}\right)$.

According to proposition 1 , the system (5.2) is globally asymptotically stable, i.e., every trajectory of (5.2) will encounter $B(0, R)$ in finite-time $T_{2}=T_{2}\left(q_{2}, l_{2}\right)$, where $\left(\left(q_{2}\right)^{T},\left(l_{2}\right)^{T}\right)^{T}$ is the initial state.

Therefore, every trajectory of (5.2) will approach the optimal solution within finite-time $T=$ $T_{1}\left(q_{1}, l_{1}\right)+T_{2}\left(q_{2}, l_{2}\right)$. By step 1, it can be derived that state $x$ in system (5.1) converges to the optimal solution in finite time $T$ as well.

### 5.2 Fixed-time PI Algorithm

Motivated by some fixed-time algorithms for distributed optimization [12, 24, 41], which contain terms of the form $\sigma^{\xi}(\cdot)(\xi>1)$ and $\sigma^{\gamma}(\cdot)(0<\gamma<1)$, we construct the second control scheme

$$
\begin{align*}
\dot{v} & =-\sigma^{\gamma}(\beta \bar{L} x)-\sigma^{\xi}(\beta \bar{L} x), \\
\dot{x} & =-\sigma^{\gamma}(-\beta \bar{L} v+\alpha \bar{L} x+\nabla(x))-\sigma^{\xi}(-\beta \bar{L} v+\alpha \bar{L} x+\nabla(x)), \tag{5.19}
\end{align*}
$$

where $0<\gamma<1$ and $\xi>1$. Intuitively, the $\sigma^{\xi}(\cdot)$ term would drive the virtual state to some neighborhood of $\mathbf{1} \otimes x^{*}$ in some fixed time, and afterwards, the $\sigma^{\gamma}(\cdot)$ term would drive it to the optimal solution in a fixed time.

### 5.2.1 Convergence Analysis

Define $q=\nabla(x)-\beta \bar{L} v+\alpha \bar{L} x$ and $l=\beta \bar{L} x$. Again, we take derivatives on $q$ and $l$, and obtain a variation of (5.19)

$$
\binom{\dot{q}}{i}=\left(\begin{array}{cc}
-\nabla^{2}(x)-\alpha \bar{L} & -\beta \bar{L}  \tag{5.20}\\
\beta \bar{L} & 0
\end{array}\right)\left(\binom{\sigma^{\gamma}(q)}{\sigma^{\gamma}(l)}+\binom{\sigma^{\xi}(q)}{\sigma^{\xi}(l)}\right),
$$

where $\bar{m}=\frac{\mu+M}{2}$. Define $\Delta(x)=\nabla^{2}(x)-\bar{m} I_{n m}$. We have that $-\frac{M-\mu}{2} I_{n m} \leq \Delta(x) \leq \frac{M-\mu}{2} I_{n m}$ by Assumption 11.

We provide some lemmas that will be helpful for our analysis.
Lemma 8. For any positive semi-definite matrix $Q \in \mathbb{R}^{N}\left(N \in \mathbb{R}_{+}\right)$, $Q z=0\left(z \in \mathbb{R}^{N}\right)$ occurs if and only if $z^{T} Q z=0$.

Proof. $(\Longrightarrow)$ Trivial.
( $\Longleftarrow$ ) Noting that $z^{T} Q z=z^{T} Q^{1 / 2} Q^{1 / 2} z=\left\|Q^{1 / 2} z\right\|^{2}=0$, we have that $Q^{1 / 2} z=0$. Left multiplying both side by $Q^{1 / 2}$ gives the desired inequality.

The proofs of the following lemmas can be found in the Appendix.
Lemma 9. For all $v, \alpha_{1}, \alpha_{1}>0$ and $z_{1}, z_{2} \in \mathbb{R}^{N}(N \in \mathbb{N})$, we have that

$$
\begin{align*}
& \left(\alpha_{1}\right)^{v+1}\left(\left\|z_{1}\right\|_{v+1}\right)^{v+1}+\left(\alpha_{2}\right)^{v+1}\left(\left\|z_{2}\right\|_{v+1}\right)^{v+1} \\
\geq & \alpha_{1}\left(\alpha_{2}\right)^{v}\left\|z_{1}\right\|_{v+1}\left(\left\|z_{2}\right\|_{v+1}\right)^{v}+\left(\alpha_{1}\right)^{v} \alpha_{2}\left(\left\|z_{1}\right\|_{v+1}\right)^{v}\left\|z_{2}\right\|_{v+1} \tag{5.21}
\end{align*}
$$

Proof. If $z_{1}$ or $z_{2}$ is a zero vector, the inequality is trivially true.
If $z_{1}$ and $z_{2}$ are trivial, it is checked that

$$
\begin{align*}
& \left(\left(\alpha_{1} z_{1}\right)-\left(\alpha_{2} z_{2}\right)\right)^{T}\left(\sigma^{v}\left(\alpha_{1} z_{1}\right)-\sigma^{v}\left(\alpha_{2} z_{2}\right)\right) \\
= & \sum_{i}\left(\left(\alpha_{1} z_{1}\right)_{i}-\left(\alpha_{2} z_{2}\right)_{i}\right)\left(\sigma^{v}\left(\alpha_{1} z_{1}\right)_{i}-\sigma^{v}\left(\alpha_{2} z_{2}\right)_{i}\right)  \tag{5.22}\\
\geq 0, &
\end{align*}
$$

therefore, we obtain that

$$
\begin{align*}
& \left(\alpha_{1}\right)^{v+1}\left(\left\|z_{1}\right\|_{v+1}\right)^{v+1}+\left(\alpha_{2}\right)^{v+1}\left(\left\|z_{2}\right\|_{v+1}\right)^{v+1} \\
\geq & \alpha_{1}\left(\alpha_{2}\right)^{v}\left(z_{1}\right)^{T} \sigma^{v}\left(z_{2}\right)+\left(\alpha_{1}\right)^{v} \alpha_{2}\left(z_{2}\right)^{T} \sigma^{v}\left(z_{1}\right) \\
= & \alpha_{1}\left(\alpha_{2}\right)^{v} \frac{\left.z_{1}\right)^{T} \sigma^{v}\left(z_{2}\right)}{\left\|z_{1}\right\|\left\|z_{2}\right\|^{v}}\left\|z_{1}\right\|\left\|z_{2}\right\|^{v}  \tag{5.23}\\
& +\left(\alpha_{1}\right)^{v} \alpha_{2} \frac{\left(z_{2}\right)^{T} \sigma^{v}\left(z_{1}\right)}{\left\|z_{1}\right\|^{v}\left\|z_{2}\right\|}\left\|z_{1}\right\|^{v}\left\|z_{2}\right\| .
\end{align*}
$$

We can further derive that

$$
\begin{align*}
& \left(\alpha_{1}\right)^{v+1}\left(\left\|z_{1}\right\|_{v+1}\right)^{v+1}+\left(\alpha_{2}\right)^{v+1}\left(\left\|z_{2}\right\|_{v+1}\right)^{v+1} \\
= & \alpha_{1}\left(\alpha_{2}\right)^{v}\left\|z_{1}\right\|\left\|z_{2}\right\|^{v} \max _{z_{1}, z_{2} \neq 0} \frac{\left(z_{1}\right)^{T} \sigma^{v}\left(z_{2}\right)}{\left\|z_{1}\right\|\left\|z_{2}\right\|^{v}} \\
& +\left(\alpha_{1}\right)^{v} \alpha_{2}\left\|z_{1}\right\|^{v}\left\|z_{2}\right\| \max _{z_{1}, z_{2} \neq 0} \frac{\left(z_{2}\right)^{T} \sigma^{v}\left(z_{1}\right)}{\left\|z_{1}\right\|^{v}\left\|z_{2}\right\|}  \tag{5.24}\\
= & \alpha_{1}\left(\alpha_{2}\right)^{v}\left\|z_{1}\right\|\left\|z_{2}\right\|^{v} \cdot 1+\left(\alpha_{1}\right)^{v} \alpha_{2}\left\|z_{1}\right\|^{v}\left\|z_{2}\right\| \cdot 1 \\
= & \alpha_{1}\left(\alpha_{2}\right)^{v}\left\|z_{1}\right\|\left\|z_{2}\right\|^{v}+\left(\alpha_{1}\right)^{v} \alpha_{2}\left\|z_{1}\right\|^{v}\left\|z_{2}\right\|,
\end{align*}
$$

where the maximums are reached when $z_{1}$ and $z_{2}$ are parallel and have the same direction.
Lemma 10. 1. For all $1<\mu<2, z \in \mathbb{R}^{N}\left(\forall N \in \mathbb{R}_{+}\right)$

$$
\begin{equation*}
\|z\|_{\mu} \geq\|z\|_{2} . \tag{5.25}
\end{equation*}
$$

2. For all $\mu>2, z \in \mathbb{R}^{N}\left(\forall N \in \mathbb{R}_{+}\right)$

$$
\begin{equation*}
\|z\|_{2} \leq\|z\|_{\mu}(N)^{\frac{\mu-2}{2 \mu}} \tag{5.26}
\end{equation*}
$$

Proof. 1. We will prove that $\left|a_{1}+a_{2}\right|^{\frac{\mu}{2}} \leq\left|a_{1}\right|^{\frac{\mu}{2}}+\left|a_{2}\right|^{\frac{\mu}{2}}$ holds for all $a_{1}, a_{2} \in \mathbb{R}$. Define the function $g(x)=\left(\left|a_{1}\right|+x\right)^{\frac{\mu}{2}}-\left|a_{1}\right|^{\frac{\mu}{2}}-x^{\frac{\mu}{2}}\left(x \in \mathbb{R}_{+}\right)$. Its derivative is $g^{\prime}(x)=\frac{\mu}{2}\left(a_{1}+x\right)^{\frac{\mu}{2}-1}-$ $\frac{\mu}{2} x^{\frac{\mu}{2}-1} \leq 0$, and thus, $g(x) \leq g(0)=0$ on $\mathbb{R}_{+}$. We conclude that

$$
\begin{equation*}
\left|a_{1}+a_{2}\right|^{\frac{\mu}{2}} \leq\left|\left|a_{1}\right|+\left|a_{2}\right|^{\frac{\mu}{2}} \leq\left|a_{1}\right|^{\frac{\mu}{2}}+\left|a_{2}\right|^{\frac{\mu}{2}}\right. \tag{5.27}
\end{equation*}
$$

Using (5.27), we can check that

$$
\begin{equation*}
\left|\sum_{i=1}^{N}\left(z_{i}\right)^{2}\right|^{\frac{\mu}{2}} \leq\left|\sum_{i=1}^{N-1}\left(z_{i}\right)^{2}\right|^{\frac{\mu}{2}}+\left|\left(z_{N}\right)^{2}\right|^{\frac{\mu}{2}} \leq \cdots \leq \sum_{i=1}^{N}\left|\left(z_{i}\right)^{2}\right|^{\frac{\mu}{2}} \tag{5.28}
\end{equation*}
$$

which gives that

$$
\begin{equation*}
\|z\|_{2}=\left(\sum_{i=1}^{N}\left|z_{i}\right|^{2}\right)^{\frac{1}{2}} \leq\left(\sum_{i=1}^{N}\left|z_{i}\right|^{\mu}\right)^{\frac{1}{\mu}}=\|z\|_{\mu} \tag{5.29}
\end{equation*}
$$

2. By Hölder's inequality, we know that

$$
\begin{equation*}
\left(\sum_{i=1}^{N}\left|z_{i}\right|^{2}|1|^{\mu-2}\right)^{\mu} \leq\left(\sum_{i=1}^{N}\left|z_{i}\right|^{\mu}\right)^{2}\left(\sum_{i=1}^{N}|1|^{\mu}\right)^{\mu-2} \tag{5.30}
\end{equation*}
$$

which further implies that

$$
\begin{equation*}
\left(\sum_{i=1}^{N}\left|z_{i}\right|^{2}\right)^{\frac{1}{2}} \leq\left(\sum_{i=1}^{N}\left|z_{i}\right|^{\mu}\right)^{\frac{1}{\mu}}(N)^{\frac{\mu-2}{2 \mu}} \tag{5.31}
\end{equation*}
$$

Assuming that all objective functions are strongly convex, we provide a fixed-time convergence result for the algorithm (5.19).

Theorem 12. Given Assumptions 10 and 11, when there exists $\alpha, \beta, c_{1}>0$ such that

$$
\left\{\begin{array}{l}
\beta\left(\frac{2 \mu}{M+\mu}\right)^{\gamma}>\left(c_{1}\right)^{\gamma}\left(\frac{M-\mu}{2} \frac{1}{\beta_{2}}\right)^{\gamma+1}  \tag{5.32}\\
\left(c_{1}\right)^{\gamma} \frac{2 \mu}{M+\mu}>\beta\left(\frac{\beta_{n}\left(1+c_{1} \beta\right)}{\bar{m}+\alpha \beta_{n}}\right)^{\gamma+1} \\
\beta\left(\frac{2 \mu}{M+\mu} N^{-\frac{\xi-1}{2}}\right)^{\xi}>\left(c_{1}\right)^{\xi}\left(\frac{M-\mu}{2} \frac{1}{\beta_{2}}\right)^{\xi+1} \\
\left(c_{1} N^{-\frac{\xi-1}{2}}\right)^{\xi} \frac{2 \mu}{M+\mu}>\beta\left(\frac{\beta_{n}\left(1+c_{1} \beta\right)}{\bar{m}+\alpha \beta_{n}}\right)^{\xi+1}
\end{array}\right.
$$

the virtual state $x$ of the system (5.19) converges to $1 \otimes x^{*}$ within fixed time $T_{2}<\infty$, where $x^{*}$ is the optimal solution of problem (1.6).

Proof. Similar to the discussion from equations (5.7) to (5.10), it can be verified that $q=l=0$ implies $x=\mathbf{1} \otimes x^{*}$. In the following analysis, it is sufficient to prove the fixed-time convergence of (5.20).

Step 1. Before analyzing the system (5.19), we would like to define the pseudoinverse of $L$.
Let $\beta_{i}(1 \leq i \leq n)$ be the $i$-th largest eigenvalues of $L$, and the eigen-decomposition $L=$ $S_{L} D_{L}\left(S_{L}\right)^{T}$ holds for some diagonal matrix $D_{L}=\operatorname{diag}\left(\beta_{1} \cdots \beta_{n}\right)$ and orthogonal matrix $S_{L}$. According Lemma 3, it holds that $0=\beta_{1}<\beta_{2} \leq \ldots \leq \beta_{n}$. Denote the pseudoinverse of $L$ by

$$
L^{+}=S_{L} \operatorname{diag}\left(\begin{array}{llll}
0 & \frac{1}{\beta_{2}} & \cdots & \frac{1}{\beta_{n}} \tag{5.33}
\end{array}\right)\left(S_{L}\right)^{T} .
$$

Matrices $I_{n}, L$ and $L^{+}$commute as they can both be diagonalized by $S_{L}$. Also, matrices $I_{n m}$, $\bar{L}$ and $\bar{L}^{+}$commute as they can both be diagonalized by $S_{L} \otimes I_{m}$.

Step 2 Let $E=\left(I+c_{1} \beta \bar{L}^{+} \bar{L}\right)(\bar{m} I+\alpha \bar{L})^{-1}, D=c_{1} \bar{L}^{+}$and $C=\frac{c_{1}}{\beta} \bar{m}\left(\bar{L}^{+}\right)^{2}+\frac{c_{1}}{\beta} \alpha \bar{L}^{+}=\frac{c_{1}}{\beta}\left(\bar{L}^{+}\right)^{2}(\bar{m} I+$ $\alpha \bar{L})$. We will prove that the Lyapunov candidate function

$$
V(q, l)=\frac{1}{2}\left(\begin{array}{ll}
q^{T} & l^{T}
\end{array}\right)\left(\begin{array}{cc}
E & D^{T}  \tag{5.34}\\
D & C
\end{array}\right)\binom{q}{l}
$$

is positive definite.
We will first show that $V$ is positive semi-definite. Noting that $\bar{L}^{+}+c_{1} \beta \bar{L}^{+} \geq c_{1} \beta \bar{L}^{+}$is always true, we obtain

$$
\begin{equation*}
\left(I+c_{1} \beta \bar{L}^{+} \bar{L}\right)(\bar{m} I+\alpha \bar{L})^{-1}\left(\frac{1}{\beta} \bar{m}\left(\bar{L}^{+}\right)^{2}+\frac{1}{\beta} \alpha\left(\bar{L}^{+}\right)^{2} \bar{L}\right) \geq\left(c_{1}\right)\left(\bar{L}^{+}\right)^{2} \tag{5.35}
\end{equation*}
$$

by multiplying both sides by $\frac{c_{1}}{\beta} L^{+}$. As $\left(\bar{L}^{+}\right)^{2} \bar{L}=\bar{L}^{+}$, it is verified that $\left(I+c_{1} \beta \bar{L}^{+} \bar{L}\right)(\bar{m} I+$ $\alpha \bar{L})^{-1}\left(\frac{c_{1}}{\beta} \bar{m}\left(\bar{L}^{+}\right)^{2}+\frac{c_{1}}{\beta} \alpha \bar{L}^{+}\right) \geq c_{1}\left(\bar{L}^{+}\right)^{2}$, i.e., $E C-D^{2} \geq 0$.

To investigate the pre-image of $V=0$, it is sufficient to find the null space of

$$
Q:=\left(\begin{array}{cc}
E & D^{T}  \tag{5.36}\\
D & C
\end{array}\right)
$$

by Lemma 8. Let

$$
\left\{\begin{array}{l}
E q+D^{T} l=0  \tag{5.37}\\
D q+C l=0
\end{array}\right.
$$

Left multiplying the first equation by $\bar{m} I+\alpha \bar{L}$ and the second equation by $\beta \bar{L}$, we have the following argument:

$$
\left\{\begin{array}{l}
\left(I_{n m}+c_{1} \beta \bar{L}^{+} \bar{L}\right) q+c_{1} \bar{L}^{+}(\bar{m} I+\alpha \bar{L}) l=0  \tag{5.38}\\
c_{1} \beta \bar{L} \bar{L}^{+} q+c_{1} \bar{L}^{+}(\bar{m} I+\alpha \bar{L}) l=0
\end{array}\right.
$$

which gives that $I_{n m} q=q=0$ and $l$ is consensus. By Lemma 6 , we have that $l=0$ as well.
Remark 13. Similar to the discussion on (5.15), it can be verified that

$$
\begin{equation*}
0<\lambda_{m+1}(Q) \leq \min _{\left\{z: 0 \neq z \in N u l l^{\perp}(Q)\right\}} \frac{z^{T} Q z}{\|z\|^{2}} \tag{5.39}
\end{equation*}
$$

and thus

$$
\begin{equation*}
V(q, l) \geq \frac{\lambda_{m+1}(Q)}{2}\left(\left(\|q\|_{2}\right)^{2}+\left(\|l\|_{2}\right)^{2}\right) . \tag{5.40}
\end{equation*}
$$

Step 3. The Lie derivative of $V$ along (5.19) is

$$
\begin{align*}
\dot{V}= & -\left(\begin{array}{ll}
q^{T} & l^{T}
\end{array}\right)\left(\begin{array}{cc}
E & D^{T} \\
D & C
\end{array}\right)\left(\begin{array}{cc}
\bar{m} I_{n m}+\Delta+\alpha \bar{L} & \beta \bar{L} \\
-\beta \bar{L} & 0
\end{array}\right)\binom{\sigma^{\gamma}(q)}{\sigma^{\gamma}(l)} \\
& -\left(\begin{array}{ll}
q^{T} & l^{T}
\end{array}\right)\left(\begin{array}{cc}
E & D^{T} \\
D & C
\end{array}\right)\left(\begin{array}{cc}
\bar{m} I_{n m}+\Delta+\alpha \bar{L} & \beta \bar{L} \\
-\beta \bar{L} & 0
\end{array}\right)\binom{\sigma^{\xi}(q)}{\sigma^{\xi}(l)}  \tag{5.41}\\
= & -V_{d 1}-V_{d 2},
\end{align*}
$$

where $V_{d 1}$ represents the first term, and $V_{d 2}$ represents the second term.
Since $L\left(S_{L}\right)=S_{L} D_{L}$ and $S_{L} \in \mathbb{O}^{n \times n}$, the first column of $P$ is $\frac{1}{\sqrt{n}} \mathbf{1}$. By showing

$$
\begin{align*}
& l^{T}\left(I-\bar{L}^{+} \bar{L}\right) \\
= & l^{T}\left(P \operatorname{diag}(1,0, \ldots, 0) P^{T}\right) \otimes I  \tag{5.42}\\
= & l^{T} \frac{1}{n} \mathbf{1 1}^{T} \otimes I=0,
\end{align*}
$$

we could know that

$$
\begin{equation*}
l^{T}=l^{T} \bar{L}^{+} \bar{L} \tag{5.43}
\end{equation*}
$$

Therefore, we have that

$$
\begin{align*}
& V_{d 1}=-\left(\begin{array}{ll}
q^{T} & L^{T}
\end{array}\right)\left(\begin{array}{cc}
E & D^{T} \\
D & C
\end{array}\right)\left(\begin{array}{cc}
\bar{m} I_{n m}+\Delta+\alpha \bar{L} & \beta \bar{L} \\
-\beta \bar{L} & 0
\end{array}\right)\binom{\sigma^{\gamma}(q)}{\sigma^{\gamma}(l)} \\
& \leq \quad-\left(\begin{array}{ll}
q^{T} & l^{T}
\end{array}\right)\left(\begin{array}{cc}
I & \frac{1+c_{1} \beta}{\bar{m}+\alpha \bar{L}} \beta \bar{L} \\
0 & c_{1} \beta \bar{L}+\bar{L}
\end{array}\right)\binom{\sigma^{\gamma}(q)}{\sigma^{\gamma}(l)} \\
& +\left(\|q\|_{2}\right)^{\alpha+1}\|E \Delta\|_{2}+\|l\|_{2}\left(\|q\|_{2}\right)^{\alpha}\|D \Delta\|_{2} \\
& \stackrel{(5.43)}{\leq}-\left(\|q\|_{\gamma+1}\right)^{\gamma+1}+\frac{M-\mu}{M+\mu}\left(\|q\|_{\gamma+1}\right)^{\gamma+1}-c_{1} \beta\left(\|l\|_{\gamma+1}\right)^{\gamma+1} \\
& +\beta \frac{\beta_{n}\left(1+c_{1} \beta\right)}{\bar{m}+\alpha \beta_{n}}\|q\|_{2}\left(\|l\|_{2}\right)^{\gamma}+\frac{M-\mu}{2} \frac{c_{1}}{\beta_{2}}\left(\|q\|_{2}\right)^{\gamma}\|l\|_{2} \\
& =-\frac{2 \mu}{M+\mu}\left(\|q\|_{\gamma+1}\right)^{\gamma+1}-c_{1} \beta\left(\|l\|_{\gamma+1}\right)^{\gamma+1} \\
& +\beta \frac{\beta_{n}\left(1+c_{1} \beta\right)}{\bar{m}+\alpha \beta_{n}}\|q\|_{2}\left(\|l\|_{2}\right)^{\gamma}+\frac{M-\mu}{2} \frac{c_{1}}{\beta_{2}}\left(\|q\|_{2}\right)^{\gamma}\|l\|_{2}  \tag{5.44}\\
& \stackrel{(a)}{\leq}-\frac{2 \mu}{M+\mu}\left(\|q\|_{2}\right)^{\gamma+1}-c_{1} \beta\left(\|l\|_{2}\right)^{\gamma+1} \\
& +\beta \frac{\beta_{n}\left(1+c_{1} \beta\right)}{\bar{m}+\alpha \beta_{n}}\|q\|_{2}\left(\|l\|_{2}\right)^{\gamma}+\frac{M-\mu}{2} \frac{c_{1}}{\beta_{2}}\left(\|q\|_{2}\right)^{\gamma}\|l\|_{2} \\
& \leq \quad-c_{2}\left(\left(\|q\|_{2}\right)^{\gamma+1}+\left(\|l\|_{2}\right)^{\gamma+1}\right) \\
& =\quad-c_{2}\left(\left\|\left(\|q\|_{2},\|l\|_{2}\right)\right\|_{\gamma+1}\right)^{\gamma+1} \\
& \stackrel{(b)}{\leq} \quad-c_{2}\left(\left\|\left(\|q\|_{2},\|l\|_{2}\right)\right\|_{2}\right)^{\gamma+1} \\
& \leq-c_{2}\left(\frac{2}{\lambda_{\max }(Q)} V\right)^{\frac{\gamma+1}{2}},
\end{align*}
$$

where $(a)$ and $(b)$ follow the first property of Lemma 10 , and $c_{2}$ is some positive number. Let $\alpha_{1}$ and $\alpha_{2}$ be the solution to

$$
\left\{\begin{array}{l}
\alpha_{1}\left(\alpha_{2}\right)^{\gamma}=\beta \frac{\beta_{n}\left(1+c_{1} \beta\right)}{\bar{m}+\alpha \beta_{n}},  \tag{5.45}\\
\left(\alpha_{1}\right)^{\gamma} \alpha_{2}=\frac{M-\mu}{2} \frac{c_{1}}{\beta_{2}} .
\end{array}\right.
$$

According to Lemma 9 , we can pick $c_{2}=\min \left\{\frac{2 \mu}{M+\mu}-\left(\alpha_{1}\right)^{\gamma+1}, c_{1} \beta-\left(\alpha_{2}\right)^{\gamma+1}\right\}>0$, and the positivity of $c_{2}$ is guaranteed by the first two assumptions in (5.32).

Similarly, we obtain that

$$
V_{d 2}=-\left(\begin{array}{ll}
q^{T} & L^{T}
\end{array}\right)\left(\begin{array}{cc}
E & D^{T} \\
D & C
\end{array}\right)\left(\begin{array}{cc}
\nabla(x)+\alpha \bar{L} & \beta \bar{L} \\
-\beta \bar{L} & 0
\end{array}\right)\binom{\sigma^{\xi}(q)}{\sigma^{\xi}(l)}
$$

$$
\begin{align*}
& \leq-\frac{2 \mu}{M+\mu}\left(\|q\|_{\xi+1}\right)^{\xi+1}-c_{1} \beta\left(\|l\|_{\xi+1}\right)^{\xi+1} \\
&+\beta \frac{\beta_{n}\left(1+c_{1} \beta\right)}{\bar{m}+\alpha \beta_{n}}\|q\|_{2}\left(\|l\|_{2}\right)^{\xi}+\frac{M-\mu}{2} \frac{c_{1}}{\beta_{2}}\left(\|q\|_{2}\right)^{\xi}\|l\|_{2} \\
&(c) \\
& \leq-\frac{2 \mu}{M+\mu} N^{-\frac{\xi-1}{2}}\left(\|q\|_{2}\right)^{\xi+1}-c_{1} \beta N^{-\frac{\xi-1}{2}}\left(\|l\|_{2}\right)^{\xi+1} \\
&+\beta \frac{\beta_{n}\left(1+c_{1} \beta\right)}{\bar{m}+\alpha \beta_{n}}\|q\|_{2}\left(\|l\|_{2}\right)^{\xi}+\frac{M-\mu}{2} \frac{c_{1}}{\beta_{2}}\left(\|q\|_{2}\right)^{\xi}\|l\|_{2}  \tag{5.46}\\
& \leq-c_{3}\left(\left(\|q\|_{2}\right)^{\xi+1}+\left(\|l\|_{2}\right)^{\xi+1}\right) \\
&=-c_{3}\left(\left\|\left(\|q\|_{2},\|l\|_{2}\right)\right\|_{\xi+1}\right)^{\frac{1}{\xi+1}} \\
&(d)-c_{3}\left((n m)^{-\frac{2 \xi+2}{\xi-1}}\left\|\left(\|q\|_{2},\|l\|_{2}\right)\right\|_{2}\right) \xi+1 \\
& \leq-c_{3}(n m)^{-\frac{2(\xi+1)^{2}}{\xi-1}}\left(\frac{2}{\lambda_{\max }(Q)} V\right)^{\frac{\xi+1}{2}},
\end{align*}
$$

where $(c)$ and $(d)$ follow the second property of Lemma 10 , and $c_{3}>0$. The process of deriving $c_{3}$ is similar to that of deriving $c_{2}$.

Combining (5.44) and (5.46), we arrive at the following inequality:

$$
\begin{equation*}
\dot{V} \leq-c_{2}\left(\frac{2}{\lambda_{\max }(Q)} V\right)^{\frac{\gamma+1}{2}}-c_{3}(n m)^{-\frac{2(\xi+1)^{2}}{\xi-1}}\left(\frac{2}{\lambda_{\max }(Q)} V\right)^{\frac{\xi+1}{2}} . \tag{5.47}
\end{equation*}
$$

Considering that $\dot{V} \leq-c_{3}(n m)^{-\frac{2(\xi+1)^{2}}{\xi-1}}\left(\frac{2}{\lambda_{\max (Q)}} V\right)^{\frac{\xi+1}{2}}$, we have

$$
\begin{equation*}
\frac{\dot{V}}{V^{\frac{\xi+1}{2}}} \leq-c_{3}(n m)^{-\frac{2(\xi+1)^{2}}{\xi-1}}\left(\frac{2}{\lambda_{\max }(Q)}\right)^{\frac{\xi+1}{2}} \tag{5.48}
\end{equation*}
$$

and integrating both sides yields

$$
\begin{equation*}
c_{3}(n m)^{-\frac{2(\xi+1)^{2}}{\xi-1}}\left(\frac{2}{\lambda_{\max }(Q)}\right)^{\frac{\xi+1}{2}} t \leq \frac{1}{\frac{\xi+1}{2}-1}\left(V(q(t), l(t))^{\frac{1-\xi}{2}}-V(q(0), l(0))^{\frac{1-\xi}{2}}\right) . \tag{5.49}
\end{equation*}
$$

When $V$ reaches the set $\{V(q, l) \leq 1\}$, the right hand side of $(5.49)$ is bounded by $\frac{1}{\frac{\xi+1}{2}-1}$, which is independent of the initial state. This implies that $V$ reaches this set in a fixed time, denoted $t_{3}$, for any $q(0), l(0) \in \mathbf{R}^{n m}$.

On the other hand, $\dot{V}$ is also bounded by $-c_{2}\left(\frac{2}{\lambda_{\max }(Q)} V\right)^{\frac{2}{\gamma+1}}$. We have that

$$
\begin{equation*}
\frac{\dot{V}}{V^{\frac{\gamma+1}{2}}} \leq-c_{2}\left(\frac{2}{\lambda_{\max }(Q)}\right)^{\frac{\gamma+1}{2}} \tag{5.50}
\end{equation*}
$$

and taking integral from $t=t_{3}$ gives

$$
\begin{equation*}
c_{2}\left(\frac{2}{\lambda_{\max }(Q)}\right)^{\frac{\gamma+1}{2}}\left(t-t_{3}\right) \leq \frac{1}{1-\frac{2}{\gamma+1}}\left(V\left(t_{3}\right)^{\frac{1-\gamma}{\gamma+1}}-V(t)^{\frac{1-\gamma}{\gamma+1}}\right) \leq \frac{1}{1-\frac{2}{\gamma+1}} \tag{5.51}
\end{equation*}
$$

After $t=t_{3}, V$ would reach the origin in a fixed time. The fixed-time convergence can be implied by (5.48) and (5.51).

Remark 14. Some observations on the role of the design parameters $\alpha, \beta$ and $c_{1}$ are given here. We can always find $\alpha, \beta, c_{1}>0$ satisfying the condition (5.32). Let $\beta=1$ and let $c_{1}$ be sufficiently small to satisfy the first and the third inequalities. Also, we can always let $\alpha$ be sufficiently large such that the second and the fourth inequalities hold. Moreover, (5.32) is only a sufficient condition in simulation. When running our numerical examples, we observe that the algorithm converges in a fixed time for any positive $\alpha$ and $\beta$.

### 5.3 Simulations

In this section, we discretize the algorithms (5.1) and (5.19) using Euler's method and apply them to two objective functions to demonstrate the convergence behavior established in Theorems 1 and 2 . The step sizes are selected as 0.06 and 0.001 through trial and error.

### 5.3.1 Strictly Convex Case

Define some three-dimensional convex functions

$$
\begin{equation*}
f_{i}(x)=\frac{1}{4} \sum_{j=1}^{3} b_{i j}\left|x_{j}-a_{i j}\right|^{4}, i=1,2, \ldots, 8 \tag{5.52}
\end{equation*}
$$

where all $a_{i j}$ and all entries of the initial values $x(0) \in \mathbb{R}^{60}$ are drawn from independent standard normal distributions, $b_{i j}$ are uniformly distributed random numbers from $[0,1]$, and Assumption


Figure 5.1: State trajectories of all agents using (5.1).

9 is satisfied. The graph $G$ is a 8 -cycle graph, that is to say, 8 agents are arranged into a cycle, and each agent is connected to its left and right agents.

Figures 5.3.1 and 5.3.1 show the evolutions of agents' states and the error of the total objective function in system (5.1), where $\alpha=\beta=1$. We represent the optimal solution using dash-dot


Figure 5.2: The error of the total objective function
lines. The three components of the optimal states are reached at about $35 \mathrm{~s}, 7 \mathrm{~s}$ and 8 s , and the overall objective function is minimized at about 40s, which illustrate the finite-time behaviour guaranteed by Theorem 11.

### 5.3.2 Strongly Convex Case

Define some three-dimensional $\mu$-strongly convex and $M$-smooth functions

$$
\begin{equation*}
f_{i}(x)=\frac{1}{2} \sum_{j=1}^{3}\left|x_{j}-a_{i j}\right|^{2}, i=1,2, \ldots, 8 \tag{5.53}
\end{equation*}
$$

where all entries of $a_{i j}$ are drawn from independent standard normal distributions, and all entries of $x(0)$ and $v(0)$ are drawn from independent normal distributions with standard deviations of $10^{v}(v=0,2,4,6)$ and means of 0 . The graph, $G$, is the same as before

Figure 5.3 .2 shows the time evolutions of agents' states in system (5.19), where $\alpha=\beta=1$, and $v=0$. They converge in a finite-time, and it agrees with the analysis in Section V .

Figures 5.3.2 and 5.3.2 illustrate the time history of the distances between $x$ and $x^{*}$, and the errors of the Lyapunov functions under different $v$. Not surprisingly, the longer the distance between $x(0)$ and $\mathbf{1} \otimes x^{*}$, the more time it takes to reach the minimizer. In the plots, the distance between $x(0)$ and $x^{*}$ would roughly increase by 100 times as $v$ increases by 2 ; however, the settling time grows slower. It is because the upper bound of the settling time is independent of the initial value, as shown in Theorem 12.


Figure 5.3: State trajectories of all agents using (5.19).

### 5.4 Summary

Combining the PI algorithm (4.2) from the last section with the powered function in [91,92], we propose a finite-time distributed optimization algorithm (5.1). We are also motivated by some fixed-time optimization algorithm [12,24,41], and construct a fixed-time distributed optimiza-


Figure 5.4: The distance between the state and the optimal solution.


Figure 5.5: The errors of the total objective functions.
tion algorithm (5.19). Similar to the last chapter, instead of directly discussing the behavior of the algorithms, we build auxiliary systems by differentiating the original system first, and then establishing their connections.

The chapter demonstrates that the powered PI algorithm can converge within a finite time when applied to strictly convex functions. Another crucial aspect is the confirmation of fixedtime convergence when the algorithm is applied to strongly convex functions. This implies a consistent and predictable convergence timeline regardless of the initial conditions, enhancing the algorithm's practicality and reliability.

## Chapter 6

## Conclusion and Future Work

### 6.1 Conclusion

This thesis has presented a comprehensive analysis of almost sure convergence rates for ASG methods, specifically RMSprop, Adadelta, Adam, Nadam, and AMSgrad. By offering a clear and rigorous proof of almost sure convergence to a critical point, this work contributes significantly to the field of machine learning optimization. For non-convex objective functions, our findings reveal that a weighted average of squared gradient norms achieves a unified convergence rate of $O\left(\frac{1}{t^{\frac{1}{2}-\theta}}\right)$ for all $\theta \in\left(0, \frac{1}{2}\right)$ Additionally, for strongly convex objectives, we have improved the convergence rates for RMSprop and Adadelta to $O\left(\frac{1}{t^{1-\theta}}\right)$ within the same range of $\theta$.

The Hogwild! algorithm, a locking-free parallel stochastic gradient descent method, was also analyzed under various loss function assumptions. We demonstrated its almost sure convergence rate for strongly convex functions, matching the optimal rate of classical SGD methods. For non-convex functions, we proved convergence to zero for both a weighted average of squared gradients and the algorithm's last iterations. We further extended our analysis to general convex smooth functions.

A new algorithm is propsed in chapter 4 for solving the distributed problem. First, with the assumptions of $\mu$-strongly convex cost optimization function and connected topology, we propose a gradient-based algorithm whose convergence rate matches that of the centralized gradient method. Second, we prove the local exponential convergence behavior of this algorithm for strictly convex cost functions.

In chapter 5, we discuss algorithms for solving finite-time and fixed-time distributed optimization problems. We propose variants of the PI algorithm specifically designed for strictly
convex and strongly convex cost functions. These algorithms not only solve the distributed optimization problem but also guarantee finite and fixed settling times.

### 6.2 Future Work

Several avenues for future research emerge from this study:

- Improving the almost sure convergence rates for ASG methods such as Adam, AMSgrad, and Nadam presents a compelling challenge. These ASG methods frequently outperform SGD in practical applications, especially in deep learnin. Despite their practical success, the almost sure convergence rates for ASG methods, as discussed in Chapter 2, align with those of SGD noted in [45]. This observation leads to the anticipation of a more efficient convergence rate for ASG methods.
- Exploring the underlying principles and the physical intuition of ASG methods and understanding why they often outperform SGD is a fascinating topic.
To gain a better insight of centralized Nesterov's Accelerated Gradient Method and Heavyball method, some papers utilize the second order ODE [69, 75, 96] derived by taking limit of these methods. Taking advantage of numerous tools from the field of differential equations and stochastic calculus, some papers use stochastic differential equations (SDEs) of SGD to gain new insights about non-trivial phenomena in non-convex optimization.

In chapter 2, we have derived the limiting ODEs for ASG methods, providing a framework to examine the flow dynamics inherent to these approaches. A logical extension of this work involves delving into the corresponding Stochastic Differential Equations (SDEs) of ASG. Such an analysis could unveil deeper insights into the mechanisms, potentially revealing how ASG methods navigate the non-convex optimization with notable efficiency.

- If the cost function exhibits sufficient smoothness, [96] demonstrate that acceleration of Nesterov can be attained through a stable discretization of the ODE by employing conventional Runge-Kutta integrators. This insight suggests that applying a similar discretization strategy to the SDGs of ASG methods could potentially yield a more rapid approach.
- An interesting avenue for future research would be to explore whether the proof approaches in chapters 4 and 5 can be extended to continuous-time distributed stochastic gradientbased optimization algorithms.
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## APPENDICES

## Appendix A

## Picard's Theorem

Consider an nonautonomous system of ODE

$$
\begin{equation*}
\dot{x}=f(t, x), \tag{A.1}
\end{equation*}
$$

where $f: D \rightarrow \mathbb{R}^{n}$ and $D$ is a subset of $\mathbb{R} \times \mathbb{R}^{n}$. For any $\left(t_{0}, x_{0}\right) \in D$, system (A.1) and the initial condition together define the initial value problem (IVP):

$$
\begin{equation*}
\dot{x}=f(t, x), x\left(t_{0}\right)=x_{0} . \tag{A.2}
\end{equation*}
$$

A function $x: J \rightarrow \mathbb{R}^{n}$ is said to be a solution of the IVP on an interval $J$ containing $t_{0}$ if $x\left(t_{0}\right)=x_{0}$ and $\dot{x}=f(x(t))$ for all $t \in J$.

Definition 6. Let $D$ be a subset of $\mathbb{R}^{n}$. A function is said to be

- Lipschitz continuous (or Lipschitz) in $x$ on D, if there exists a constant $L>0$ such that

$$
\begin{equation*}
|f(t, x)-f(t, y)| \leq L|x-y| \tag{A.3}
\end{equation*}
$$

for all $(t, x)$ and $(t, y)$ in $D$;

- locally Lipschitz in $x$ at $\left(t_{0}, x_{0}\right) \in D$, if there exists a neighborhood $U$ of $x_{0}$ such that $f$ is Lipschitz continuous in $x$ on $U$;
- locally Lipschitz in $x$ on $D$, if $f$ is locally Lipschitz in $x$ at every $\left(t_{0}, x_{0}\right) \in D$;
- globally Lipschitz in $x$, if $f$ is Lipschitz in $x$ on $D=\mathbb{R}^{n}$.

Local Lipschitz continuity of a function can be checked by the followng proposition.
Proposition 5. Let $D \subset \mathbb{R} \times \mathbb{R}^{n}$ be an open set and $f(t, x)$ be a function defined on $D$ and valued in $\mathbb{R}^{n}$. Suppose that $\frac{\partial f}{\partial x}$ exists and is continuous on $D$. Then $f$ is locally Lipschitz in $x$ on $D$.

The following theorem establishes that local Lipschitz continuity ensures a unique solution to the IVP in a neighborhood of the initial point.

Theorem 13. (Picard's Theorem) Let $D \subset \mathbb{R} \times \mathbb{R}^{n}$ be an open set. Suppose that $f$ is continuous on $D$ and Lipschitz continuous in $x$ on $D$. For any $\left(t_{0}, x_{0}\right) \in D$, there exists $a, b>0$ such that the set

$$
\begin{equation*}
S=\left\{(t, x) \in \mathbb{R} \times \mathbb{R}^{n}:\left|t-t_{0}\right| \leq a,\left\|x-x_{0}\right\| \leq b\right\} \tag{A.4}
\end{equation*}
$$

is contained in D. Define

$$
\begin{equation*}
M=\max _{(t, x) \in S}\|f(t, x)\|, c=\min \left(a, \frac{b}{M}\right) . \tag{A.5}
\end{equation*}
$$

Then the initial value problem (A.2) has a unique solution defined on the interval $\left[t_{0}-c, t_{0}+c\right]$.
Without the Lipschitz condition, Picard's theorem cannot guarantee the uniqueness of the solution. Peano's theorem states that if $f(t, x)$ in (A.2) is continuous in a neighborhood of the initial point, then at least one solution exists locally around the initial point.

Theorem 14. (Peano's Existence Theorem) Let $D \subset \mathbb{R} \times \mathbb{R}^{n}$ be an open set. Suppose that $f$ : $D \rightarrow \mathbb{R}^{n}$ is continuous on $D$. For any $\left(t_{0}, x_{0}\right) \in D$, let $a>0$ and $b>0$ be chosen such that the set

$$
\begin{equation*}
S=\left\{(t, x) \in \mathbb{R} \times \mathbb{R}^{n}:\left|t-t_{0}\right| \leq a,\left\|x-x_{0}\right\| \leq b\right\} \tag{A.6}
\end{equation*}
$$

is contained in D. Define

$$
\begin{equation*}
M=\max _{t, x} \in S\|f(t, x)\|, c=\min \left(a, \frac{b}{M}\right) . \tag{A.7}
\end{equation*}
$$

Then the initial value problem (A.2) has a solution defined on the interval $\left[t_{0}-c, t_{0}+c\right]$.
Example. (Leaky Bucket) Consider the leaky bucket described by

$$
\begin{equation*}
\dot{h}(t)=-a \cdot \sqrt{h(t)}, h\left(t_{0}\right)=0 \tag{A.8}
\end{equation*}
$$

where $h(t)$ represents the height of the water in the bucket at any time $t$, and $a$ is a positive constant that depends on factors such as the size of the hole in the bucket. The initial value means that the bucket is empty at time $t_{0}$.

It can be verified that

$$
h(t)=\left\{\begin{array}{l}
\frac{a^{2}}{4}(t-\alpha)^{2}, t<\alpha \leq t_{0}  \tag{A.9}\\
0, t>\alpha
\end{array}\right.
$$

is a solution to the IVP for any $\alpha \in\left(-\infty, t_{0}\right]$. Because $-a \sqrt{h}$ is not locally Lipschitz at $h=0$, Picard's theorem does not hold in this context. As a result, the uniqueness of the solution to the differential equation fails in this scenario.

## Appendix B

## Stability and LaSalle's Invariance Principle

Consider an autonomous system of ODE

$$
\begin{equation*}
\dot{x}=f(x) \tag{B.1}
\end{equation*}
$$

where $f: D \rightarrow \mathbb{R}^{n}$ and $D$ is a subset of $\mathbb{R}^{n}$. For any $x_{0} \in D$, system (B.1) and the initial condition together define the initial value problem (IVP):

$$
\begin{equation*}
\dot{x}=f(x), x(0)=x_{0} . \tag{B.2}
\end{equation*}
$$

A function $x\left(\cdot, x_{0}\right): J \rightarrow \mathbb{R}^{n}$ is said to be a solution of the IVP on an interval $J$ containing $t_{0}$ if it meets (B.1) for all $t \in J$. In this chapter, we assume the solution is unique.

Suppose that there exists some $\bar{x} \in D$ such that $f(\bar{x})=0$, then $\bar{x}$ is called the equilibrium point (or equilibrium) of (B.1). We can always use a change of variable to transform a non-zero equilibrium point to a zero one. Therefore, we can assume that the origin is an equilibrium point without loss of generality.

Definition 7. The equilibrium point $x=0$ of (B.2) is said to be

- stable, if for every $\varepsilon>0$, there exists some $\delta>0$ such that

$$
\begin{equation*}
\left\|x_{0}\right\| \leq \delta \Longrightarrow\left\|x\left(t, x_{0}\right)\right\| \leq \varepsilon \tag{B.3}
\end{equation*}
$$

for all $t \geq 0$;

- asymptotically stable, if it is stable and there exists some $\rho>0$ such that

$$
\begin{equation*}
\left\|x_{0}\right\| \leq \rho \Longrightarrow \lim _{t \rightarrow \infty} x\left(t, x_{0}\right)=0 \tag{B.4}
\end{equation*}
$$

- globally asymptotically stable, if it is stable and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x\left(t, x_{0}\right)=0 \tag{B.5}
\end{equation*}
$$

for all $x_{0} \in \mathbb{R}^{n}$;

- unstable, if it is not stable.

A reliable technique for checking stability is through the Lyapunov stability theorem.
Theorem 15. (Lyapunov Stability Theorem for Autonomous System) Let $D \subset \mathbb{R}^{n}$ be open and contain the origin. Suppose that $x=0$ be an equilibrium point of (B.2). Let $V: D \rightarrow \mathbb{R}$ be continuously differentiable and positive definite on $D$.

- If $\dot{V}$ is negative semidefinite, then $x=0$ is stable.
- If $\dot{V}$ is negative definite, then $x=0$ is asymptotically stable.
- If $\dot{V}$ is negative definite and $V$ is radially unbounded (with $D=\mathbb{R}^{n}$ ), then $x=0$ is globally asymptotically stable.

A set $\Omega \subset D$ is said to be positively invariant if all solutions $x\left(t, x_{0}\right)$ starting from $\Omega$ stay in $\Omega$ for all $t \geq 0$. Similarly, a set $\Omega \subset D$ is said to be invariant if all solutions $x\left(t, x_{0}\right)$ starting from $\Omega$ stay in $\Omega$ for all $t$.

Another approach for checking stability is the Barbashin-Krasovskii-LaSalle Theorem, where LaSalle's Invariance Principle us used to check the asymptotic tendency.

Theorem 16. (LaSalle's Invariance Principle) Suppose that $V: D \rightarrow \mathbb{R}$ is continuously differentiable. Let $\Omega \subset D$ be a positively invariant compact set of (B.2). If $\dot{V}(x) \leq 0$ for all $x \in \Omega$. Then, for any $x_{0} \in \Omega$, we have that everey solution starting in $\Omega$ approaches the largest invariant set in

$$
\begin{equation*}
E=\{x \in \Omega: \dot{V}=0\} . \tag{B.6}
\end{equation*}
$$

Theorem 17. (Barbashin-Krasovskii-LaSalle Theorem) Let $D \subset \mathbb{R}^{n}$ be open and contain the origin. Suppose that $x=0$ be an equilibrium point of (B.2). Let $V: D \rightarrow \mathbb{R}$ be continuously
differentiable and positive definite on $D$. Suppose that $\dot{V}(x) \leq 0$ for all $x \in D$. Let $S=\{x \in$ $D: \dot{V}=0\}$. Suppose that no solution can stay identically in $S$ except the trivial solution $x=0$. Then $x=0$ is asymptotically stable. If the above conditions hold with $D=\mathbb{R}^{n}$ and $V$ is radially unbounded, then $x=0$ is globally asymptotically stable.

Remark 15. In 2005, the Invariance Principle presented in [3, Theorem 2] extends the Barbashin-Krasovski-LaSalle Theorem to a class of non-autonomous Systems.

