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The World BanL's Highway Design and Maintenance Standards model (HDM-III) is h&easingly 

becoming a popular economÏc analysis =engheW with wide applications within pavement management 

systems, in partintlar, the network-leveL priority programming sector in developing countries. The 

major disincentives, however, for widespread application of the model in low-income road agencies 

include the excessive data needs and lack of effective guidelines on local adaptation. 

The thesis addresses strearnlining the application of the HDM-III model at the network-level priority 

programming by reducing the mudel data needs. This was done by screening out the insensitive 

input variables with respect to an application-specific output. 

An advanced statistical expechental design based on the Latin hypercube sampling was formulated 

to investigate the sensitivity of the Ihk cbaracterization input factors upon several HDM-III outputs 

- the net present value of net benefits (NPV), the agency lifeqcle costs, and the road users' (mainly 

vehicle operating costs, VOCs) life-cycle costs. 

The boundaries of the input space (factor ranges) imrestigated in this snidy were determined from 

field data collected in Tamania in 1994. 

The plausibility of extending the current pool of 'default inputs* for task-specific applications was 

examined. The inactive factors (as determined by the sensitivity study) were replaced by constant 

values reflective of typical levels for the case study region. The HDM-III model predictions from 

using the full set of inputs, and those obtained by using default values in place of the inactive 

factors, were statistically compared. 

The research findings confirm the suspected nature of factor spanity (few active fanors) of the 

HDM-III model. n i e  agency and road wrs' lifeîycle costs were found to be dominated by very 

few input factors. More impoctantly, the factor sensitivity is specific to the RdrM strategy employed. 

Staustical cornparison between the H D M m  lifecycle preùiaions based on default inputs and the 

predictions based on the full data set found that there was no signiftcant difference. The study 

demonstrated the possibility of extending the current pool of default inputs for application-specific 

model output. 
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Cbapter 1 

INTRODUCTION 

1.1 Background 

According to a World Bank policy study, the state of the road networks in Sub Saharan Afnca (SSA) 

poses a serious crisis. The netwocks, which were expandeci massiwly in the post independent boom 

of the 1960s and 1970s. s t d  cnimbling in the 1980s and are presentiy on the verge of collapsing. 

Irnmediate measures are newssary to control the deterioration. The dimensions of the problem in 

t e m  of poor nenkrork upkcep, its ongin and its economic implications are îbrther addressed in 

Section 2.1.3. An even more serious problem is the lack of economic capability of SSA counaies to 

correct the situation. Economic adversity in the region for the last two decades is only part of the 

explanation; past mistakes in investment choices played even greater role. However, a large part of 

the problem is attributable to lack of institutional capacity in the SSA Fair 87 and 91, Bank 881. 

The SSA road networb were esamated to have an aggregate length of more than one million 

kilometers in 1988. of which only 11 percent was paved Bank 881. Faiz et al. estirnated that more 

than 95 percent of the road system cottsist of low-volume roads. with an average aaffic of less than 

400 vehicles per day [Faiz 8q. Yet, SS A has the lowest road spatial density (about 5 km per LOO sq. 

km of land) - about one bal€ of the global average for developing countries. The ratio of road 

kilometers pet million dollars of gcoss nationai product (GNP) is the highest of al1 regiom, at a 

global average of 3.6 (excluding Nigeria) SA. These figures reflect the v a t  distances, the 

dispersed seulement patterns, and the smaller economic base of SSA. The economîc importance of 

these poorly distributeci road networks is underlined by the fàct tbat more than 90 percent of land 

commerce is dependent on roads Faiz 911. The main rods in the region cater for up to 80 percent 

of the inter-urban traffic in the region paiz 87.  

With the road conditions in the region as given Ui Table 1.1, the fiPancial implications are 

staggering. Smith estimated the financing requinments to contain the road maintenance problem in 

SSA under tbree categories [Smith 8 7 .  The current backlog of rebabilitation for the main roads 

alone was valued at approximately US $4.6 billion (at 1984 prices). Annual maintenance to check 

normal deterioration was estimated at US $0.7 billion. Funher. to clear the backlog in 10 years the 



minimum annual rehabilitation and maintenance financial requirements (over the next ten years) are 

US $1.2 billion. It should be noted that mon than 70 percent of the fiinds requireâ are in foreign 

exchange. More coaservative estimates have been given elsewhere [Faiz 91. Riverson 90 and 91. 

Mason 89, Bank 881. 

TABLE 1.1 Road Conditions in SubSPhnraa AT* (lm - 1988) [Faiz 91' 
- - - - - - - - - - - - -- 

Year Pavemeat Type PacentofRoacb 

Good Fair Poor 
1981 Paved 47 27 26 

Unpaved 33 32 35 
1988 Paved 52 25 23 

Unpaved 29 32 39 

To appreciate the magnitude of the problem these figures should be compareci with the regional GNP 

of US $85.5 billion for 1984 at a .  annuai decline of about 1 percent. Measuring the road needs in 

terms of other social n d s  of the region Faiz 8 7  noted that: 

. nie ape~diinvs needed fo make for past omissiuns of prevennnnve maintenance NI 
S~bSaharm Afna are at l e m  IO n'mes as much as wu&i be needed to p r W e  a 
conrinuing suppiy of textbooks for al1 elementory s c h k  in the region d l  year 
2m- 

The cross-seaoral economic implications are overwhelming. It is a welldocumented fact that the 

increase in costs to the road authorities is only a fraaiou of the overall burden multing from 

deteriorathg roads. Vehicle operathg costs on properly maintaineci roads account for up to 90% of 

the total transport costs even for medium trafficked roads. Oa bad roads. vehicle operating cos6 

(mostly in foreign exchange) can easily double. imposing a heavy burden on road users. The higher 

haulage costs can drastically consaain economic activity and put brakes on economic growth, 

especially in agricultural production areas. It is wonh noting tbat without efficient uansport - which 

in SSA means, more than anything else. roads - there can be no supply respoase to support renewed 

econornic growth and sustainable development. 



1.2 Nature of the Problem 

Current practice in pavement management technology in SSA is such that assessrnent of maintenance 

and rehabilitation neeàs still relies on less than optimal metbodologks [Pinard 87, Mason 89, Bank 

88, Fau 89 and 911. Implementation of cational methodologies is consaainecl by many factors. They 

include relatively low level of material and human resources and the lack of institutional and 

technical capacity to adopt e x i s ~ g  compreéensive decision making models [Pinard 87, Faiz 911. 

Effective application of tools like the World Bank's Highway Design and Maintenance Standards 

Model (HDM-III) and the British TranspoRation Rsearch Labor;uory9s Road Transponation 

Investment Model (RTIM3) in invatment appraisal requins, among other things, quality detailed 

data and skilled personnel to maintain the data, prepare the data files and nui the model. These 

relativeIy high requirements have, in effect, made the inodels inaccessible to the low-incorne road 

agencies of SSA, There is a real need for these road agencies (in Sub Saharan Africa and in 

developing countries in general) to develop sîmpIified analyticai tools for allocating limited resources 

to rehabilitation and maintenance (R&M) programs in a manner which achieves the highest economic 

efficiency [Queiroz 92, Kerali 9 1,92, ISOHDM 93). 

It is hypothesized that road investment appraisal tools currently available (e-g., HDM-III, RTIM3. 

etc.) fail to recognize the speciai concerns of the Iow income road authorities of SSA, particularly in 

relation to data needs and skills to apply these tools. Summing up, the consensus of the inception 

workshop for the current initiative to upgrade the model [ISOHDM 931 observe that: 

Ift w acknowIedged t h  some instinaroonr in devekbping coururies muy generaüy 
rack the firmce and personnel with skilh rquited to flecrively implernent QU of the 
faciliris in the new mo&L ... "In p4m0mlar, rlvre ù a need for sinpliciiry and 
underscan&bili. of any niodel, and for con aecrive &a requirements. ' 

This thesis addresses a simplified application of the HDM-III model to network level priority 

programming by reducing the mode1 data needs. The approach is to identify M o r s  with least impact 

on the HDMm predictiom and provide surrogate values that can be used in subsequent analyses. 



1.3 Basis for a SmpMîed Pavement Management Gaalysis Tool for Low 
Incorne R a d  Agen& 

nie Highway Design and Maintenance Standards Mode1 @DM-[II) was developed by the World 

Bank to provide highway agencies. pamamcuIarly in developing c0ulltrîes, a tool for evaluating and 

analyzing maintenance and rehabilitation options; comparing policies or standards and formulating 

progams; and to support decision maLing in road iavestment in general watanatada 87a, Bank 891. 

The model escimates detailed pavement deterioration, agency costs and road users' cos& for différent 

design and maintenance alternatives and hence provides rational and consistent economic decision 

criteria for technical planners and policy makers. 

[Pinard 871 and [Queiroz 92) discuss in detail the special constraints for hplementing pavement 

management in developing countries as including a low level of technology and fimited availability of 

human and material resources. HDM-III requirements for high quaiity detailed data and consequently 

highly trained and skilled personnel to maintain the data, prepare the data files and nin the model 

seem to be beyond the means of the low income road agencies of Sub-Saharan Africa. The social and 

economic factors derailing road network stabilization in this region is widely published in the 

Iiterature. The most critical factors include failue to establish sustainable institutions that cm 

effectively and efficieatly use the available resources to manage the road networks Faiz 87 and 9 1. 

Bank 881. 

The HDM-III mdel  r,Rers an excellent potential for application at the network and sub-nenwork 

level pavement management for developing countries [Queiroz 921. Wowever. this potential bas 

hardly been realized in most of the poor countries of Sub-Saharan Afnca (SSA). The motivation of 

the research in this thesis is based on the premise tbat the major frtor huderiag wide adoption of 

the HDM-III mode1 for network-level priority prograrnming in SSA is  its excessive data needs and 

skills to use it. 

1.4 Objectives and Seope of the R-ch 

1.4.1 Research Hypothesis 

The motivation of the research presented in this thesis is tbat low income road authorities need to 

implement more rational methodologies of allocating limiteci resources to the upkeep of their road 

neworks. The limited supply of slcilled perso~el  and flliancing available to these agencies limits 



their ability to e f f e e l y  make use of the existing investment appraisal tools like the HDM-III in the 

priority analysis of rebabilitation and maintenance prognms. For the same reasons, developing local 

analysis tools based on technicaily sound algorittuns is genenlly out of question. 

The data requisement for nnwork level application of the HDM-III model is serious conceni for the 

extreme low income agencies of Sub Sahatan Afica. The link characterUation for a paved road, for 

example, requires about 41 input attributes including the criticai pavement deterioration caiibration 

parameten. Although some of these input requùements are opaonaI (with default values supplied 

inremally by the model) no pide  exists in the literature identifying the m m  sensitive input factors 

where the user could focus to arrive at reasonable estimate predictioas from the model. 

The key thesis hypothesis is that for a given model application and a given case study region. only a 

few active input factors (relarive to the total number of input factors) have significant innuence upon 

the relevant HDM-LI[ model output(s). In statistical tems, the model is said to exhibit factor sparsity 

with respect to a given model response. In other words. for a specitic application, such as priority 

analysis of rehabilitation programs. an acceptable quality of mode1 output critena could be achieved 

by supplying relatively €mer inputs than currently demanded. The least sensitive model factors 

could be fixed as constants, and ce-used for similar applications within the same study region. This is 

the basis for reducing the data needs for regional-specific application of the model. 

The generai objective of the research in this thesis was to streamline the data requirements for 

nenuork level application of the HDM-III model. The ultimate goal was to develop a framework that 

could be used to identify the most significant f a o r s  for specific applicaaom and develop a set of 

default inputs. It is expeaed tbat this will reduce the need for heavy outlays of human and material 

resources on detailed data bases that are typically required to effectively make use of the HDM-IU 

model. 

It was recognized that the resulting (trimmed dom) model may provide l e s  precise quantification of 

the primary output parameters (compared to the full model). However. it is argued that the trade-off 

of this lost precision against the prospects of wide adoption in priority anaiysis (albeit approximate) 

in SSA outweighs the disadvantage. If the reduced predictive accuracy caa be shown to have a 

marginally Iow impact upon the technical strategies chosen, then the simplified model will offer 



uemendous benefits to the regional and national road agencies in SSA. Funher, even where quality 

databases (and necessary skills) exist, a quick approxirate d y s i s  a n  be very handy for 

preliminary program review pcior to full seale studies. 

The secondary product of the study. the sensitivity results of HDM input panmeters offen several 

potential applications. For example. for the road agencies in the region ibat are relatively more 

endowed in capital resources, it may be necessary to determine which input dafa values ment higher 

accuracy , and hence justify increased expenditure in data collection. 

1.4.3 Initial Scope and Specific Objectives 

The thesis hypothesis and the broad focus of the research were M e r  aanslated into specific 

objectives. Tasks to guide and accomplish these objectives were fonnulated on the basis of which an 

initial scope of work was established. This initial scope is summarued in the following tasks: 

(1) Review and consolidate the literaûue on cali'bratuig and adapting the mode1 CO lacal 

applications, in partidar for nctwork-level rehabiiitation and mainienance programming. 

Develop a cornprehensive diration @de for the specitic application in prionty d y s e s .  

(2) Develop an efficient approach to condw systematic Firtor sensitivity analysis (iicluding 

effects of Factor interactions) on HDM input variables that influence the decision criteria for 

prionty analysis of rehabiiitation ad maiotenaoœ propms. 

(3) Explore the possibility of developing a simplïed appücation of the HDM-III based on 

regional-specaic, application-specific default values for tbe l e s  sensitive factors in the 

model. 

(4) Test the validity of& simpüned mode1 (defaults-based predictious) by statistical comparison 

of the mode1 respoose agaiiist the full model. 

Initidly, it was intendeci to explore the possibility of reducing input data requirements under al1 the 

four classes of HDM-III inputs relevant to R&M pnotity analysis (Figure 1.1). However. as 

subsequently discussed in, only part of the initial scope was realized. 
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1.5 Organîzation of the Thesis 

The thesis is organized in a marner closely refiectirig the research steps given in the preceding 

subsection. Following this introduction, chapter two summarizes what the literature has to offer in 

the various aspeas of the study. Fust, the need for a différent approach to priority programming in 

Sub Saharan Africa is highiighted. Next, the potential of ushg HDM-III as an analysis engine in a 

pavement management system is presented followed with the k y  model limitations malcing it 

unpopular in SSA. The chapter also look h o  the past efforts to simplify the application of the 

HDM-IU model, hcludhg the expectations of the HDM4 initiative. F'mally, the chapter reviews 

techniques used in sensitivity analyses and concludes by highlighting the advantages of experimental 

design in the exploration of eff- of factor interactions upon cornputer models. 

In chapter three, the thesis presents a compendium of the literature on user guide to adaptation and 

calibration of the HDM-III model for local application in RdrM priority programrniag. 

Chapter four presents the key aspectr, of fomulating and developing the research methodology. The 

background to the research problem and iü significance is m e r  highlighted. initial formulation of 



one-fanor-at-a-thne sensitivity aaalysis is developed. Next, the diversity of choices for relevant 

criteria (or model respoose) for prioritizing R&M programs is discussed. Fmally. the concept of 

elasticity as a rationai platform for cornparhg frtor sensitivities is iotroduced. 

Chapter five deals with design of the statistcal experimem and its application to explore main factor 

effects as well as effects of &or interactions of computer models. 

Chapter s u  presents the research results, while in chapter seven the concept of regional-specific 

default inputs as a model simplification strategy is examineci. 

The thesis concludes with a summary of research findhgs and recommendations in chapter eight. 



Chapter 2 

LITERATURE REVIEW 

2.1 Approaches to Riority Rogramming in Low hcome Agencies 

Priority programming coostitutes one of the most important firnctions of pavement management 

analysis. The basic ninction of priority pcogramming both at the projea and network levels is to 

evaluate or compare project alternatives in order to select optimal set of alternatives for 

implementation. The degree to which the program is optimal is influenuxi by both the criteria and 

the analysis technique used. Some agencies may, for example, use simple subjective ranking; some 

use cost effectiveness as surrogate to an economic index, yet others use direct economic criteria, i.e.. 

cost minimization or benefit maximization. [Haas 941 summarizes the various methods and gives 

their advantages and disadvantages. Few agencies use complex mathematical optimization procedures 

to identify tme optimal solutions (cost minimization or benefit maximization) taking into 

consideration effects of project location and timing. 

A detailed treatment of the priocity progtamming subjecî is given elsewhere (Haas 941. There are a 

few papers that review the available techniques and tools for priority programming (see, for 

example, [Haas 85, Hill 91 and Liebman 8!5J). Figure 2.1 shows the major steps in priority 

programming. The priority analysis within the priority programmiag hiaction (shaded area in Figure 

2.1) is the subject of the research in tlûs thesis. The intention is to develop a simple tool for pciority 

analysis for agencies with limited resources, in particular where quality data are unavailable. 

The priority analysis step can be viewed as cousisting of two sub-activities: economic evaluation and 

optimization analysis. Ecoaornic evaluation deals with the buik of computational procedures to 

detennine economic costs, (andlor benefits) and related indias for each project alternative in each 

time fiame in the program period. The second sub-activity, optimization anaiysis, uses the results of 

the economic analysis to select the pcojeft list that meets the opcimality criterion. 
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ïhe economic evaluation sub-task (in the context of priocity analysis) is generally tedious and 

computationally intensive owing to the requirement to expliciti y consider the primary effects of 

aaffic, Iink cbaracterization attributes, and pavement standards, as well as the effécts of maintenance 

intervention levels upon the cost streams arising through the l i feqcle of a road fafility [Panley 82, 

Chesher 87, Paterson 871, This complexity is the basis or the motivation behind aaalysis sofnHare 

(001s Iike HDM-UI (RTIM3, and other proprietary products). These models are primary analysis 

engines that were intended to provide the basic fiinction of economic evaluations either independently 

or within larger pavement management processes. 

The concept of applying HDM-III as an anaïysis engine in a network-level PMS bas been 

demonstrated widely ; good examples are Brazil [Queiroz 921, aud Queensland, Australia Robertson 

94, Howard 941. In the Brazil application, the mode1 was used in conjunction with the Expenditure 

Budgeting Mode1 (EBM) which uses a heuristic technique to solve a multi-year budget constraint 

problem Bank 891 providing the optimization artaiysis fiinaion. Figure 2.2 shows a schematie of the 

rote of HDM-III and EBM in a PMS analysis. From Queensland [Robertson 941 reports that: 

e A ~ & s r S  of road investment upkeep in recent y w s  h a  fowed on strotegic sttdïes at 
the n m r k  ltwel. mese stuàies have employed HDM-II' ami EBM us the eco~u)mr~c üf- 
cycle andysis engine W n  kugv s o w e  suites icitich control nultpfe anaiysis cycles, 
and dataflows to d f r o n  the aRalysis engine. ' 
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The primary objective of a pavement management system is to achieve the most efficient (optimal) 

use of available cesources such as h d s ,  materials, plant and hum~n resowces in providiag a road 

facility which adequately serves the wrs and the tax paying public paas 78, RTAC 77, Lyton 851. 

To achieve such an objective th priority anaiysis has to be based on an econornic criterion. Ranking 

based for example, on judgment, structural adequacy indices, deflection, etc., does not arrive at an 

optimal solution, and defeats the very purpose of a PMS [Haas 941. 

Ranking based on some measure of economic index, the so called parameter based ranJcing [Haas 941 

and the optimization using such indices otfer close to optimal solutions and are extensively used in 

many agencies. The dilemma of wùat ecoaomic criterion is best for cornparhg alternatives in priority 

analyses has been arouad almost from the very &nt of pavement technology. At the project level, 

the literature consistently recommends the use of lifecycle cost (LCC) criterion in evaluating 

alternatives [Sandler 841: 

uMaximriing economic î@ciency is the decision criterion inpticit in a LCC amlysis. 
nierefoe, men though o t l w  factors may a h  be iqport~ult (und shouId be considercd), 
the project-altematbe with Lowest LCC wouki be the mst economically flciennr 
choice. " 

Life-cycle cost (LCC) analysis is defined as an economic assessment of competing alternatives, 

considering al1 signifiant costs over the life of each altemaiive. The five major components of 

pavement life-cycle cos& are, capital construction costs, fuaue maintenance costs, salvage value at 

the end of analysis period, delay costs during cehabilitation aud maintenance work, and users' cos& 

(vehicle operating costs, travei tiw, accidents, discomfon due to poor condition, etc-) parter 851. 

At the network level the choice of a criterion is not that clear. [Darter 851 for example, discourages 

the use of the users' costs in priority programming owing partly to the difficulty to estimate thern, 

and mainly due to the controversy still surrouading application of users' costs. Despite some limited 

efforts to develop simple techniques for users' costs determination (ushg nomographs) mmmerman 

841 and more extensive works to adapt the HDM-III user costs relationships to Canadian conditions 

[Cox 87a and Bein 89, 92a aad 92b], the user costs criterion has not been widely adopted in North 

America. mley 951 observes that, 



'Ihe totd nonport c m  WQ approoch d e ~ s  fiom aa<ltiomi pavement design 
and nianagement techniques. Generuüj the loncr me based on engineering 
consideran'ons and agency costs and & twt direct& comider the g e a s  of ~ e ~ e  

designs on VOC,' 

It is noteworthy that nea. optimuuioa based on a hauinic marginai cost-effdveness method is 

more popular in mauy agencies throughout North hnerica [Haas 941. This criterion bas been wd in 

Idaho, Minnesota, South Caroliaa, and in Alberta, Prince Edward Island and Newfoundland. 

Another important user cost component that could potentially be used as a criterion in priority 

analysis is the user delay costs arising at work zones. For high volume facilities, vehicle runnhg 

cos& resulting fiom M c  interruptions during maintenance and cehabilitation activities can be very 

high [Haas 941. Yet, few pnority anaiysis sysiems use tbis criterion directly [Hill 91 cited in Haas 

94). 

2.1.3 Relevancy of LifeCycIe Costs Criterion in Low Income Economies of 
SSA 

The current cnsis k i n g  the road network in SSA is widely repocted in the literature (see for 

example Faiz 87 and 91, Smith 87, Mason 89, Bank 88)). It was estimateci that of the entire network 

of main roads in the region, oniy about 47 percent were in good condition in 1984 (Table 1.1) [Faiz 

87 and 9 11. Twenty-seven percent of the said network were in fair condition while over 26 percent 

were in poor condition requuing inmediate reconstruction or major intervention to be serviceable. 

These figures refer to the paved roads category of the network. The s t a t u  of the unpaved roads in 

the region is not much different. Severai studies have analyzed the socio-economic background to the 

ctisis (Faiz 87 and 91, Ba& 881. The widespread and ever worsening network deterioration in the 

region is amibutable, arnong other factors, to the lack of the necessary infrastructure of institutions 

and t r a m  pe r so~e l  to administer the networks. This is f i e r  compouaded by poor policy 

foundations and meager financial cesources [Bhandari 87, P h r d  87. [Fak 911 observes that: 

.rite genesiî of the problem lies in the r@d devebpment of the roaâ nenwtks, which 
qanded much fmer in the 1960s and 1970s thon did the mhtenmce budgas and 
the instin~nonal capacin'es. ' 



[Faiz 911 fiirther advocates that the only logical approrh to alleviating the situation is deep policy 

reforms based on more consistent, objective me<hodologies in budget allocation. planning. 

p rogramming and management of the meager resources . 

In the indusmaiized economies. factors such as high m c  volumes. bigh values attached to travel 

time savings, and relatively abundant capital resources bave dictated high standards of road design 

and maintenance. With several thousand vehicles per day. even minute savings in vehicle operating 

costs and travel time can justify very large expenditures on road alignments and pavements 

watanatada 87a]. [Haas 9 4  seems to suggest that in generai. the totai lifecyck costs for mal and 

urban facilities exhibit a minimum at present se~ceability index (PSI) of about 2.0 to 2.5 and 3.0. 

respectively. Hence, subject to budget coastraint, this should be the optimum level of serviceability . 
However. this proposition, which is dependent on the wumption that at higher levels of PSI the 

total life-cycle cos6 N e  appreciabiy because the extra agency costs would not be offset by the 

savings in vehicle operating costs (VOC). is only vaiid where the relative magnitudes of agency life- 

cycle costs and VOCs are comparable. 

Competing demands for meager resources in developing countries, much so. in Sub Saharan Africa. 

dictate that the economic criterion for evaluating different designs, maintenance and rehabilitation 

options be based, not only on the costs borne by highway agencies, but also on the larger costs of 

vehicle ownership and operation borne by road users [Bhandari 87, Watanatada 87aj. Programs for 

road upkeep have to compete with other social programs Iike education, health, etc. which tend to be 

favored for their politicai appeal. A ranking criterion based on the societai costs (of providing 

transportation) becomes preferable in tht it gives pavement techaologists the advantoge of 

supponing their budget requests in a more understandable language to the political Ielected decision 

making Ievel. 

Several other characteristics of the transportation systems in iow income economies of SSA include 

the general low traffic volumes (below 400 ADT) 87. Smith 91 1, the low value associateci with 

travel time savings. the low cost of labor and the relviwly high foreign exchange costs of vehicle 

operation. With these characteristics in mind, the question now is whether the total life-cycle costs 

criterion is meets the ultimate purpose of the pavement management anaiysis. 

Evidence fiom this thesis shows that for some pnce regimes the ratio of the lifecycle VOCs to the 

life-cycle agency costs, even for moderate trafic levels. is so high that the total life-cycle costs curve 



hardly rises with PSI. Typically, the lifecycle agency costs of cehabilitation were found to be only 

about 1 .O and 2.0 2 of the life cycle VOCs for traffic of 2000 d 1ûW ADT respectively . In such 

scenarios, the total lifecycle cost is dominaîed by the VOCs component and hence the predicted net 

present value (NPV) refiects mainly the savings in road users' lifi:-cycle c m .  Heoce the cornparison 

between investment strategïes using the NPV becornes a process of detennining an alternative 

associated with maximum s o c i d  savings among the large nimber of technicaily feasible strategies. 

2.2 Application of HDM-III as an Anaiysis Engine in Pavement 
Management 

2.2.1 The Role of Economic Analysis in Pavement Management 

A pavement management system (PMS) is defineci [RTAC 77, Haas 78 and 941 as coastituting an 

efficient and systematic integration of al1 activities that go into providing roads, so as to achieve the 

best possible value for the available public resources. This is accomplished by comparing investment 

alternatives at both the network and project levels. coordinating design, construction, maintenance 

and evaluation aaivities, and maLing efficient use of existing me<hods and knowledge. The essential 

requirements of a PMS include the capabilities to be updated, to coasider aitemative strategies, to 

identify the optimum alternative, to base decisions on quantified attributes, critena and consuaiais 

and to use feedback infornation regarding the cousequence of decisioas. A network Level PMS offers 

the capability to analyze alternative fuading programs makiag it possible to identify the prograrns 

that will yield the greatest benefit over the selected planning horizon. 

The function of comparing alternatives provides the important basis for ensuring more consistent and 

optimal decisions. This fiaction can, however, be tedious and is sometimes not feasible owing to the 

requirement to explicitly consider the primary e f f i  of naffic, pavement strength, age, pavement 

surface condition and environmeatai factors a well as maintenance policies on the total lifecycle 

costs of each viable alternative [Pardey 82, Chsher 87, Paterson 8f l .  IIDM-III offers this 

computational capability in a very comprehensive manner. The mode1 cm, therefore, provide a very 

handy 'plug-in" economic analysis tool in a pavement management system. The analysis cm be 

applied both at the project and the neiwork level of pavement management. Figure 2.3 shows 

potential application of the HDM-III model, as a lifecycle analysis engine, in nehvork level R&M 

priority programmiag based on cost minimUation or benefits maximization. 
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2.2.2 Advantages of the HDM-III Mdel 

The Highway Design and Maintenance Standards Mode1 is a result of a seria of large scale. 

international pavement research and experimeats between 1970 and 1982 incorporating four 

environments in developing countries. namely - Brazil, Kenya, india and the Cariiôean watanatada 

87aI. The computer program developed by this World Bank lead initiative, now in its third version. 

HDM-UI, is probably the mat  compreheosive economic evaluation mode1 for road investments. Its 



key sub-models of pavement deterioration and user costs were formulateci in mechanistic principles 

and developed from the broad empirical database of the major studies nporied above. 

The model has subsequently been tested in reai applications in more than 40 countries such as Brazil. 

Guinea-Bissau, Chile. and hdonesia where it bas beei, used in pavement management systems and in 

highway pIanning and econornic evaluation [Kerali 91, Paterson 92, Queuoz 91 and 92, Alberto 87, 

Cox 87bj. This gives the model one of irr greatest advantages as an economic evaluation tool - a 

sound economic methodology that can be adapted to divene geographicai and socio-economic 

environments [Paterson 8n. The concept of ushg the HDM model as an aaalysis engine in full scale 

working pavement management system has been demonstrated widely CQuieroz 91, Robertson 94, 

Howard 941. 

The key advantages of the HDM model can be summarized as: 

(1) An efficient pavement lifecycle costs simulation program that can form the basis of an 
economic analysis engine in a pavement management system based on a variety of cost 
minimization or benefits maximilation or other economic indices. 

(2) An adequate body of empincally established relationships among the relevant variables that 
simulate the cornplen interrelated effeas of aaffic, environment, geometry, pavement 
strength and, maintenance effects upon pavement deterioration. Further, the model provides 
prediction of the effects of pavement condition upon vehiele operating cos& - hence the basis 
for quantifying the primary beaefits of road improvements. 

(3) Generic model forms that can be calibratable at the local level and hence are tramferable 
from region to region. 

[Cai 921 discusses other advantages of the model as includiag the benefitcost analysis feature that 

comprises more benefit and cost items than any other model. Further, several economic indicators - 
net present value (NPV), intemal rate of retum @€R) and fim year benefits ratio (FYB) can be 

selected for cornparhg the alternatives. Moreover, use of HDM-[I[ has becorne a requisite for 

projects finanaxi by the World Bank. 

2.2.3 Cornparison of HDM-III to ûther M d &  

Several other models or tools that are suited for investment appraisal in the road sector (potentially 

applicable in low income economies) do exist. The most important among them are the Road 

Transport investment Appraisal Mode1 (RTIM2 and RTïM3) developed by the British Transport and 



Road Research Laboratory [TRRL 86, Parsley 82, and 83, Cundül95j. Another option is the recent 

work at Waterloo ruray 90 and 911. The key aspects of each of these tools are subsequently 

highiighted in cornparison to HDM-III. 

2.2.3.1 Tiie Roaâ Tmnsport Investment Modcl (RTIM3) 

The British Transport Research Laboratory (TRL) developed the Road Transport Invatment Mode1 

(RTIM) for pacticular use in economic appnisal in developing countries [Pusley 82 and 83, TRRL 

861. The model simulates road construction and maintenance cos& and evaluates benefits (for each 

investment alternative) in terms of saviags in vehicle operating costs and user delay tirne. In this 

respect, the model offers most of the featuces of HDM-III. The model has the advantages of beiog 

smaller, and computationally faster. 

From its experience of advising on economic appraisals in developing counties. TRL recognized the 

critical need for simple and easily understood investment tools [Cundill 9% The latest edition of 

TRL mode1 (RTIM3) was released in July 1993 to respood to chat need while improving on the 

limitations of the former version (RTIM;!)). [n overall, RTIM3 uses the same equatïons (with minor 

simplification) that were incorporated in RTIM2 [Cundill 951. These relationships were based on 

studies conducted in Kenya in the early 1970s and later in the Cariibean parsley 83, TRRL 861. 

However, the most important limitation of RTIM3 is its narrow range of validation. In general, 

RTlM3 relationships were calibrated for a narrower range of Eiaors than HDM-III. It is reported, 

for example, that the pavement deterioration sub-mode1 incorporated in RTIMZ was based on data 

for double surface dressed pavements obtained solely Rom the Kenyan study [TRRL 86, Parsley 82 

and 831. Also. the vehicle operating cost relationsbips built into the model were based only on the 

Kenyan and the Caribbean studia [TRRL 861. Extension of these sub-models to other types of 

pavement construction cannot be techniçally justifiable. It has been shown that vehicle operating 

costs is a fiinction of such diverse. but regionai specific parameters as climatic factors. the road 

geometric standards, driver skills and behavior, vehick design and neet composition, price regimes 

and the nature of market cornpetition, etc. [Chesher 87 .  Use of the Kenyan results to mode1 costs in 

other regions must be treated with caution. Given the limited data base used in formulating the 

relationships it was not possible to include al1 the causal factors in the model. As a result, 

transferability to other regions is highly questionable. 



2.2.3.2 me Road Network Imprvvement Sysm,  RONIS 

[Turay 901 developed the Road Network hprovement System (RONIS) on the premise that the 

existing models Iüe HDM-III and RTM2 were oniy good as tools for decision malriag for overall 

road investments [Tuay 90 and 911. However, as shown in Figures 2.2 and 2.4, using the various 

HDM-III reports the experieaced user can genente status lists, year by year need sections, or use the 

results in an EBM mn to optimize strategies under multi-year and budget constraint situations 

patanatada 87a]. This is considered sufficien for the purpose of priority programmhg at the 

network planning level. [Queiroz 921 demonstrated this capability by applyiog the HDMEBM 

models the Brarilian Federal (network-level) pavement management system. It is, therefore, 

noteworthy that [Turay 90 and 911 argues that these existhg models lack appropriate priority sub- 

systerns that could generate network status and need lists, and provide the necessary detailed 

evaluations for network level priority prograamhg. This could, however, become the case if one 

goes to the next lower planning levei, where detailed evaluation is a vaiuable process in projwt 

realization- 

While the ROMS model could provide a potential substitute for HDM-iII and EBM, especially as a 

result of iu supecïor optimization sub-system, it still requues substantial improvements. For 

instance, the sub-system deaIing with generation of maintenance and rehabilitation alternatives for 

unpaved roads would n e d  more fuie tuning More it becornes useable puray 901. More 

importantly, first time implementation of the RONïS model is not as easy as pulling a ready made 

system ftom the shelf. A lot of original modeldevelopment work has to be done by the user agency. 

The net resources involved may amount to several times the effort required to adapt the widely 

accepted models like HDM-ILI and RTIM3. 

2.3 HDM-lII Limitations from Sub Saharan Africa Stand Point 

The HDM Modei does, however, have several weaknesses and limitations. Ease of use is one area 

that calls for immediate improvement and is perbaps the key motivation of the current efforts to 

upgrade the mode1 [ISOHDM 93 and 94a]. 

An excessively large number of input viuiables requiring detailed and systematic network data 

represents the most constraining factor that negates wide spread usage of the model in low income 

counnies. The limited resources of the case study region (discussed in subsection 2.1.3) translate 

into a serious disincentive of adopting the model in Sub Saharan Afnea. The other important 



weakness, which aiso has a direct bearing upoa its application to pavement management analysis, is 

the limited and sçaaered availability of model falibration literature. Chapter 3 provides a review of 

the scanty Iiterature on the HDM-III Mode1 re-çaliidon. 

It is wonh poiniag out that th HDM-III is a W l y  comprehensive model that is capable of 

simularing the complex phenornenon of pavement behavior the interacting h o r s  of traffic 

Ioading, envuoamental fktors, the initial pavement design strength, the quality of the subsequem 

maintenance. The intendeci application of the mode1 also required it to be capable of celaiin$ the 

diverse vehicle mechanics, engine speed, fuel consumption, tire and parts consumption, driver 

behavior and management e f f i ,  etc. with the quality of the traveled rod. Such demand on the 

model's eventual usage implied, of necessity, the need for it to embody causal relationships that 

involve al1 relevant factors Paterson 87, Watanatada 87a]. The inhereat complexity of the HDM-(II 

model. including the large number of input factors - th concern in this thesis, was therefore. bom 

of necessity, 

watanatada 87aj points out several important limitations of the HDM-[II model. Fust, the VOC 

equations were based on fiee flow conditions oaly; congesteci naffic could not be simulated. Second, 

the road deterioration equatioos for freezing climates as well as rigid pavements were lacking. These 

tiuee limitations are the central motivation of the HDM4 study to upgrade the model. With inputs 

from several international efforts from Malaysia (updating techaical relatiooships), Swedea (cold 

climate models) and Chile (modeling of rigid pavements), the most signifiant enhancements in 

HDM4 are Iikely to address these immediate concem. Finally, HDM-III does not endogenously 

model accident costs, other indirect cos& or benefits of road improvements, for example, emissions, 

noise pollution and other environmental impacts, etc. 

2.4 Past Efforts Towards MdeI Reduction 

There have been several anempts to provide the specific smngths and fwictions incorporated in 

HDM-ILI in simpler alternatives or in improved f o m  for HDM-III users. The most significant ones. 

as far as this study is conceroed, are those of [Kerali 91, Paterson 92, Quieroz 921 and the current 

efforts initiated by the World Bank itself [Callao 92, Hoban 94. While the first three articles deal 

with reducing the problem of data needs in HDM-III applications. the last w o  papes fonis more on 



user fnendliness issues. The following pvagraphs review the former set of efforts, while subsections 

2.4.2 and 2.4.3 look at the later attempts to develop more user-triendly tools. Fmally, subsection 

2.4.4 discusses the expectation of the cumnt intemationai initiative to upgrade the HDM-III model 

[ISOHDM 931 and its implications to the pavement management technology in low-incorne 

economies , 

[Kerali 911 developed a simplified cornputer package based on the IIDM-III Model for economic 

appraisal to determine the uaffic Ievel at which it becornes economically feasible to pave grave1 

roads. Depending on the Ievel of accuracy requued by the user the shell package was capable of 

providing approximate or detailed results. At the simplest operation level, only a few data variables 

would be required by the package to accomplish a quick analysis giving approximate results. 

fhe interesthg feature of this tool is the user interface or &ontad program for @ut data 

preparation. This frontend facility is used to prepare the daîa files for the HDM-III model in the 

form requued for the break-even analysis typicai of paving decisioas. The ease of use is built into 

the user interface in a way that the user is required to input only a few parameters to run HDM-III- 

Other inputs are provided in pre-assignesi default vaIues fiom which the user can select low, medium 

or high ranges. 

In a general seme the [Kerali 911's approach provides a suitable framework in which the potentiai of 

the HDM-IJI model can be made more available to the novice users in developing countries. The 

major limitation is the fact that the package provides oniy a spefific use in evaluating paving 

decisions (rhat is, to pave on not to pave). 

It is also important to note that analysis provided by the simplified mode1 is by no means regioo and 

task specific. In other words. the results will be applicable ody to the region for which the default 

values reflect the typical values for the correspondhg variables. The variables that are lkely to be 

influenced by location are for example, the link chanererization data (e.g., precipitation. altitude, 

su bgrade, pavement standards. thiclmss. calibration factors. etc.). Tramferab ility of the reduced 

model to other geographic regions would only be feasible if the user interface provides for the user 

to be able to reîalibrate the defvlt values when needed. Keraii's model does not provide such a 

feature. 



[Paterson 921 developed simplified equations of pavement deterioration for aspbalt concrete paved 

roads based on the HDM-ïII. The major motivation of the study by [Paterson 921 was, however, to 

improve computational speed of the predictive models in HDM-III for pavement management 

applications. According to [Paterson 921: 

uAppfi~anan~n of HDM-II tu pavement munagernent for înany thousands of pavement 
sectiom have been iimied by (coqunng) rimc requirement- ï b ,  there ii a smng 
need for simpier algorihms which approximare the pn'm~ry flercrs capnued by the full 
(HDM) recwsive mode& anà pem? rapid predction of pavement rougkss Fom 
srnall number of prr'mrvy parumeters. * 

The methodology descriid by Paterson 921 offers a viable option in the reduction of the number of 

input variables for nianing the HDM-III model. However, the simplified predictioo models 

developed are usetùl only for users capable of developing (computer coding, etc.) theu own analysis 

'engines" or entire Pavement Management Systems. To the low-hcome road agencies in SSA thïs 

capabiliry is not available. Therefore, the only way to provide this potential methodology is to 

incorporate it into ready to use (computer) packages. ModiQing the HDM-III computer code is not 

considered a real option fiom the low-income road agencies' standpoint. 

[Queiroz 921 approach in reducing the data problem in the application of HDM-III was to trh down 

the number of HDM nins by factorial matrix scheme. In theu methodology, homogenous sections of 

the network were grouped h o  classes. each correspondhg to a ce11 in a factorial mat& The 

factorial ma& had four dimensions: with trafic levels, pavement deflection, area cracked and 

roug hness defining the link amiutes. Feasible rehabilitation and maintenance options were then 

defined for each cell of the macrix. Runniog HDM-III for the cells would then identify an optimum 

maintenance and rehabilitation alternative for the group of sections in that cell. Running the EBM 

model for the matrix under a given budget comtraint would thus identify priority cells to be 

implemented in the planning horizon. 

However, the (Queiroz 921 approach 5 1 1  requires detailed daîa for each typical link representing a 

ce11 in the factorial matrix. The methodology ody reduces the effective number of HDM (and EBM) 

runs needed to achieve a pavement program for the network. The suggested façtorial matrix 

reduction and the use of acceptability index in the analysis still assume the road agency has the 

capability to collect and organire the detailed data. (Data are requked for al1 model factors for each 

ce11 in the factorial matrix.) 



Recentiy, the World Bank has ùiitiaied a number of &om aùned at developing simpler and easy to use 

sub-malels based on HDM-III. Resarch ha9 been under-way ( d g  late 1992) on such prototype 

modules as HDM Manager, RODEMAN aod HDM-VûC [Calho 91 and 92, Deighton 921. These 

anempts to mode1 simpüiïcations are €urther diswssd in the foUowing sukctï~ns. 

2 A.2 HDM Uanager 

The HDM Manager software is an attempt to provide a user-fiieodly sbeii environment for preparuig the 

dam set and ninning HDM-III for specific applications. The HDM manager (designed to work with the 

HDM-In) offers the followhg fhtions: (a) a quicker and easier preparation of HDM-Ill input files, @) 

running the HDM-üI model, and (c) coliecting the resuits in an easy to m 0 e w  format [Callao 921. 

However, the HDM Manager in its present fonn bas some serious Limitations that d u c e  its usefULness in 

hl1 d e  pavement management applications. F i  only a fRv of the HDM-III féaaires are retained; tbe 

module is capable of evaiuating only paved roads. Second, and m m  importantly, it is not capable of 

evaluating within-project alternatives for more than one link at a time. This is probably the most critical 

factor with respect to its application in a mork-level pavement management. It is wonh pohtuig out 

chat, typically, nework level analysis involves hundreds or even tbwsands of road W. ûther omitted 

HDM-III femes include the capabiüty to handle wnsmictioa options, generated naffic and exogenous 

costs and benefits. 

2.4.3 RODEMAN and HDMIVOC 

RODEMAN is a menudrïven personai compucer version of the R d   rior ration and Maintenance sub- 

model of HDM-III that produces the same detailed resuits as HDM-III [Deigbton 91, Paterson 921. It also 

includes simplifieci vehicle operating cm and aber cost hctions, which enable it to calculate the main 

econornic parameters, although in l e s  detailed manner than HDM-IiI. The important user-fRendüness 

features achieved in RODEMAN are: comprehensive system-to-user communication, structureci menu 

system, context sensitive on-line help, and decimal numbed menu items to speed access to 

functions (jump facility). 

These advanages make the RODEMAN a much easier to use d e l .  Also, the sub-mode1 is useful 

for simulating road performance and deterioration independent of the other HDM-III sub-rnodels. 

However, the technical demands of the RODEMAN (in tenm of detailed data preparation and skills 



to correctly use it) are sàll the same as for the hl1 HDM-III model. In addition, as discussed in 

2.1.3. decision making in network-level pavement management requhes not only performance 

prediction, but also the cost streams associated with each project-aitemative. For tbis reason. the 

RODEMAN wil1 have very limited applications at network-level pavement management in SSA in 

the near future. It is considered, however, to have a strong potenaal for project-level pavement 

management studies in which detailed anaiysis of each design alternative has to be quantified in 

te= of performance and costs. 

The HDM-VOC is another key HDM-III subarnodel made available separately. The program predicts 

the various components of vehicie operathg costs (VOC) using input information on the roadway. 

vehicle characteristics and unit costs [Callao 911. The computations are based on the Brazil 

relationships derived Born the World Bank's Highway Design and Maintenance Standards Study. 

The program cornputes vehicle speeds, physical quantities of consumption: fuel, parts, erc.; and 

individual VOC components as well as total VOC for each vehicle type. The program seems to 

incorporate al1 the feanires of the relationships in DM-CII, including the range of default variables 

provided by the model. Most of the default 4 u t  parameters provided are in relation to vehicle 

characteristics. Out of the 65 input variables required by the model, the user would need to input 

only a ftaction of them to run the program unless accwacy of results demands more detailed input 

information, 

Again, like the sister sub-mode1 RODEMAN, HDM-VOC is much easier to use but has only limiteci 

advantages in the area of network-level pavement management. It can be very handy in specific 

project studies like user charge assessments and research in transport economics, but it offers no real 

incentives for adoptiag it for network level PMS applications in SSA. 

2.4.4 The HDM4 Stndy and its Expectations 

2.4.4.1 Brod Objectives a d  Goals of the HDM4 Inih'ntive 

The fundamental objective of the HDM4 initiative is the development of a new software tool for 

highway appraisal that will ultimate1y supersede the HDM-ïU model [ISOHDM 93 and 94a, Bennett 

94, Kerali 941. The underlying motivation foi the new initiative is the recognition that the existing 

model (HDM-m) has several key limitations as an analysis mol for works programming in the road 



senor [ISOHDM 93 aad 94aI. The following trends bave conm'buted to the renewed need to recast 

the framework of HDM-III. 

There is increased demand for expansion of m o r k  capacity while on the other hand res~utces 
for public inve~bneats are dwindling. 

Higher M c  loads are derlying the move tcnmds stronger Pa- (including concrete 
pavements). 

More diverse xnahmmœ and otber treatment types have emerged since the last HDM study. 

Growing globai pressure for more detaiied aSSeSSIlPem of enviromend of road projects- 

In addition. there is a need for a harmonued system approacb to road management, with adaptable 

and portable software twls that are user-friendiy and more orientai to graphical communication. A 

strong need has been recognized for a standardized set of highway appraisal tools that will be 

applicable in a wider range of environments in developing countries and in industrialized couutries as 

wetl [ISOHDM Wb], 

The new initiative will not involve a major factorial snidy. Rather, it will rnainly rely on 'desk 

study* to derive, ertend or improve the relationships incorporated in HDM-[II on the basis of recent 

(completed or in progress) research findings available world wide [ISOHDM 931. In a way, the 

initiative undertalces to pool together the existing industriai strength that has e v o M  since the initiai 

HDM study. It is anticipateci that from the recent literature and some specific project reports it will 

be possible to extend or improve some of the HDM-III technid relatiouships. 

The study has recognized that in addition to HDM there are a number of other highway appraisal 

models such as RTIM that perform some of the ta& required in the proposed model. It is intended, 

rherefore, that the miversal relatioaships for the models will be developed fiom a synthesis of raem 

international research together with the experience gained fiom existiog models. 

The key sub-models will, however, be based on the fundamental fiamework and principles of HDM- 

III, with enhancements in three major areas: 

(1) Technical content will focus on Uaprovhg the existhg relatioaships for pavement 
performance and vebicle operating costs. Possible new relatioaships are expected for 
congested uanie flow, rigid pavements. efkcts of new maintenance types, drainage, road 
safety and environment. 



(2) A highly improved user-interface caterirrg to al1 levels of users and for the major cornputer 
operathg systems. 

(3) A fiamework for specific applicaacaaons of the models to planning and budgeting. work 
programming and project design and evaluation. 

2.4.4.3 Erpecfed Deliwembks fmm the HDM4 SbrGp 

There is suong evidence to suggest that the new model will evolve substantially fkom HDM-III. The 

scope of the HDM4 initiative is reflected in [Bwaett 941. The study philosophy can be summarized 

as fmding the areas where HDM-III needs the most improvemenrs and how can tbû best be achieved 

with the available resources. The greatest improvements or changes are expected in hvo areas: 

introduction of new relatioaships and major faeelift on computing framework. These are 

subsequently discussed under tecbnical improvements and user interface respectively. 

2.4.4.3* 1 Erprcted Technical Impmvement 

Improvement to the technical content will be refiected by the introduction of new relationships as 

well as extensions to relationships currentiy used in HDM-III. The objective will focus on such 

concems as the modeling VOC for aaffc congestion. the incorporation of cecent research on VOC, 

wider range of pavement types (e-g.. concrete* penetration macadam. etc.) maintenance effects, 

safety implications and relatiouships for wide range of environments. More specificaliy, the 

following enhancernents to the technical content are expected: 

Congestion: The capability to model VOC for congested trafflc flm in both rural and urban 
areas. 

Rigid Pavements: New relatiouships fôr performance ptediction of rigid pavemens and effécts of 
new maintenance treatments and new pavement types derived from &y complead studies. 

Freezïng Cümates: Additional relatiomhips for predicting pavement @ormame in a wide range 
of enviroomeats, particularly for modehg fieQe-thaw effixts are expec&d. 

V H i  Operating Costs. Enhancement in the existiag VOC relationships to reflect the changes 
in automotive tschwlogy, particuiarly for iùel tire wear, parts consumption and depreciation. 

SPCety, Environment and -. New relationships are expeaed for evaluahg the etfeas of 
road imprwemm~ on accidents and safety* the irnpat of vehrle emissions anâ noise poilution 
and for predicting tbe effeco of drainage on pavement pafocmance. 



2.4.4.3.2 User Intedace 

Given the generai recent trends in micro-wmputer teçhnokogy towards more graphic user interface 

(GUI) and menu driven software architecture, the new HDM model wiii mat  likely see a major 

improvement in the user interface. More specificaiIy. the follaKing changes are seen as achievable 

within the scope of the present initiative [ISOHDM 94a, and %cl: 

(1) Compter Phtlorm: A user iÏiendly f b n t d  employing *graphical user unafaEe" (GUI) and 
menu system under Windows e n v i r m  is errvisageed- The remhg package WU be used 
ptimarily on persooal computers, but wiii probably be avaüable on dhei platforms at a fùture 
date, 

(2) Modular So!tware Ardiitenure: An integrated maiular stnmure is envisageci wbere it should be 
possible to use individuai modules for specific tasks independentiy- Further, it is Iikely that users 
wiU be able to rnoâi@ or ceplace individuai modules or rehtioaships. 

(3) Intertaœ with Oüia Systems: HDM4 prqases to dewelop au interface to enable data exchange 
with extemai systems, such as eustiDg pavemm management systems, etc. 

2.4.4.4 The HDM4 Scope Versus the Sub Soiraran User Concens 

The iist above represeats the major enhancements that are considered achievable within the %ope of 

the cunent HDM4 initiative. It is, therefore, projected that the emphasis of the technical 

improvements in the new model will mainly be in the areas of cold climate pavement pec€ormance. 

congesteci trafic VOC relationships and rigid pavement performance equations. Most of the technical 

relationships in the current HDM-III, especiaily those relating to pavement performance and VOC 

prediction in tropical Sub Sabaran Afnca are lürely to remain unchanged. 

The research in this thesis identifiai the following limitations of HDM-III as king of more 

immediate concern to SubSaharan Afnca: 

a) Data intensive - bence high mphmem in tecbnicai and tmamai resauces. 

b) Cornplid proceûure for input data preparaticm - ixnplying extensive -ence ami SU. 
C) Lack of user fnendly feaaires. 

d) Complex and excasive nwnber of outputs - not çonveuient fôr aetwork appraisai. 

e) Lack of standard guideLine for caii'brating to local conditions, and 

f) Lack of standards criteria for asseshg quaiïty of mtputs for known precision of inputs. 

The subsequent paragraphs bighlight Som of the items and how the Iimited scope of HDM4 is 

unlikel y to address the special concerns for Sub-Saharan Afiica. 



Data intensive: Fit, the demand for higher reliability or precision of outputs will continue to 

dictate a need for more parameters in the modeling approach. Secondly. 'universal mferability," 

which seerns to be a major goal in the KDM4 study [ISOHDM 931, will imply both extending the 

existing and adding new relationships. The possible net effect is therefore an increase still in the total 

number of input parameters required to apply HDM4. 

Standard pidelines for alibratïng to local conditions: The qproach to be adopted for this n d  

is likely to be limited to the improved documentation on the model; again universal to al1 usea. in 

our view, such universal guidelines will stiU be tw general. A more appropriate approach would be 

to p rovide regional specific calibrating guidelines, since different reg ions will always have different 

needs, concerns and backgrounds. 

Criteria for assessing quality of outputs: It would be desirable, for example, to be able to 

quanti@ the loss in optbality associated with the chosen R&M Deatments (using HDM-III outputs) 

for any given level of input precision. This is not likely to be given sufficient weight in the proposed 

HDM4 study. Initial approach to sensitivity analysis for HDM4 seems to focus on individual sub- 

model outputs as objective functioos, for example, initiation of cracking, progression of cracking, 

change in VOCs, total VOCs, etc  The limitation of such an approach is that at the network-level 

programming the interest is. for example, the fmor seositivities upon a decision criterion (NPV. 

IRR, etc.). 

The above concerns remain very real for road agencies planning to use the streugths of HDM-III (or 

HDM4) for network-level programming. The research d e s c n i  in this thesis is, therefore, an 

anempt to respond to these special concems. 

2.5 Conventional Approaches to Sensâtivity Anaiysis 

2 S. 1 Overview of the Thesis MethodoIogy 

The motivation for this thesis is based on the hypothesis that the WDM-III mode1 c m  be streamlined 

by screening out the Ieast sensitive input variables with respect to an application-specific output. It is 

argued that. for any given application of the model, e.g.. RkM programmiag, there are only a few 

active input factors influenchg the output(s) of interest. As long a the user can provide these active 

inputs with reasonable precision, the model will yield sufficiently reliable results specific to that 



region and task. The rest of the inactive input faMots, once identified, can be fixed at constant values 

and re-used in similar t ash  as region-specific defaults. 

The meihodology of the thesû is. theref~re~ cenimd at developing efficient approaches to seasitivity 

analysis that can be used to screen and quanti@ the influence of individual HDM-III input 

parameters. The next subsectious look into traditional approlchr to sensitivity mdysis. and then 

review earlier works on sensitivity analyses on FDM-III and theü relevance to the presem study. 

More robust techniques of sensitivity analysis aie ptesented in Chapter 5. 

Traditionaily, sensitivity analysis has been used as a tool for assessing wbether some input factors to 

a decision m a h g  profess require tùrther carefiil examination so as to reduce uncertainties associated 

with the decision taken [Little 741. [Ashley 801. in an article invesugaiing the influence of factor 

erron in traffic forecasting models. points out why sensitivity by computer simulation is sometimes 

inevitable. The article observes that an exact analytical solution 0 t h  requires one to derive partial 

derivatives of fairly complex inter-relationships, mostly of iterative nature (very common in 

transportation enginee~g) . This difficulty in theoreticai approach negates its applicab ility to 

eficient investigation of computer based modek 

The approach developed in this thesis is not about risk testing per se. ratber the objective is to 

detennine which input Factors dominate the choices taken in a set of alternatives. This objective 

requires investigation of bot6 main factor eff- and the influence of factor interactions. It is aiways 

desirable, for example, in strategic planning, nework priority programming, etc, to h o w  to what 

extent the quality of the decision criterion is compromjsed if some input factor(s) were missing or 

were known to be uareliable to some degree. Unforninately, the literature outside advanced statistics 

journals. does not provide much in the area of multi-ndor sensitivity analysis of computer based 

models. Yet. such models. of which HDM-XI is an example in point, are becorning almost 

indispensable routine tools in most engineering practice. 

The traditional method of investigating Eicior effats in a mode1 is to change only one f a o r  at a 

time, the so called ceteris puribus method. In search of efficiency, an alternative method was 

developed. The faaorial design allows al1 levels of a h o c  to be combined with al1 levels of other 

factors in a plarmeci fashion that enables determination of factor effects as well as their interactions. 



Factorial experiments were shown to be more efficient in that they yield more reliable estîmates of 

the (main) efieets of the factors. and mormver. they give estuPates of the interactions among factors. 

The difierences hetween ceteris pm3w and fktotial experiments are summarized in Table 2.1. 

TABLE 2.1 Motivation for Factoriil Experiments 

Defined: Experiments in which only one tactor at t h e  Experiments whicb combine ail IeweIs of one 
is varied; alI ocher factor are irept constant factor with all levek of aii other b o r s  

- - - - - - -- - 

Can be inefficient (require a large numbet of nim) Efficient (minimum variance of measured efkcts) 

Not capable of detecting factor interactions Capable of de!tecting tàctor interactions 

Requires detailed koowledge of phenornenon to Experiment sïze reduction is poSnbIe 
enable an Monned search 

Can be usettl if the mode1 has k w  factors, and the Easy to implement and analyze 
assumption of small joint-efkts is valid 

The critical limitation of cetenk p m k s  experiments is the misleadhg nature of the results when 

factor interactions are present Figure 2.4 illustrates this limitation. Suppose a test is conducteci for a 

particular variable. Say xi. while al1 the other factors. Say x2, xx, ..., x. are fixed at level 1 and the 

effect of xi on the raponse is determined. If factor interactions are present, repeating the test for x,. 

but at different levels of the other Façtors (x2, x3, .-., X, at level 2) will yield a different value for the 

effect of x, (Figure 2.4 b). In other words, the results of factor effects are influencexi by the "state" 

of the orher input factors. Therefore, sensitivity results are meaningless without reference to the 

'base case" levels of a11 the variables used in the investigation. 

The obvious advantages of the %eteris puribus* techniques (in particular for simple models and 

where factor interactions are not important) notwithstanding, the limitations discussed above (TabIe 

2.1) motivare a search for more robust techniques investigating -or effkm of complex models. 

These newer techniques are presented in Chapter 5. The temainder of this chapter reviews past 

works on sensitivity studies on HDM-m. 
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2.5.3 Past Seflsitivity Studies on HDM-III Mode1 

[Cai 921 investigated the sensitivity of gravel road upgradhg decisioas with respect to a set of input 

factors. The cemis p011'624s study was based on analyzing the net present value (NPV) as the mode1 

response variable. In HDM-III, net bendia of road improvements are defined as savings of the total 

lifecycle cosu of one alternative over a do minimum alternative [Watanatada 87a]. [Cai 921's idea 

was to compare the benefits of a pavbg alternative (chip seal) agaiirPt retaïning a gravel road (as the 

nul1 alternative). The NPV index, representing the difference in the total transport costs between the 

two alternarives was, therefore, the response parameter of interest while a number of input factors 

were varïed in a 'one-at-a-time" fashion. Although based on prevailhg unit costs and other physical 

amibutes in a mid-state province of China, [Cai 921's work demonstrateci that the NPV predicted 

was sensitive to only a few of the many input factors. Funher. this work showed that the individual 

effects of the active fâctors vary greatly from one -or to the other. 



A key lesson for this thesis fiom [Cai 921's work is that the assumption of factor sparsity (fw active 

factors) is valid for HDM-III. This would generaily be the case for many large and complex 

engineering models involving a large number of variables. This assumption underpins the research 

hypothesis that the mode1 is ceducible @y screening out i d v e  faMots), at least for speeific 

app Iications. 

While the findings of [Cai 921 shed some light upon which variables to M e r  focus on. in the 

present smdy. several precautions are in order. First, the base case scenario used in [Cai 921's study 

may not correspond with situations in other study regioas. As it is later argued by m w u a  %a] in 

a paper a i shg  fiom this thesis, the absolute semitivity of the active factors in the NPV output may 

not be applicable in other scenarios. For the semitivity factors to apply. the values selected for base 

case scenario should reflect the typicai values in the case saidy region. Furthermore. the relative 

changes in input parameters shulated in the semitivity anaiysis should reflect the me upper and 

lower boundary limits of the variables typical for the study region. Secondly, the R&M strategy 

investigated in the [Cai 921 looked only at upgradiag a gravel road to a chip seal surface. While this 

may constitute one of the many sttategies in a typical PMS analysis in Sub Sahara Africa, the thnist 

of the thesis is to expand the scope of investigation to screen active factors in a range of R&M 

strategies applicable in priority programming in the case study region. 

The literature contains a few more studies on sensitivity of HDM-III parameters, including those of 

[Kerali 9 1, Queiroz 9 1 and Bank 881. However, most of these studies were focuseci, like that of [Cai 

921, on investment decisions on upgrading gravel roads. It was a motivation. therefore, for this 

rhesis to expand the scope of seasitivity study accomplisbed by Cai and others. 



Chapter 3 

CALIBRATION OF HDM-III MODEL TO LOCAL CONDmONS 

3.1 Introduction to the Chapter 

The World Bank's Highway Desip and Maintenance Standards Model (EIDM-III) is by any measure 

the most cornmon and acceptable aaalysis tool for supporthg decision-making in the road delivery 

sector in develophg countries [Riley 941. It provides a robust methodology for life-cycle cost 

evaluations of road construction, cehabilitation and maintenance alternatives, and hence sound 

economic criteria for compacing investmeat options. However. there are no standard, comprehensive 

user guideIines on how to collect the necessary data, calibrate the model for local conditions and how 

to go about the important aspects of setting up the model to determine optimum strategies [Riley 94 

and 95, Mrawira %a]. 

It can be concluded that the literature on calibration is not readily available to the end user, and has 

so far mainly focused on improving predictive capabilities of individual deterioration equations; it 

does not offer much in terrns of generic guidelines to the calibration problem. 

The current HDM-III documentation [Watanatada 87a. Wb, and Bank 891, for example, p o h  out a 

number of anaiysis questions for which the model can potentially be used. The user manuals provide 

a very limited guide on the best methodology for applying the model in any of those potential areas. 

Several case studies supplementing the HDM documentation Pank 89, Callao !Ma, and 94b) exist, 

but none of them provide a comprehemive guide on the process of applying the model at a local 

IeveI. 

This chapter draws together the expenences of model users worldwide as reported in the literature to 

provide a compendium of 'user guide" to the key aspect of adapting the HDM-III model for local 

implementation. The focus is more specitic to applications in the area of priori*. programming at the 

network or strategic planning level. 

The following NO sections look into the challenge surroundhg the need for mode1 calibration and 

calibration data needs, respectively. The cemainder of the chapter reviews the three levels of 



calibration - adapting the performance predictions, the user costs modeis. and generating suitable 

and cost-effective Ïntervention stratefies. 

3.2 The Need for Model Re-calibration 

Before applying the HDM-LII model in any anaiysis there is a need to w iew  whether the model will 

requue calibration, aad if so, how to implement such a calkation. 

The modeling relaîionships in HDM-III are categorized into two main ciasses: 

Prediction of pavement deterioration d e r  the combined impacts of M c ,  agbg or environment 
impacts and maintenance iatewentions. 

Prediction of road users' cos& under given pavement conditions, other r d  m i u t e s ,  traffic 
interactions, and the socio-economic fix%oors. 

Issues underlying the need for calibration are given by watanatada 87c], as summarued below: 

Geographical location dkts climate/weatber related parameters, road design standards. 
operators' fleet managernt policies, driver bebavior, etc. 

Effects of large changes in vehicle tecbnology, economic circumsmnces over time and over space. 

Calibration of the mode1 therefore involves three main steps: 

Adjusting the pavement performance parameters to approximate local pavement deterioration. 

Adjustiag the VOC model parameters so that the prediction is close to observed users' costs. 

Formulating cehabüitation and maintenance (R&M) strategis that reflem local practice. 

Al1 three steps may be necessary to improve the reliability of the model outputs. This chapter 

reviews the calibration process under the above three levels. 

One point to note is that different model applications would have different priocity for calibration. 

This is obvious since, for network staais snidy for example, pavement performance prediaion is the 

important output criterion. while for R&M priority programming or any other ecoaomic analysis, the 

NPV prediction is the focus. [ri the former, caiibration pnority is on tine-tuning performance 

prediction; in the latter, tbe fonis is reliable life-cycle costs predictions. For the investigation in this 

thesis, the prhacy interest is on calibrahg the model for priority programming at network level. 

On one side of the re-calibration question, the literature argues thu the HDM-III Model is quite 

robust, particularly with respect to some of the model relatioaships. [Watanatada 87c] points out that 

the HDM Study was more successfd with some types of data and therefore it was possible to 



develop relationships embracing al1 relevant, significant variables. Example of such cases are the 

speed and fuel models in the VOC equatious. On the other band, sufficient data were not acquired 

from the HDM Study for the tire Wear model. Consequentiy, the equation is considered less 

tramferable. 

The vehicle annual utilizaîion relationship is also highly region-specific; likewise, the vehicle 

maintenance cost model is also sensitive to local conditions. Except for the exponent of the annual 

cumulated kilometers of travel (in the parts model), the spare parts consurnption variable and the 

vehicIe repau labor equations are suggested [Watamtada 87cJ to be reasonably stable across borders. 

In relation to adaptation of the VOC models to local conditions [Watanatada, 87cJ summarizes by 

three important observations: 

The mattiemaa'cal forms ofthe models are gemdy adequate a .  need not be changed except for 
speciai reasom (e-g., to incorporate a wu poiicy variable). 

The vehicle attributes which appear as explanatory in the models should generaily be 
d e t e e  for the I d  situation. 

Some parameters are obviously more sensitive to local coaditaons than others. 

Based on these considerations Watanatada 87cI recommends parameters to which re-calibration can 

be applied. [Watanatada 87cJ argues that a decision on whether or not to re-calibrate a parameter 

should be based on three key inter-acting factors - locationai sensitivity, parameter impact on model 

output, and the effon required to recalibrate it. 

However, the problem still remains that no attempt has been published quantifying the impact or the 

sensitivity of each calibration parameter on the model output. wrawira %a] presents resub of a 

study aimed at quantimg the sensitivity of the pavement deterioration factors upon NPV as a 

ranking cnterion in an R&M options analysis at the network-level. Despite the fact tbat die 

sensitivity resula of wrawira %a] were based on one+fhctorat-me approach. they remain 

invaluable in shedding light on where to put emphasis in the calibration process. A more 

comprehensive approach to -or sensitivity analysis is developed later in this thesis. Chapter 5 

presents the mettioâology, while the results are outlÏned in Chapter 7. 



3.3 Data Requirements for Calibration 

The calibration-relaîed data ïnclude primarily longitudinalinalsection data that relate observed amibutes 

over tirne. Historical data on, for instance, pavement performance unâer a hown maintenance 

strategy, are needed to calibrate the deterioration equations. In this regard [Howard 941 notes that 

e f fdve  calibratioa of performance prediction requires reliable and representative historicai data that 

relate a knom past pavement environment (the combination of structure, climate, uiûtic, and 

maintenance activity) to pavement deterioration over a substantial perioâ. The calibration of the user 

costs relationships requins appropriate dan on vebicle resoucce consumption coveriog a wide range 

of road conditions. vehicle typesfmakes, age distriiutions and utilkation degrees. Efforts cm and 

should be made ui the factoriaI samplhg to include al1 possible range of key &ors and vehicle 

characreristics representing the local trafic composition. However, it is generally very difficult, for 

example, to associate a particular vehicle operation with one route or road with constant conditions 

or geometric standards. 

In most cases, with respect to pavement performance, it is possible to assemble a number of 

reasonably reliably known as-built pavement data, but in generai an adequate history of progression 

of roughness or other distress paraxneters is not available. More o h  ail that is available is, for 

example, an estimate (based on the knowledge of the construction prooess) of as-built roughness, and 

a measure of curent roughness and cracking. 

It is geoeraily aclmowledged &bat reliable data are a major problem, particularly in low incorne 

economies in which the ptactice of modem PMS is at in very infancy. It should be emphasized that 

any attempt to calibrate the model must therefore be critically evaluated agakt the data conmaint. 

The validity of the calibrated model will primarily depend on the assumptions or approximations put 

forward by the consultant or researcher. It is importam thaf the eventual model user evaluate the 

relevancy aad sufficiency of any such assumptions used in re-ealibration. [Howard 941 concludes 

that, 

... a highly connoUed cdibran'on smdy nuiy nor olways be possibk Mibrution of 
pe~ormunce, men though b m d  where possible on the baek calculation 4 observed 
peflo17ltclltce. (more oftcn tiIM not) relies on a judgment of the reasonubkness of 
predicîed ourcomes in the Iight of local eiqaerience. ' 



On rhe same note of the general lack of sufficient calibration data [Robertson 941 concluded that 

calibration of the HDM-III relatiomhips evemally relies on one of the three options: 

(1) Adoption of some default parameters w k e  it is considered that the default 
assumption will not have a significant bearing on the analysis; 

(2) Calibration fiom historical data, Le.. fitting the pdicted performance to 'snapshot* 
observations of pavements of different aga; or 

(3) Calibration €rom experience - based judgment of ex- performance Le-, based on 
hiowledge base of experienced pavement engineers. 

It bas been suggested. and in fact most w n  rely on. calibrating the HDM performance relationships 

based on scatter analysis of 'snapshot" or 'window observations" of pavements at various ages 

instead of the much difficult to corne by actual life-cycle or time series obse~ations [Rohde 941. 

Scatter analysis is based on collecting several 'one-thew condition data on various 'similar" 

pavements at different ages and trafic loading levels. These different pavements then provide 

different points on the deterioration c u m  for the particular design and trafic intensity. In essence, 

this process implies the fiindamentai form of the individual predicthe relationship is acceptable. and 

that 'scaIingw rather than change of mode1 f o m  is sufficient. 

This approach can achieve reasonable results where the as-built records as well as traffc loading 

history and environment records exist. Again this assumption is important in that the use of a one- 

time survey is valid to the extent that the performance fiom as-buiIt condition through to the point of 

the 'one-time* observation has been subject to continuously uniform fimors as reflected in the givea 

factorial class. It also assumes bat a sufficient sample that spans (and is balancd over) the age 

spectrum c m  be obtained fiom the network for each pavement design class and trafic intensity 

combinatioa. 

3.4 Sources of the Caiibration Literatiire 

The primary guide on calibration is the user manuals and the accompanying volumes collectively 

called the Highway Design and Maintenance Standard series [Watanatada 87a, 8% and 87c, Paterson 

87, and Chesher 871. The most notable recent contribution to the KDM-ITI calibration literature is 

found in the Proceedings of the International Workshop on H D M 4  [ISOHDM 94d]. Several other 

individual snidies also exist which conaibute to the calibration literature in varying degrees [e.g., 



SrSen 94, Riley 95, Kannemeyer 95, and Mrawira %a]. This subsection identifies the most usefil 

pieces of the HDM-III caiibration Iiteraaûe and highlight the key lessons leamt €rom each. 

Ar page 29-34 [wataoatada 87a] discusses the general validation of the model and the model areas 

requiring further research. Subsection 1.4.2 outlines the basic construction of the model, broad 

strengtbs and weaknesses and key aspects that need be coasidered in adapting the model. This section 

also introduces the tcansferability issues and applicability of the equations in diverse physicai and 

economic environments. nie philosophy behind the mode1 formulation and its suitability for adapting 

to different locations is highlighted. The subsection also points to other parts of the HDM-iII 

documentation where calibration guidance is given. Cbapter 13 @p. 317-335) of watanatada 87cJ is 

referred to as the primary guide for calibrating the vehicle operating cos6 models, while chapter 10 

(pp. 373-397) of [Paterson 8 7  is pointed out as the primary guide for pavement performance. 

Chapter 4 (pp. 87-148) of [Watanatada 87a] descri'bes in great detail the computationai logic for 

pavement performance in the model, the structure of the equatioas and highlights the quality of 

estimation of the several mode1 factors. This is considerd an invaluable source of guidance for 

understanding the model before setting out to calibrate or modify the relationships. 

Subsection 4.1.8 @p. 84) of [Watanatada 87aJ mentions the role and the basic approach of using 

'deterioration factorsw to calibrate the pavement performance equations. On the question of factors 

to be given priority in a local calibration, the subsection argues that, 'It is expeçted that cracking, 

raveling, and pothole models are the ma t  lücely to require local adaptation." However, as it was 

argued in mrawira %a] the priority for recalibratioa should also be based on sound factor 

sensitivities relevant to the analysis criterion. Tbe results given later in this thesis suggest a different 

calibration priority. 

Subsection 4.3 @p. 109-128) in [Watanatada 87a] addresses the important role of maintenance 

intervention upon paved road deterioration and outiines a procedure of fonnulating R&M strategies 

in the context of HDM-m. The effects of maintenance interventions for unpaved roads and 

considerations in defining appropriate strategies are given in subsection 4.5 (pp. 144-148) of 

watanarada 87a]. Good understanding of the concepts of intervention criteria and hierarchy of 

maintenance activities, for example. is essential and crucial in formulating a proper mode1 

application. Although wrawira %a] recognized and strongly recommended carefùl formulation of 



R&M strategies as an important step in mode1 calibration, most of the calibration Iiteraaire does not 

fully address thk subject. 

Chapter 5 of [Wataaatada 87aJ discusses the basis, formulabon and the validation of the vehicle 

operating costs equations in HDM-iiI. The consideraîions of chooshg the set of model relationships 

and vehicle types for representing local d c  compositions is given in subsection 5.1.2 of 

watanatada 87aJ. The Appendix to chapter 5 wamatada 87a] also provides a very useful guide in 

selecting the appropriate vehicle types to model local M c  composition. More detailed specific 

guidelines on how to design an investigation to calibrate the VOC relationships are aven in chapter 

13 of [Watanatada 87~1. 

[Paterson 8 7  is the most comprehensive guide to pavement perfomvre modelimg not only for 

understanding and apply ing the HDM-III mode1 but also for the general application to pavement 

management. Chapter 10 of Paterson 87l is refend to in [Watanatada 87aJ as a primary guide for 

calibrating the pei-fomance relationships. This imponant source provides an extensive summary of 

the strengths underiying the performance prediction equaaons, the quality of the database used to 

estimate the model parameten and heace reliability of the model and the areas warranthg higher 

priority for local re-calibration, etc. However. the guide to calbration containeci therein is generai 

in nature and again lacking the "howw contri'bution. 

Chapter 13 @p. 3 15-335) of [Watanatada 87cj provides a well stcuctured guidelîne on calibrating the 

VOC relationships to the local seaings. Individual model parameters are discussed, subjective 

assessrnent of theu relative impact upon the pfedided VOC, as well as the nature of data or 

experiment and the effort required to calibrate it. It may be pointed out tbat the pidelines are more 

or less general in nature. There is a ueed for more specific detailed case application guidefines. 

Among the various papers on model calibration given in [ISOHDM 944 the most interesthg 

connibutions are those of [Robertson 94, Howard 94, Riley 94, Rohde 94. and Kanwmeyer 941. A 

sketch of the content in each of these works is subsequently given. 

In Queensland performance calibration efforts focuseci on the roughness and cracking models for the 

most comon  types of pavements - surface treatment on granular base (SD/GB), and asphalt 

concrete on granular base (ACKB), and surface treatment on cernent treated base (SDKB) 



[Robertson 941. For the cracLing model, the data available was of low quality, hence experience- 

based calibration was recommended. 

In the Queensland study it was found that the ratio of cracking initiation factor, Kci, to the age at 

which wide cracks start manifesting was influenced by the t r S c  level. From this observation two 

recommendations were made. In caiibrating the cracking model it was tecommendeci to start with the 

initiation fanor, Kci before the progression -or, Kcp. Second, the cracking initiation faaor should 

be calibrated separately for each t r a c  - enviromnent category. Table 3.1 shows the cracking 

cal ibrat ion factors recommended for Queensland using an expenence-based calibration [Robertson 

941. 

TABLE 3.1 Recommended Cracking Caiibration Factors for Queensland 

Pavement type Cracking Cracking Wide Cracks Cracking progrossion 
initiation factor progresion Factor initiation age Rate (96) 

AC/GB 0.40 OS5 7- 10 O-30indyears 
SDIGB 0.30 0.55 7-8 O -30 in6years 
ACICB 0.05 0-38 8 - 10 0 - 3 3  in4yea.n 
Fui1 depth AC 0.40 0.55 8 - 10 O -30 in6years 

Nores: Source: Bobenson 94k AC/GB = mphelt concrete on grmlur bue; SD/GB = ch@ 
seal on granular base; ACKB = asphalr concme on cement treated base 

The calibration experience €rom Philippines Woward 941 goes beyond the wmal interpolation of 

the mode1 relationships to predict existing pavement types. The feasibility of extending the equations 

to concrete pavements and to high trafic volumes of up to 10,000 AADT was demonstrateci. 

woward 941's approach to exteoding the H D M m  performmce prediction to concre  pavements 

was invatigated by a carehlly designed caiibratiou of the correspoading AC pavement equations. 

Appropriate calibration factors were determined by aial and enor for a range of cases representing 

low to very high traffic loading (ES&) and normal to poor quality concrete bases. ûccurrence of 

ruts and raveling was suppressed by setting Kit = 0.0 and Kip = 10. Table 3.2 shows the range of 

calibration factors recommended by [Howard 941 for modeling concrete pavements in Philippines. 



TABLE 3.2 Caiibration Factors for Modeling Coarrete Pavements in Philippines 

Cracking initiation Kci 0.1 
Cracking Progression KCP O. 14.6 vacies wilh ESALs and conm. qdcy  
Roughness- age/enviromnent Kge 0.2 
Roughness Promon KSP 3 -6 
Pothole Progression Kpp 0.13 
Ru tting Progression K@ 0.0 to suppress niaing 
Raveling initiation Kvi 10.0 to suppress raveling 

Source: m o w d  941 

Apart From the calibraiion contribution. [Howard 941 also presented an interesting experience gained 

in the application of the HDM-III mode1 as an aoalysis engine in a aetwork level pavement 

management. For example, to extend the HDM-III detenoration equatiom to AC overlaid rigid 

pavements woward 941 modeled the before and after overlay cases as separate pavement sections, 

and then combined the relevant parts of the predined performançe and cost streams as a post- 

processing task (outside HDM-m) before performing the optimizatioa analysis (using EBM). 

[Riley 951 provided an example of model adaptation for a mountahous terrain, low volume road 

nenvork in Nepal. The pavement standards in Nepal are granutar base with AC surfacing, rnostly 

penetration macadam or thin premixed asphalt. Generally , construction quality involves 'band laid * 

pavements implying relatively high initial roughness levels. Use of a back caiculation method of 

estimation was employed since as is generally the case, historiai data were not available. 

Given the high roughness levels tolerated in Nepal [Riley 95j suggested an interesting measure: the 

interna1 upper roughness limit pehtted in the HDM-III source code was modifieci from 1 1.5 IRI to 

20 IRI. Similarly. the rutting limit was revised to 10 mm by manipulating the HDM-III source code. 

In a study to evaluate the applicability of HDM-III on South African national roads [Kanaemeyer 94 

and 951 demoastrated another hteresting case of calibrating the model. 

On the roughness mode1 [Kannemeyer 94. and 951 recommended the approach of calibrating the 

environmental-age factor (Kge) firrt and then calibrating the roughness progression faaor (Kgp) 

based on the Kge calibrated model. The environmental-age roughness factor is estimated by fim 

determinhg an estimate for the environmental index, m based on Thomthwate moisture classification 

of the region. The details of this technique are given under Subsection 3.5.3. Using this technique 



[Kannemeyer 941 obtained Kge values nnging fiom 0.39 to 0.89 for semi-arid to humid conditions 

in South Afnca respectively. These values suggest that the pavements studied are about one half Iess 

susceptible to environmental degradation compared to the d-lt HDM-III predictioas. 

Table 3 -3 gives a summary of other pavement @ormance calïbration flictors recommended fiom the 

[Kannemeyer 9 4  study. Foc roughness progression, potholes and ravelhg equat.iom the default 

HDM-III prediction (Kgp = o p  = Kvi = 1.0) was found adquate. 1t is & d g  to note that the 

default prediction generally over-predicted the cracking rate by more than ovice. It is also noted the 

significant difference in the cracking bebavior between overlays and reseals compared to original 

pavement surfaces. This underscores the need for more studies on performance modeling of 

rehabilitation treatments - an area which is noted in the litetature as lacking sufficient empirical 

data, 

TABLE 3.3 Range of Cdbration Factors for South African National Roads 

Pavement Type Cracking Idüatioa, Kci Cracking progression, Kcp Rutting progression, Krp 

Original surfacings 1.0 - 1.5 0.1 - 0.3 1.5 - 1.8 
OverIays & Reseak 0.4 - 0.8 0.4 - 0.8 1 .O 

Sowce: Kmemeyer  941 

3.5 Calibration of Pavement Ikterioration Modelis 

In HDM-ILI, both the initiation and the rate of pavement deterioration have an important impact on 

the Iife cycle maintenance and rehabilitation costs as well as determining or preâicting road users' 

costs. To ensure that the pavement deterioration sub-models in HDM-III predict or simulate realistic 

pavement performance for a given region the model peifonnance prediaion needs to be carefiilly 

calibratecl by cornparing predicted conditions with observed performance. 

The calibration of the performance prediction equatïoas in HDM-[II is efkted by hcluding in the 

input data a set of lïnear multiplier factors, referred to as dezen'ormun factors. The set of 

deterioration factors is determiad so tbat it accounts for region-specific factors such as. material 

properties, rasa11 intensity, temperature, construction practices and quality. plant, etc. If it is 

considered desirable to calibrate the performance models for a given distress type, then the model 



user will need to develop deterioration factors for eacb type of disaess and for each S i  or set of 

links. 

The calculation procedure for determinhg the deterioration m o r s  is simple in theory. A 

deterioration factor is a simple ratio of the rate of progression (or th time to initiation) of a given 

distress predicted by the uncaiibrated model to that obsennd locally. ûther approaches have used 

simple mal and error method to detemine the calibmtion factor, yet more rigorous numerical 

methods have been suggested, see for example [Kannemeyer 94 and 95j. 

The approach to the question of the need to reealibrate the HDM-III perfomance models 

recommended from this study is a trade-off between the effort required to calibrate the parameter 

(cost, data, and skills) against its sensitivity on the model output. To decide on parameters that ment 

local retaiibration this study proposes a ranlOng of the parameters based on factor sensitivities with 

respect to the analysis criteria. A ranking of the HDM-III pavement performance calibration factors 

based on their sensitivity to the output critecion cm be assembled and used to priorithe the need for 

calibration. 

3.5.2 Cboice of Pavement Distress Modes to Re-calibrate 

In HDM-III deterioration of flexible pavements is predicted separately by five distress modes, 

narnely. roughness. cracking, raveling. potholes and rutting. The mechanism of swfiace distresses is 

c haracterized b y two phases Paterson 87, Watanatada 87a] : Mation phase and progression phase. 

HDM-III uses separate equations for predicting initiation and progression phases of surface 

distresses. Roughaas and rutting, are refend to as ' d e f ~ o n  distresses' as they relate to 

movement in the pavement structure. The mechanism of a deformation distress is single phased and 

it is therefore sufficient to model it using one equation. 

Consequendy, there are seven deteriordon facrors used in ulibratiag the pdormance models in 

HDM-III: Cracking initiation and progression h o r s  (Kci, Kcp), Potholes progression factor, kpp. 

Runing progression faCror, Rrp. Raveling progression factor, Kvi, and Roughwss progression and 

ageenvironment façtors (Kgp, Kge). 

It has been suggested that the surface distress modes of cracking, raveling and potholing are more 

likely to requùe local adaptation [Wattanatada 87a]. The other two deformation distresses, rutting and 

roughness are relatively less sensitive to locational attributes. However, sensitivity results indicate 



relative importance of these parameters chat suggest a different pnonty in the need to calibrate. The 

ceteris ~ Q I T ' ~ U S  study reported in [Mrawh %a] showed tbat a more comprehensive set of factor 

sensitivities presented later show a différent priority based lifecycle cost components. Raveling and 

rutting factors have the least significance upon the NPV output. 

3 -5.3 Specific Considerations on Calibration of Performance Prediction 

3.5.3.1 CaCibr&n of Cracking Inirinlir,n a d  Cracüing Progression 

Pavement cracking is modeled ushg two equations; one for predicting the time €iom construction 

lrehabilitation when cracking initiates, and the other for predicting the rate of increase in extent and 

severity once the cracks have appeared on the pavement, 

The form of the equation for the the it takes a new or rehabilitated pavement to show sigus of 

cracking for flexible pavements is given by [Paterson 87: 

where, m a  = time to start cracking in years, 
Kci = calibration factor for narrow cracking initiation, 
Fc = occurrence distribution factor, 
CRT = cracking retardation time due to maintenance, and 
TY = mean age of s u ~ i a g  at initiation of cracking. 

TY is given by different equations for different pavements and is a fûnction of modifiai structurai 

number, annual traffic loadiag. excess binder content, construction quaiity, resilient modulus of soi1 

cernent, mean Benkelman deflection, and effective surfice thickness. 

Cracking (wide and narrow) models have been shown to be functions of five primary variables: 

pavement layer thicaiess (heoce modined s tnmd number, M W ,  
resilient modulus of cernent s t a b i i  -al, 

Benkelman beam deflection, 

annual M c  loadiag in E S ' ,  and 

a linear catiibration fbctor, KKCi. 

Four of these variables can be obtained fiom construction records, and from condition and pavement 

evaluation surveys. The only &or requiring calibration bere is the Kci parameter. For cases like in 

Tanzania where sufficient data to carry out cluster analysis or thne senes analysis was not available a 



viable approach to estimate Kci was to draw on the engineering experieace of the local practitioner. 

An average estimate of the tirne it took a pavement of a given standard to start developing cracks was 

establis hed from field personnel. 

A generic, yet simple procedure of deteminhg a caiibrating factor is to run HDM-III with the 

default Kci under the level of maintenance anticipated and observe the predicted tirne to initiation of 

cracking. This  prediction is compand with the loczl data to decide on what extent to sale the Kci 

tàctor. An iteraüve process may be needed to approrh the best value. The local experience in the 

Tanzanian study for example, showed th% a new pavement took about 5 to 7 years to start cracking. 

Under similar conditions HDM-III predicts cracking initiation after 9 years. The predicted thne 

required caiibrating to Kci = 1.2 (defiult Kci = 1-00). 

The relationship governing the annual rate of progression of cracking bas three major variables: 

namely, the current condition (severity and extent), the pavement age. and the progression 

calibration factor, Kcp. The calibration of this equation again involves only the factor Kcp. The 

default value of Kcp = 1.0 under minimal R&M strategy will predict complete surface disintegration 

in 5 years after the initiation of cracks for a surfaw dressing (SD) on a stabilued base road. If this is 

close to the observed trends in the local pavements then the range of Kcp at 1 .O0 to 1-20 can be kept. 

ûtherwise, the factor has to be a d j d  to predict the performance approximating the local 

pavements. Figure 3.1 shows the results of cracking mode1 calibration for a typical linL with an 

initial traffic of 2020 ADT. 



Calibated Cracking Pmdiction 

FIGURE 3.1 Cmcking c a i ' i b d n  for r @pical fhk fiwn TamaniCr (ADT = 2020) 

3.5.3.2 Raveling Initiàbn and hgression Parameters 

Raveling is definecl as the loss of surfachg material from a pavement. It is more common in surface 

dressed and grave1 roads where the binder in the wearing courre has lost its effediveness. It may 

also occur in AC wearîng course, for example, where onidation is excessive or where aggregate-to- 

binder bond was questionable at constniction. But this later type of occurrence is kss signifiant and 

was not modeled in the HDM study watanatada 87aJ. 

The phenornenon bas two phases that requins diffkrent equatioas: the time to tirst occurrence and 

the rate of progression. HDM-III provides separate prcdiction equation for thme types of surface. 

Le., surface treatments, slurry seals on SD or AC surfaciag, and for cold-mix a s p h l  or cold-mix 

overlays. Ravehg is modeled for bot-mix asphalt concrete surfafiog. 

Both the initiation and progression of raveling are fûnctions of five key variables: 



Trafic l d m g  (total passage of ail  axles per lane per year), 

Retardation effkcts of R&M neamem, 
A user specÉfied deterioration faxor, Kvi. 

Calibration of the two raveling equatiom involves adjusting the deterioration fanor, KM which is 

common to both equations. 

The ceteris pm'ous sensitivity results showed that the raveling calibration factor is the least sensitive 

relative to al1 other calibration factors upon the predicted NPV. Its effects are less than half a percent 

of the roughness progression -or. Consequeatiy the study in Taazania recommended that it was 

not worth attempting recalibration of the raveling model. This recommendation is M e r  validated 

by the comprehensive sensitivity results ceporteci later in this thesis. 

3.5.3.3 Calibratùm of Initiolron and hgtession of Potholes 

The mechanism for potholes occurrence in pavements is a complex phenornenon, interacting with 

spalling, wide cracking. raveling and even roughness watanatada 87a, Paterson 87J. Furthemore, 

potholing is centrally infiuenced by the type of pavement surface and base layers. While drainage 

and localized damages have ken  koowa to have a significant impact on pothole initiation and 

progression, they al1 complicate modeling of this phenornenon. 

Potholes progression is modeled as a tiraction of the base type. the modifiexi structural nwnber, 

MSN, the current condition (in terms of wide cracks and raveling), and a calibration parameter. tbe 

potholes progression factor, @p. Calibration of this equaiion involves adjusting the Qp factor to 

achieve close to locally obse~ed pothole rates. 

The study in Tamania could not acquùe sufficient data on development of potholes. Noting that the 

relative significance of the pothole progression factor was low compared to other input variables it 

was recommended to keep the model dehult for the @p factor. 

3.5.3.4 Roughness Calibr(tti0n Factors 

Pavement roughness is one of the most sensitive variables in the HDM-III deterioration sub-model. It 

is used as the primary predictor or trigger level for scheduling most maintenance and rehabilitation 

treatments. It should also be uoted bat  roughness is the primary road parameter that impacts heavily 

on the VOC resource coosumption equatiom watanatada 87aJ. 



Other snidies have indicated that the ranlùng or choice of maintenance or nhabilitation options is 

very sensitive to roughness [Cai 92. Kemli 911. Consequentiy roughmss must be given speciai 

attention in caliôration of the HDM-III modet, 

The roughness model for paved roads requkes calibration of two panmeters, the roughness 

progression, Kgp, and the rougbness - age lenvitoment frtor, Kge. The sensitivity resub on the 

calibration factors showed thaî the former must be given a bigher priority; the NPV funetion output 

being about at least four h e s  more sensitive to the roughnss progression -or than the roughmss 

- age factor. Ironically, the data rquirements for calibrating the former are much higher than the 

later. While it is relatively easy to acquue rainfall and temperature data from the local 

meteorological stations, the conesponding data for roughmss progression is ahost non existent. 

The recommended approach is to calibrate the envuonment-age faaor, Kge k t  and then ushg the 

results of predicted roughwss to calibrate the roughness progression factor, Kgp. It is an obvious 

logical approach since calibration of Kge aims at reflecting the effkct of age and environment fanors 

and couId therefore be estimated directly fiom climate data. Again here it is assumed that the mode1 

form (with respect to effeca of climawaging) is acceptable, and that as long the climate input is 

accurately detemined then the model prediction is good enough. The environmental-age calibration 

factor, Kge is estimated from the appropriate climate-moisture index, rn using the relation: 

Kge = m /O.OZ3 

The climate-moistwe index, ni, is defined in [Paterson 871 generally as representing an annual 

average effea of al1 non-traffic-related environmental factors. including daily temperature changes. 

seasonal and drainage-related moisture variations, subgrade movements, etc. As such, the value of rn 

could not be exp1aine.d by micro-climatic factors (such as local rainfall). Recornmended values for the 

coefficient, w were estimated for various climates and given in paterson 871. Estimating a value for 

local use based on [Paterson 871 requires classifying the local climate into a factorial of the four 

moisture-categories - atid, semiarid, sub-humid and humid-wet; and tbree temperature classes - 
trop i d ,  subtropical nonfkeezing. and tempente fnaing . 

As an example, one part of southni Tanania cousisis of a region siniatecl between the highlands of 

Njombe (mild temperatures, high tainfail) and the plains of Songea ( w m  temperatures, high 

rainfail). This location would be classifieci as humid-wet in the moistue caiegory, and tropical to 



subtropical on the temperature category. Therefore a logicai estimate for the m constant would be 

0.025 to 0.040. The co~esponding Kge factor then cornputes to 1.0 to 1-70. Table 3.4 presents 

estimateci rn values and the correspondhg Kge factors from a study in Taozania based on local 

climate data wrawira 95a]. 

TABLE 3.4 Estimated Roughness - Age Parameter for Select Regions in T d a  

Region Raiafall Temperatui'e Temperature/mok<d EnPVonmemtai Calcuiated 
( d y d  v e C C )  d d f i d o n  index (-1, m Kge 

Morogoro 800 - 1400 4 - 6 Tropical- Humid 0-030 1.304 
iringa 400 - 1600 4 - 6 Tropical - Hdd/Subhumid 0-027 1.174 
Mbeya 500 - 1600 ovet 4 - 6 Subtropical - Humid/Subhumid 0-03 5 1.522 
R w w n a  LOO0 - 1200 over 4 - 6 TropicaYSubtropical - Humid 0.03 5 1.522 
Kilimanjaro 500 - 1200 4 - 6 TropicaVsubtropical - Subhwnid 0.023 1.000 
Tanga 500 - 1200 4 - 6 Subtropical - Semiarid/Subhumid 0-023 1.000 
Kagera 1000 - 1400 below 2 Tropical - Humid 0,030 1.304 
Mwanza 700 - 1000 2 - 4 Subtropical - SemiarïdlSubhumid 0,023 1.000 
Shinyanga 700 - 1200 2 - 4 Subtropical - Semiarid/Subhumid 0.023 1.000 
Lindi 800 - 1400 2 - 6 Tropicai - Subbumid 0,030 1.304 
Mhmm 800 - 1400 2 - 6 Tropical - Subbumid 0.030 1.304 

Source: W m i a  95aj 

The HDM-III roughness prediction (afier calibrating for environment/age factor) shows that a 

medium traffic asphalt concrete road will mke 6 yean to deteriorate from 2500 to 4000 mm/km BP. 
Cornparison to local observations suggests that the roughness rate is on the Iower side. The default 

value of roughness progression factor in the mode1 was therefore calibrated to 1.2. Figure 3.2 

compares roughness predictioa before and afier mode1 calibratioa for a typical l ü k  

' Approximte temperunue-moisisitire clars~@anOn according to Ipaterson 8v. 

BI = Bump Inregrator. me TRRL fifth wheel towed (at 32 M r )  buinp integrator roughnnss Mder. 



1 Defiult Roughness Pmdicüon 

FIGURE 3.2 Roughness caübmtio~ for a t y p i d  lhk fmrn Tmwtia (ADT = 2020) 

3.5.3.5 Cafibration of Rut Deprli Reki(ionship 

The HDM-III equation for modeling rut depth is common to al1 pavement types. The key variables to 

this equation are the annual traffic loading in ES& pavement strength in modifieci structural 

number, MSN (or Benkelman beam deflection), base layer strength (in degree of compaction), 

current level of cracking, annual rainfall, and a calibrathg factor. Rip. 

The maximum nit depth in HDM-III is fixed by default at 50 mm. Improved prediaion suitable to 

local conditions may need amendments of this upper limit in the WDM source code. Again, aa initial 

boundary condition does exist in the mode1 which generates initial nit depths of the order 1.5 to 2.5 

mm watanatada 87a]. These may dimr substantially from local observations in which case 

adjustment may be required to enhance the prediaion. However. the difficulty with this 

recommendation is it requires modifying the HDM-III source code. 

The second reiationship for rut depth is the standard deviation (RDS) wbieh is given by a separate 

equation. This predictor of performance is also an important input to the roughness mode1 where it 

appears as a variable in the roughness equation. The important implication of this observation is that 



calibration of the rut depth mode1 should be concemed more with the change in the standard 

deviation over thne and not the actual magnitude of standard deviation. A deficiency in prediction of 

the actual vaIue of the rut depth standard deMateon will not have a significaat effcn on the economic 

analysis, 

Again it should be noted that an upper lirnit for the nit depth standard deviation, RDS is set at the 

mean nit depth. Whether this agrees with the local obsenation or not it is another question requiring 

attention in the calibration process, 

The sensitivity study on calibration factors under settings applicable in Tanzania showed that the 

calibration of rut depth mode1 has a relative impact of less than 5 percent of the impact of the 

roughness progression factor upon the NPV tiinction. Wirh this in mind, and the fkt that no data 

was available for the caiibration process. it was recommended to retain the default value. 

3.6 Calibration of User Costs relationships 

As previously discussed, the need for calibration of the VOC relationships arises from the fact that 

the statistical basis of the equations (Le.. the databases fkom the Brazil, Kenya, hdia or Caribbean 

snid ies), may not be applicable to the local situations on account of technologicai change across time 

andlor space. disparity in economic environmens, standards and policies. etc. Funher, it has b e n  

documented that owing to the physical realities existing during the HDM Study. it was not possible 

to acquire sufficient, statistically designeci samples for al1 causal variables in the mechanistic models . 

In planning a study to calibrate the VOC relationships it is important to note that, with respect to 

R&M priority programming for weak pavements (Le., structurai nimber less than 3.5)- the most 

sensitive equations in the HDM-IJI are: 

prediction of vehicle repair f o s ~  with respect to change in road cidimg @ty. and 

prediction of change in ridiing quality with a given m=lintemme mamiem, 

The pans cost equation in HDM-ïiI is given by [Wuanatada 87a, 87cj as: 

C K M  
= 

if QI < Q I O S P  

if QI > QIOSP 



where: CKM = mean age of vehicle group in cumulaÜve vehicle km of travel shce new, 
k = the age exponent 
C W  = constant coefficient in the equation 
CSPOI = Roughness coefficient in the exponent of the equnion 
QiOSP = threshold roughwJs (in QI) at which the PC -QI equation becornes liwar, and 

a,  = COSP - exp (CSPQI . QIOSP) (I  - CSPQI . QIOSP) 

a = COSP - CSPQI . exp (CSPQI . QIOSP) 

Vehicle repair labor costs coastitute another important component of the VOC. The labor houn are 

estimated from the parts costs by the equation [Watanatada 87a] 

L H  = COLH - PCaHPC exp (CLHQLQI)  

where LH = vehicle repair labor hours per 1000 km. 
COLH = constant coefficient in the LH - PC equation 
CLHPC = the exponem of parts costs in the LH - PC equation 
CLHQI = the roughnss coefficient in the exponential component of the LH - PC equation. 

Although inconclusive, the ceteris pan'b~s factor sensitivities results ( s e  Chapter 6) indicate the role 

of both equations (3.3) and (3.4) to be highly significant. 

This is obvious from the following two reasons: 

(1) VOC connibute a relatively large share in the total life-cycle cos& for tbis class of roads. 

(2) the spare parts component in the total VOC is substantial. 

Hence the role of vehicle repair policies in the local economy needs to be carefiilly investigated to 

enhance the quality of VOC predictions. Likewise, the eff- of maintenuice intervention upon road 

condition, particularly, riding quality need to be accurately reflected in the pavement performance 

sub-mode1 prior to VOC calibration. 

3.6.2 Choice of VOC Mode1 

HDM-[II provides four alternate sets of equations for modeling vehicle resourte consumption, 

namely, the Brazil, Kenya, Caribbean, and india nlatioaships. Among these, the principal set of 

relationships are those derived from the Brazil study. The choice of the appropriate set of VOC 

relationships for local application is an important initial step in adaptation of the mode1 to the local 



situation. Once the appropriate set of relaîionships have been selezted. the next step is to select 

vehicle types fiom the standard HDM vehicle types that un best represent the local naffic 

composition (at the link level). 

From the case study in Tanzania wrawira %a] only the Brazil and Kenya set of relationships were 

potential choices for simulating the traffic and vehicle characteristics in Tantania, It was previously 

argued that Kenyan relationships was the appropriate choice for T d a  because the study was 

undertaken in settings, geographicaily and economidly, very similac to Tanzanian conditions. 

However, the Kenya VOC equations are generally considered to be inadequate. As mentioned 

earIier, the most important weakness is the narrow range of the predictive capability of the model 

[Watanatada 87al. The BraziI set of relationships is generally recommended for users outside the 

three host counmes to the alternative relationships in HDM-[II. The range of model parameten (in 

the Brazil relatiomhips) allows for more responsive caiibration to suit many diverse situations than 

any of the alternative model fotms. 

3.6.3 Choice of Appropriate Vehicle Types 

The Brazil equations for VOC modeling are recommeoded for most local application. The Brazil 

VOC relationships provide 10 standard vehicle types f?om which the user is to select the types that 

cm best represent the traffic composition on the road link being studied. watanatada 87aj 

summarizes the important characteristics of the vehicle types used for modeling VOC in the Brazil 

study. It is necessary to conduct a carefiil comparative investigation of the vehicle characteristics 

berneen HDM types and the typical vehicles in each class in the local traffic. 

It should be noted that, since aaffic composition changes from one Iink to the next, and even from 

one year to the next, the best way to represent this variation of composition over a road network and 

tirne is to define several traffic categories. A Iink can then be assigneci a different category from one 

year to the next as aeeded. In this spirit, the vehicle classification fhally adopted should aim at 

representing the entire specmun of vehicles in the region to be studied as well as the projected 

period of analysis (where uaffic composition is expected to change over tirne). Traffic volumes and 

growth data will then need to be tailored to match this vehicle classification. In most cases the trafic 

data available locally will need to be modified to match the HDM-III vehicle types for VOC 

predictions. 



The Tamanian study observed that the most important limitation of the HDM-III VOC sub-mode1 is 

the outdated mtck characteristics incorporated in the model. In the past f i k n  years or so the tmck 

technology has changed so much tbat even developing economies Iïke Tanzauia have seen a 

significant increase b gross vehicle weights, payloads. engine power, etc. The technological trends 

have consistently moved towards increased enghe power, higher gross vehicle weights, improved 

engine configurations and better fuel efficiency. Furcher, tire technology, suspension and braking 

systerns have changed cremeadously. These changes pose a serious challenge to the HDM-III VOC 

relations hips . The present VOC model is considered hadequate for simulating resource consumption 

especially for vehicles in the categories of medium. heavy and articulatecl trucks. It is boped bat the 

current efforts to update KDM-III [ISOHDM 9 4  will examine this deficiency. 

The criterion for seleethg the appropriate HDMm vehicle types is to simulate vehicle resource 

consumption that approximates the average values observed for that vehicle class in a given trafic 

composition. ln other words, an ideal vehicle type (selected in HDM-III) should be such that the 

predicted resource consumption is equal to the average value for the vehicle class which it represents 

in the traffic. The key vehicle characteristics affecting resource consumption are hel type, engine 

size. gross vehicle weight (GVW) and axle loads and configuration. Cornparison between these 

factors for the typical vehicle in a trafic class and the available standard HDM-III vehicles have to 

be made t O determine the most appropriate representation . 

Seven vehicle types were recommended as suitaôle to chacacteiize the traffic mix in Mwanza region 

in Tanzania Mrawira 95al. The average vehicle characteristics given were derived rnainiy fiom a 

local guide on VOC F[oW 94a). 

The current tracric counthg fonns in use by most regions In Tamania classi& the traftic into eight 

groups. Cars, utilities (light goods vehides) cover the smallest units. SmalI buses and small trucks 

classify trafic in the lower end of sïzes, whereas, large buses. heavy trucks semi-trailer and full- 

trailer trucks represent traffic in the high end of sires. A small bus is defïned as one with passenger 

capacity less than 25, whereas. light truck is defiaed as one with less than 5 tom payload capacity. 

The MoW traffic classification for buses and trucks has the advantage of capturing a better axle 

loading representation. On the other hand the advantage of counting semi-trailer and full-trailers 

separately cannot be explained in similar t e m .  It is however possible that such break down of the 



aniculated truck class may enhance VOC predictions as resource consumption is lücely to differ 

significantly for semi- and full trailers. Udortunately no research bas explored thk possibility. 

3.6.4 Decision on Parameters to ReeCLl)ibmte 

Table 3.5 lists the model @ut cards for the variables relating to r~calibntion of the Brazil VOC 

relarionships. [Watanatada 87cJ recommends (Table 3.6) that the final choice of caudidate parameters 

to re-calibrate at the local level should be based upon the key façtots - locational sensitivity, impact 

on model output of interest* aad calibraîion effort required (or available). However, this 

recommendation needs to be revïewed because it was mainiy based on subjective assessrnent of the 

three factors- 

TABLE 3.5 VOC Calibration Related Input Variables 

HDM Symbol Dacnption of tbe Variable or Data Required HDM Card 
N u m k  

PA EOAD 

HPDRIVE 
HPBRAKE 

VDESIROPV 

RECliP cos 
N R O  
COTC 
CTm 

COSP 

CSPQI 

QIOSP 

COLH 

CLHPC 

CLHQl 

DEPRECIATE 

K M D r n N  
VEH LIFE 
HR DRAEN 

HURATIO 

Average payload for the cypical vehicle in each class 
Used driving power per vehicle class (equiv. the SAE maximum rated power) 
Used braking power (see H P D m  

Desired speed (no effects of width. gradients, curvanue, roughness) 
Tire re-treading cost (as a fraction on new tire price) 
Base number of recaps (average per vehicle class) 
Constant tenn of the tire coasumpaon modei 
The tire Ciumferentiai wear coefficient 
The constant tenn in Parts - Roughness equation 
The roughness coefficient in the expoilent of the Parts - Roughness equation 
Transition rougimess at wtiicb the Parts - Roughness equation becornes linear 

Constant tenn in the Labour Hom - Pans Costs equation 
The exponent of Parcs Costs in the Labour Hom - Parts Costs equation 
Roughness k t o r  in the exponent of the Labour Hom - Parts Costs equation 

Average depmDation rates for the typical vehicie in each class 
A ~ u a l  vehicle kilometres of travel (WM) 
Average economic Iife of typical model in vehicle class 
Annual number of hours 

Average utiiisation ratio (actual rime of usage UI total time) 



The Iiteranire does not offer any quantitative p ide  on the locationai sensitivity of model parameters, 

nor their relative impact on the model output (e-g., NPV). The scope of fartor sensitivity analysis for 

this class of input m o r s  was only limited to the ceteris p d u s  study. The results (Chapter 6) 

indicate that the parameters of the parts-roughness (PC -QI) equation and the labor parts (LH - PC) 
equation should be given highest priority in an exhaustive sensitivity study to determine their role. 

Factor sensitivity is recommended as a standard procedure for al1 local adaptation. 

TABLE 3.6 Recommended Recolibration of the VOC Models ~ ~ l r a r r c l t &  87cl 

Prediction Parameter Description Symbol Locritiod Impact on Caübraüoa Caiibrate 
Model Sensitivity Radcing Effort uldno) 
Speed Used driving power H P D m  high med-high low Y= 

Used b&ng power WB- med - high low low Y= 
Desired speed (width 2 S.5m) WESIR hi& low-med med yes 

Fuel Fuel efficieacy &toc ALPHAI med med-high low Yes 
Fuel adjusunent tactor ALPHA2 med low hkh no 

Tire wear Cost ratio of h-treading CO new tixe R&UP COS high Gsh low Y= 
Base number of cecaps MO med - high med Y= 
Constant term in t& wear equation COTC mcd - high meâ - hi& med Y= 
Circumference tire wear coefficient CTCTE med - high med - high med Y= 

Vehicle Base number of hours driven H m  high hi& med Y s  
utilisation Base utilisation AKM, high med Y= 

Base elasticity of utilisation MO m e -  - high high med Y s  
Repair Constant term in the PC 4 1  eqn. COSP hi@ hiph med Y s  
Parts Roughness ktor in tbe exponent C'PQI med high hi@ no 

Age exponent in the PC Q I  eqn. k low med Ksh no 
Repair Constant term in LH - PC eqn. COLH high hi&@ med Y= 
labour Expownc of PC in tH -PC eqa a H P C  Iow hish med IK) 

Roughoess factor in the exponcn a H Q I  hish med Ksh 110 

Symbok according to the Glossary; eqB. = equmbion; med. = medium. 

3.7 Gewrating Appropriate Intemention Strategies 

3.7.1 General Approach 

The HDM Model requires the user to define a set of maintenance actions applicable to a road 

section, that will be used to simulate the life cycle of each individual project alternative. Formulating 

the maintenance standards requires a cacetùl proces involving local expeneoce as well as a 

knowledge of the HDM-III model computational logic. The local experience is important in selecting 

R&M options that are practical, b i b l e  and compatible to the local matenals, environment and 

technological base. The proposeci R&M alternatives must be based on local practices, conditions, 



policies or standards. and the local availability of materiais and plant. Again, to estirnate the effens 

of these maintenance options upon subsequent pavement deterioraiion requires local expertise. 

Suffïcient knowledge of the e f f i  of the each treatment upon pavement performance is necessary in 

order to achieve realistic life cycle cost anaiysis. 

Defining an R&M strategy in HDM-DI is coascrained by the faa that only fixe- building blocks can 

be used. Al1 strategies are defined as a combination of one or more activities fiom twelve predefined 

HDM-[II unit operations. Tbere are eight operations for paved roads and four for unpaved roads 

[Watanatada 87a, 87b]. A maintenance standard is formulated by setecting one or more of these basic 

operations. Funher, a trigger cnterioa has to be specified. The trigger cietines when an operation is 

to be applied or repeated. The aigger criterion un either be a fixed interval, or an intervention 

based on cumulative traffic or the predicted deterioration level of one or more distress modes. 

Another serious limitation of the HDM-III model is the inflexibility of definhg trigger levels for 

different maintenance interventions. While. for instance, pavement patcbg can be prescribed either 

by the area per km to be patched annually, or the proportion of total damaged (or pothole) area to be 

patched; preventive sealing (sand or slurry) can oniy be mggered by fixed t h e  interva1 between 

appiications or initiation of cracking or raveling. On the other band surface treatment (chip 

resealing), hot lnix overlays, and total re~onstru~on can be mggered by roughness level, or by 

fixed time intervals ody. It was noted that while in some cases it would be desirable for purposes of 

staged construction (fairly popular in developing economies) to schedule overlays by cumulative 

trafic loading, the model does not provide such an option. 

3 J.2 A Sample of R&M Standards Applicable m Tanznnia 

The followïag RkM standards were füst fomulated in a project to implement HDM-III for Mwanza 

region wrawua 95al. AAer consultation with the local engin-. a set of tea maintenance 

alternatives were configurecl. five each for paved and unpaved roads. These were considered 

representative of most scenarios fiom which the practiciag engineers would nonnally choose annual 

programs for their region. Given the similarity of road design and consmiaion standards in 

Tanzania, the set of RdrM alternatives proposed for Mwanza can generally be applied for many cases 

in the country with minor modifications. Table 3.7 summarizes the recommeaded maintenance 

standards for Mwanza region in Tanzania. 



TABLE 3.7 A Sample of R&M Strategies Wrn the TBnzanim Study 

Code Routine Potboles Pst- ~ f r e q u c n c y  AC overhy R e c o ~ o n  

STPO included 30% 
S P I  included 100 
Sm included 100 
Sn3 included 100 
STP4 included 100 

- - not included 
- - net iocluded 

12 mm every 6 yeazs - not kluded 

- 50 mm every 15 years not included 
12 mm every 5 years 50 mm at 5.5 d k m  IRI not kluded 

Routine Gradhg Frequeacy Spot Regravehg Gmvel Resunacing Reconstrudion 

STUO inctuded once per year - * w t included 
STü 1 inctuded once every 180 days - - not included 
STUZ included every 20,000 veh. passes - - not included 
STU3 incIuded once every 180 days 30 5% material Ioss - not included 

STU4 included every 20,000 veh. passes 150 mm when t < 25 mm not indudeci 

NOEX- al1 sîraîegies includc r m n e  (ofl-camagewzy) muintename, e-g., drainage, 
vegetatl-on c o m l ,  shoulder repair, road jùmiture, etc. AC = hot niLc asphdi concrete. 
Resealing consisr of paîching 011 darnaged area and 12 mm hot mix n v f c e  &dreng. 

Note that STPO and STUO are set as the 'do minimum" options against which economic cornparison 

of the other alternatives is based. Net benefits computed by the mode1 are therefore savings over 

these "do-minimumw alternatives. 

The snategies summarized in Table 3.7 are not uncornmon in the literature. A recent smdy in 

Queensland determined optimum roughness intervention levels as a fiinction of tra€tïc level. The 

study found that optimum roughness intervention for paved road ranges from 5.0 IN for AADT less 

than 500 to 3 -0 IRI for AADT greater than 10,000 [Robertson 941. The most favored ueatments, 

according to [Robemon 941 were reseals at low traf'fïc and thin AC overlays for high trafic. 

Similar maintenance strategies for paved roads were also recommended in Nepai [Riley 9Sj. The 

work in Nepal emphasized the need to consider maintenance strategies as comprising of ~o 

components - a long term, regular periodic intemention policy, aad a series of different immediate 

treatments to be applied in conjunction with the long tenn policy. The resulting R&M strategies were 

very comparable to those in Table 3.7. 

In a case study to determine cost-effdve intervention policies in Mali (Bhandari 8 7  proposed 3 1 

and 10 treatment alternatives for paved and unpaved roads respectively. The unpaved road strategies 



consisted of routine off-the-ageway maintemnce and various combinations of: (a) up to 30% 

material loss regraveling, (b) blading at frequencies ranging fkom every 2000 tu 8000 vehicle passes, 

and (c) grave1 resurfaciag whenever the remaining grave1 Mis below 50 mm. 

The paved road strategies consisted of o f f - the~ageway  routine maintenance and various 

combinations of: (a) patching mually 50% or 100% of al1 potholes, @) resealing 25%. 50%, or 

75% of al1 damaged area, (c ) 40 mm or 80 mm AC overlay at roughness levels of 3.5, 4-2 or 5.0 

mlkm IRT, and (d) reconstruction whenever the roughwss level exceeds 8.5 iRI. 

It should be pointed out that the blading frequencies investigated by phandari 871 and those 

proposed in Costa Rica [Bank 881 are on the higher side compareci to typical praaice in low-income 

road authorities. [Bhandari 87 and Bank 881 found that for the Costa Rican conditions the optima1 

blading fiequencies (rnaximizing the NPV) ranged from once every 4000 to 7 0  vehicle passes. 

They further showed that this optimal grading frequencies remained fairiy stable over the range of 

traffic levels investigated (25 to 300 ADT). HDM-III analysis is norrnally applied to unpaved roads 

with uaffic Ievels ranghg from 100 to 250 vehicles per day. For such facilities, the blading 

frequencies of 2000 to 8000 vehicle passes proposed in [Bhandari 87 and Bank 881 would translate to 

benveen five and over 45 bladings per year. The present practice in most low-income road 

authorities is 1 to 3 bladings per year [Liautaud 9q.  

in another recent application in Gennany [SrSen 941 adopted R&M strategies very similar to those 

proposed by [Bhandari 87 and Bank 881 for paved roads. Despite the fact that the pavement design 

standards investigated in Germany were much higher (SN' ranging fiom 3 to 9) and the commercial 

vehicle traffic was oniy up to 700 vehicle per day, the most cost-effective strategies recommended 

were mostly 80 to 140 mm AC pavement strengthening followed by overlaying at 3.5 to 5.0 IRI. 

Once an appropriate Iist of feasible, technically viable intervention strategies have been formulated 

for the investigation at hand, the HDM-III model is run on the project data and a large series of 

output reports obtained. The question then becomes how does one make use of the model output 

reports to develop an optimal invatment program? The current HDM-III documentation does not 

provide sufficient guide on how to identify cost-efîective strategies. The literanire offers some 

contributions to this subject, the most notable sources are [Bhandari 87. Bank 88, and Riley 94 and 



95 and Liautaud 9q .  The subsequent pvagrapbs conclude the chapter by discussing the bare 

essentials of the technique of selecting cost-effetive strategies after these articles, 

Identifying the most cost-effcctive presedon program in a life-cycle anaiysis framework ù 

cntically important, particularly under the budget comtraint situations fachg almcst al1 road 

authorities today. The most commody accepted technique seems to be the use of economic efficiency 

frontier based on the tradeoff berneen the total Iife-cycle costs and the agency cost of implementing 

the given invernent suategy [Bhandari 87. Bank 88. Riky 94 and 95 and Liautaud 9q .  The 

underiying motive in this technique is to identiw the R&M strategy, among the sweral viable 

options (within the budget ceiling), that maximizes the retum on investment- The retum on 

investment can be measured in a number of slightly different ways. More often, the savings in the 

total transport life-cycle costs (the NPV), or the savings in the users' life-cycle costs, or even the 

relative reduction in the road roughness is used [Liautaud 93. 

Figure 3.3 shows an example (hypotheticai) of efficiency fmmier that can be developed fkom life- 

cycle predictions by the WDM-III model. The following discussion rders to this figure to illustrate 

the technique of selecting cost-effeçtive strategies. The acronyrns S m ,  STPl, STP2, etc  stand for 

codes for technically feasible intervention treatments or R&M strategies. 
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One efficiency frontier is mrmally plotted for each fategoy of pavements grouped by surFace type 

(andlor design standard). aaffic level and current condition. The ploaiag proceed by sonuig out 

strategies with positive net be&t (NPV) and ploaing the sorted NPV venus the per kilometer cost 



of each strategy. The efficiency frontier curve corresponds to the Iine comecthg the points of 

maximum NPV for any given levei of agency expenditure. In theory, any R&M strategy bat lies 

below the efficiency frontier (e.g., STP6. STPf, STP8. etc) can be substituted for by a more cost- 

effective strategy with the same cost implication to the road authority. 

Strategies STP3 and STP4 in Figure 3.3 represent high-cost high benefit strategies. The intemenaon 

level denoted by STP4 is thus the mostast effecàve for the road Links depicted by Figure 3.3. 

Strategies STP6, S m ,  S m ,  STP10, etc. represent inefficient allocation of intervention 

expenditure. since they c m  be replaced by other strategies at the same agency cost but with higher 

savings in total life-cycle transport costs. 

In many cases it may not be possible to implement the most-cost effective strategy (ie., STP4) over 

the total number of kilometers in the analysis category due to limitations on fuodhg. The next Iower 

cost strategies lying on the efficiency fcontier, STP3, and STP2 provide reasonable substitutes for 

STP4 that can signïficantiy reduce the agency expenditure with only marginal losses in the total Me- 

cycle cosa savings. Pa& 881 demonsfrated how to employ a combination of two strategies to 

achieve any given expenditure level while operating on the efficiency fkontier. For example, in 

Figure 3 -3 the inefficient strategy STP l 1 which carries an agency expeaditure of about $8501km 

would be replaced by using saategy STPl on about one half the total number of kilometers and 

strategy STP2 on the remahhg kilometers in the andysis category. 

Under increasing budget coastraiat the agency expenditure would be pushed fiirther and m e r  to 

the lefi of the frontier (i.e., strategies STP2, STP1, STPO). GeneraIly the dope of the efficiency 

frontier becomes steep in this zone. implyhg a massive loss of total transport lifecycle savhgs for 

even small cuts in agency expeaditure. It is desirable for road authorities to establish local policy 

critecion on the minimum intervention level that safeguards a g a h  premature pavement failure and 

undue excessive costs of reconstruction. Such a policy criterion couId be based, for example, on a 

threshold maximum slope of the efficiency fiontier. wley 951 proposed a threshold maximum slope 

of 2. However, it is obvious that thïs cutoff efficiency frontier dope is dependent on many factors, 

including the relative unit cos& of maintenaace operations and vehicle running costs, pavement 

standards, traffic levels, etc., and therefore it cannot be geaeralized. 



Chapter 4 

A FRAMEWORK M)R CEZERIS P ! B U S  INVESTIGATION AND 

OTHER IMPORTANT ASPECTS OF THE RESEARCH 

4.1 Chapter Overoiew 

The ultimate goal of the research, as defiaed in Chaptcr 1 (sectiom 1.2 and 1.4), is to develop a 

simplified model for pavement investment analysis which will provide decision making support at the 

necwork level for road ageacies with a limited level of resourees. The focus is to make the results of 

the major international research efforts iacorporated in HDMm more readily available to the poor 

institutions of SS A. Providing more regional-specific default values than are currently incorporated 

in HDM-III and are more refledve of the specific conditions in the region is considered an 

important step towards adaptation and realistic integration of the model in PMS analysis in the 

region. If this goal is achieved, then the simplified model would provide an indispensable and a 

rimely %erapy* (at least in part) to the curent road maintenance crisis in SSA. 

The hypothesis underlying the study, and the specific objectives for this thesis, were presented in 

section 1 -4. To achieve the research objective requùed innovative thinking, experimenting with new 

techniques (some of them not conceived at the time of the proposal), and continuously revising the 

approach at a number of stages during the implementation of the research. The purpose of the 

present chapter is to outline the research process with a vKw of highl igh~g some of the key 

elements learned in the evolution of the research methodology. 

A major effort of the study was expended in search for a more efficient and robust technique for 

investigating the input factor sensitivity upon key HDM-[II output criteria. The key motivation was 

to develop a method that could achieve three aspects: (1) capable of investigating effects of multi- 

factor interactions, (2) comprehensive results independent of base case input values, and (3) capable 

of exploring the hiIl range of input space for a given model application. However, prior to the 

experimental design approach used in the later stages of this research, a substantial amount of work 

was already done using the 'ceteris puribus technique. " This Chapter look into the lessons lemed 

in relation to the development of a praciical approach to the 'c&s pan'bw technique. * The 

experimental design approach is presented in chapter 5. 
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The Chapter is organned into six sections. Seaion 4.2 introduces the computational fhmework 

underlying the KDM-III economic analysis. Section 4.3 highiights the link between the maintenance 

and rehabilitation sûategies and the objective hction. The key considerations in developing the 

ceteris pm3m experirnents are discussed in 4.4. Next. the thesis' conceru of how best to presenr 

results of sensitivity analysis and how these ~ s u l t s  could be used to screen out the inactive input 

factors is addresseci. Finally, the Chapter concludes by looking at the role of data in this research 

and the lessons ftom the field work. 

4.2 The HDM-III Economic Analysis Framework 

The primary objective of the HDM-III modd is to provide a tool for making cornparisons between 

alternatives or strategies in road improvements (alignment, capacity, erc.), construction, maintenance 

or rehabilitation. Relauoaships to be borne in mind in this sort of comparison are those goveming 

construction standards and maintenance operations in determinhg the quality of a road link (over its 

Iifetirne) and the impact of this quality upon the operathg costs of vehicles using that road link. 

The basis of model comparison is the difference in costs be~veen one alternative and the other. In 

other words, the economic evaluation is normally an evaluation of one link-alternative relative to a 

base case. The 'Do minimumw (also callecl 'Do nothing") alternative (e.g., STPO in subsection 

4.2.1) is nomally used as the base case such that any extra expenditure on the road represents an 

imp rovement whic h needs to be justified economically . The subsequent paragraphs outline the model 

procedure for each cost component. 

4.2.1 Road Anniial Costs 

Physical quantities are predicted by other sub-models on per link, link-alternative and per year of 

analysis basis. The principal sub-mode1 here is the road deterioration with traffic and 

agelenvironmental fxtors. Vehicle operathg costs comprise the other key sub-mode1 (discussed 

in subsection 4.2.2). The first type of physical quantities are road construction and maintenance 

CeSOUrceS. 

The quantities are multiplieci by their unit prices ?ad the resulting cost components are classified 

as either capital or recurrent costs. This classification is only relevant in case of fûrther budget 

analysis where different constraints are applied to capital and recurrent items. 



Cost difference b e e a  aiternatives for any linlr in a given year is calçulated by: 

Road Recunent CO%: ARECfm-nl = REC, -REC, -.. (4.2) 

w here, 

A W ~ W  = road capital cost difkrence of alternative m relative to alternative n 

AREC,, = road recurrent cost difference of altemaiive m relative to alternative n 
cwE = total road capital coa for alternative m (on the gîven link, and year) 

R& = total road r amen t  cost for alternative m (on the given link, and yeac) 

4.2.2 Road Users' Benefits and Costs 

The principal road users' benefits considered by the HDM-III Mode1 are vehicle operating costs 

savings and uavel time savings resulting fiom a superior R&M alternative over a base case. Each of 

these benefits are calculated on per analysis year basis and since slightly different relationships are 

used for normal and generated t r a c  these are calculated separately for each category of traffx. The 

cornputational logic is as follows: 

VOC savings for normal M c  for dternative m relative to alternative n for a Iink and year: 

VOC savings for generated trafic for alternative m relative to alternative n for a link and year: 

Vehicle travel time savings for normal t r f i c  for alternative m relative to alternative n: 

Vehicle travel time savings due to generated trmc for alternative m relative to alternative n: 

ATCG-, = C H TrG, + TGnj J (UT, UT&) .m. (4.6) 

where, 

AVC'lV(, = VûC savings due to normal Daffic of alternative m relative to alternative n, 
AVCGf-, = VOC savings due to generated traffic of alternative m relative to alternative n, 

ATCN,, = travel time savings due to normal traffïc of alternative m relative to alternative n, 



ATCG,, = travel time savings due to generated aaffic of alternative rn relative to n. 
= normal traffîc for vehicle group j, 

Tqï = generated traffic for vehick group j due to alternative i relative to the baseline. 

UC, = average VOC per vehicle trip over the link for vehicle group i under alternative j, 

5 = average travel time cost per vehicle trip for vehicle group i d e r  alternative j. 

Throughout these equatiom the summuioa, z9 is over al1 the vehicle groups specified by the user. 

1.2.3 Exogenous Benefits and Co& 

The principal cos& and benefits associateci with road capital and recurrent cats on one hand, and 

VOC and travel time savings on the other do. in most general cases. represent the lion's share of the 

total sofietal costs and benefits of implementhg road improvements. However. it must be recognized 

that other important cosrs may corne to play in different scenarios. in particular, costs related to road 

accidents, environmentai impacts e.g., noise and emissions, and other congestion related impacts. 

In such instances the model user may want to include in the analysis the efféct of these exogenous 

cosu or benefits. The model computation logic when dealing with this option is as follows: 

w here, 

d E X B ,  = difierence in net exogenous benefits of alternative m relative to alternative n; 

EXBj = exogenous benefit for aitemative j for the given link and given year; 

EXC;. = exogenous cost for alternative j for the given link and given year. 

4.2.4 Economic Analysis and Cornparisons 

For each pair of link-alternatives to be analyzed the mmod elcalates year by year the total cost 

savings of one relative to the other, combining road capital and recumm costs, VOC and travel time 

costs, and exogenous costs differences. Thus, for any link or group-alternative k in year y, the net 

cost savings are computed as: 

where. = net economic benefits of alternative m relative to alternative n in year 
y for the link k. 

The net praent value of alternative m relative to alternative n, NP&, is computed as: 



f A N B  1 
N P  V k r ( = - m )  

k (I-I)) (1  + 0.0 l r )  Y - '  

w here, 
r = the annual discount rate 

p = the user d e W  analysis p e n d  in years. 

The intemal economic rate of cetum.  denoted by i in percent, is the discount rate at which the net 

present value as defined by equatbn (4.9) equals zero, Le.. 

Equation (4.10) is solved for f by evaluating the NPV at 5% intervals between -95 and +500 

percent, and determining the zeros of the equation by Iïnear interpolation of adjacent discount rates 

with the NPV values of opposite signs. Depending on the nature of the net benefit Stream (NB,,,,,,) 

solving equation 4.10 may give one solution, multiple solutions or none a all. So the iRR output 

strearn from a typicai HDM-II[ nin norrnally coatains some results printed 'none" and 'many." This 

is probably the main reason why the NPV output is favored in HDM applications compared to the 

IRR criterion. 

4.3 Sigxificance of the R&M Strategies in the 4nJiIysis 

In sensitivity analysis we are seeking to investigate the factor effect of an input variable upon a 

model output (the objective function). As seen in section 4.2, the HDM-Il[I outputs are inevitably 

defined in relation to two R&M strategies - a 'do minimumw and an "alternate" strategy. In other 

words, any sensitivity analysis results cannot be discussed independent of the 'recipew underlying 

the R&M strategies used in the analysis. The chosen R&M strategies are chus very central to the 

findings of the investigation. 

[Mrawira %a] describes a general approach in fonnulathg appropriate R&M alternatives for 

applying the HDM-UI economic aaalysis. Chapter 3 (Seciion 3.7) gives details on factors and 

constraints that need to be addressed in ddining the strategies to be investigated by the HDM model. 

Table 3.7 shows a sample of R&M strategies first applied in a study in TariEania wrawira 991 and 

reproduced in wrawua %a]. This set of RkM strategies, having been formulated in consultation 
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with experienced local engineers, were considerd adequate and typicai for the case study region. 

and therefore worth retaining for the sensitivity analysis. 

The paved road R&M alternatives used throughout the sensitivity analyses are as defineci earlier in 

Table 3.7 and surnmarized as follows: 

S m :  

STPI: 

S m :  

STP3: 

STP4: 

Do minimum.- Annual routine off -age way maintenance activities (drainage. vegetation. 
signs, efc.) plus patching 30% of al1 potholes a~uai ly .  

Low maintenance infervernon (1): h n u d  routine off carriage way maintenance activities 
plus patching 100% of al1 potholes annually. 

Low maintenance ikiervenîzon (2): Annual routine off carriage way maintenance activities, 
patching 100% of d l  potholes aaaually plus a 12 mm surface matment every six years. 

Mediwn maintenance intentemion: Annual routine off m a g e  way maintenance activities, 
patching LOO% of al1 potholes annually plus 50 mm AC overlay every fifteen years. 

High maimenance imervem0n: Annual routine off carriage way maintenance activities, 
patching 100% of al1 potholes annually, 12 mm surface treatment every six years and a 
condition responsive overlay (50 mm hot mu AC overlay at 5.5 m/bn IR[ roughness level). 

Note that the surface treatment, also commoniy called 'chip seal" or 'surface dressing," (in 

strategies STP2 and STP4) was estirnated, from the local practice, to achieve a structural strength, 

(AASHTO layer coefficient) of 0.25 per inch. Again, the high-level maintenance intervention also 

carries extra consuaints of minimum and maximum overlay fiequencies of not less han 8 years and 

not more than 15 years interval between overlays. It was estimated that the AASHTO structural 

number gain by a typical overlay would be 0.30 per inch. 

4.4 Framework of the Ceteris Paribus Experiments 

The primary role of sensitivity analysis in the research was to identify the inactive input factors (in 

cornparison the most sensitive or active ones) with respect to mode1 output(s) commonly used in 

priority programming for the particular region. The case study f '  on rehabilitation and 

maintenance (R&M) programming needs for the low-incorne road agencies of Sub-Saharan Afkica. 

This focus dictated four key considerations: 

(1) Defining RkM suategies or alternatives that are commoniy applied in the case study region, 



(2) Generating a set of base case inputs that is as representative of the case study region as 
possible, 

(3) Identi-g an appropriate objective hinaion (for the analysis) among the various WDM-III 
output(s) that are comrnoniy used as a tanking criterion in the region. and 

(4) Choosing an appropriate discount rate and an analysis horizon. 

The consideratioos in choosing maintenance and rehabilitation (RBM) strategies for the sensiavity 

srudy was discussed in section 4.3. The formulation of the ceteris pm'bus technique is subsequently 

discussed in relation to the last three requuements befitting this mle of sensitivity analysis. 

4.4.1 Base Case Inputs 

The caeris pan'bus method of sensitivity anaiysis relies on investigating a mode1 response by 

changing one input parameter at a time while al1 the other input factors are kept at constant Ievels. 

called the base case state. A first requirement of this approach is to decide on the base case levels (or 

state) for al1 the input factors. Typical values for the case snidy region e.g.. the mean. or median 

values are commonly used as base case state. For this thesis, the base case values were selected 

primarily as the mean values for the case study region based on field data fiom Tanzania wrawira 

95a]. However, in a few instances rhe base case values for some input f a o r s  had to be estimated 

frorn the author's personal experience since the field work was not successful with these data types. 

The HDM-III was set up to nin on batch mode for a group of su road links each of lengrh about 26 

to 27 km. The six links represented characteristics typical of the case study region flanzania) again 

based on the wrawira 95a] study. Use of the link group intended to achieve a wide range 

representation in the Iink attributes sirnulateci in the ceteris pan'bus analysis. The designlconstniction 

standards, pavement conditions, geometric attributes, environmental Factors, etc, for the s i x  links 

were chosen to provide as wide as practical coverage of the varying pavement standards in Tanzania. 

The traffic levels on these links were also sel& to represent the typicai range and composition in 

the case study region. Tables 4.1 to 4.3 show the typical range of Iink amibutes, the t r a c  levels 

applied to the road Iù*s and the typicai vehicle characteristics used in the ceteris paribus 

investigation respectively . 



TABLE 4.1 Paved Road Li Charaderization Data from Tanzania 

Card # HDM Card Nanie Variirble Description and Symbd Observed Ram& 

A202 Environment Average montlily mhfàii, MMP 5 - 300 -onth 

Attitude. A O - 3000 m 
- - 

A203 Geomeuy Rise plus f'atl, RF O - L20 mkm 

Horizontal cutvature, C O - 700 d e g r e e h  

Carriage-way widih, W 2.5 - 12 m 
Super-elevation, SP O-10% 

Shodder width, WS 0 - 3 m  
Effective Number of lanes. ELAN 1 - 4  

A205 BasefSubgrade Base type code 1, 2, 35 
Resilient Moduius of soil cernent, CMOD O - 30 GPa 
niickness of base layers (total), tLBASE 5- lûûûmm 
Relative Compaction, COMP 85- 100 % 

Subgrade CBR, SNSG 2 - 5 0 %  
A206 strength Structurai number, SN 0.5 - 6 

parameters Benkeiman beam deflection, DEF 0.1 - 5 mm 

A208 Deterioration Cracking initiation, Ki 0.2 - 4 

factors Ctackiog progression, Kcp 
Raveling initiation, Kvi 
Rougtutess-age term, Kge 
Pothole progression, Kpp 
Rut depth progression, K@ 
Roughness progression, Kgp 0.8 - 2 

Proctïcal range for input variables were detenntned mcljniy fiom îhe dm0 fiom the fseId study in To~uculia. 
but olso to a k s e r  ment, at imted basai on laial experience and engineering judgment &MrmCMiLru 951. 

Surface ope codes: I = Swface heamtau (D); 2 = osphalr concrete (AC); 4 = Rereal on surface treatmenr 
(MW; 5 = reseal on asphab concrete (RELIC); 7 = asphcrlr overhq, or sluny seal on asphalt cuncrere. 

Base type codes: I = Granuùar base (GB); 2 = Cement stabiked soi1 (CB); 3= Bitumen stobiIi& base. 



TABLE 4.1 Paved Road Link Chmcterizatbn Data fmm Tanzania (continued) 
- -  - 

Card # HDM Card Name Variable Desmiqtion and Symboi O ~ e d ~  

A209 Condition Area of ail crack, ACRA 

Area of wide cracks. ACR W 

Area raveled, AMV 0 - 6 0  % 

Area of potholes, APOT 0 - 3 0  % 

Mean rut depth. RDM O-50mm 
Standard dwiaaon of Rut depth. RDS O-40mm 

Roughness* QI 1.2 - 12dkm IRI 

A2 10 History Age of prevenave trament. AGEl O-3Oyears 
Age of sufacing, AGE2 O-30years 
Age h m  last reîonsuuctioo. AGEj O-30years 
Ctackhg retardation tirne. CRP O-3yeats 
Ravehg retardauon tàctor, RRF 1 - 4  

Area of previous al1 cracks, ACRâb 0-8096 
Area of previous wide cracks, ACR Wb 0-60 96 

TABLE 4.2 Paved Roaàs Trafnc Levels Used in the Sensitivity Study 

Link Code Car Utiiity Bus Light Truck Medium Heavy Articulated ADT 
Truck Truck Truck 

- .. - 

Source: ~ r m ' r a  95aj 

The practical variable range was determined as the 95 percent confidence intervals for the factor 

where numerical data was available. However, there were relatively few cases in which this approach 

to range determination was feasible. In m m  cases e-g., condition data, ruttïng, cracking. etc.. the 

data was categorical (not scalar), yet in other cases, the records available were indices. 

Typical typeslvalues for categorid factors. for example. surface type, gradation of gravel. base and 

sub-base materials. type of baselsubgrade material (volcanic. quartz, laterite. etc.). applicable R&M 



treatments, vehicles types in the M c  composition, etc. were selected using local experience and 

engineering judgment. Others were obtained by direct measurements duriog the field study. Once 

determined, the typical (Le., the base case) values were kept unchanged throughout the investigaûoa. 

TABLE 4.3 Charaderistics of Representative Vebide Types in T d a  

- - - - - - - 

HDM-iII Vehicle Type Number 2 4 5 7 8 9 10 

Engine power (HP) 90 120 180 140 180 200 250 

Gross vehicIe weight (ton) 1.0 2.3 17.9 14.0 21.0 35.5 46 

Average Payload (ton) 0.4 1 .O 8 5 7 12 25 

Average (class) ESAL per vehicle 0.00 0.006 2.520 1.610 3.360 6.720 11,870 

Nmber of ades (and th) 2 (4) 2 (4) 2 (6) 2 (6) 2 (6) 3 (10) 6 (22) 

Type of fuel gas gas diesel diesel diesel diesel diesel 

Annuai Utilisation: (VKmT) 18,000 39,ûûû 94,000 50,000 67,000 80,000 80,000 

Hom driven per year 1500 2200 2800 2600 2900 2900 2800 

Estimated vehicle Iife in years 10 8 6 5 5 5 5 

Current Replacement cost (Tsh* 1000) 5,000 9.654 36,406 23.000 27,500 49,000 55,000 

Current tire cost (Tsh 1000) 15.0 19.5 133-7 27.9 79.3 141.9 141.9 

Notes: Source: ~ r a w i r u  95uJ. Tsh = Tmania shiiling (qproxhatei'y US $1 = Tsh 500 in 
1994). HP = horsepawr; the imperial unit of power equNa1eni ro 745.7 a s .  Ton = 
menie ton, equivalent IîMM kg. 

4.4.2 Choice of the Objective Function 

The net present value of NPV based on totai life-cycle costs savings of the strategy in question over 

a 'the nulIW alternative was retained as the mode1 respome for the ceteris panBus investigations. As 

mentioned earlier, the strategy STPO representing al1 annual off the carriageway maintenance plus 

30% patchmg of potholes annually was defiaed as the nul1 alternative. Al1 the results from the ceteris 

paribus experiments are based on the NPV critenon as dehed above. 

As mentioned earlier, the focus of sensitivity analysû in this study was specific to the application in 

priority programming. It is therefore irnperatïve that ody those HDM outputs tbat are directiy or 

potentially used as ranking criteria in priority analyses in the case study region were investigated. 

Traditionally, the intemal rate of retum (RR) bas been used for evaluating invament alternatives in 



profit orienteci projeas as well as public sector investments, whereas net present value (NPV) is 

equally a common cnterion for public investments. Among the severai HDM-[II outpua, the NPV, 

calculated as the net worth of the total Iifk-cycle saviags of an alternative compareci to a 'do 

minimumw alternative is more often preférred because (unlike IRR) the mode1 produces an NPV 

value for each alternative. In solving equation (4.10) the model may find one. many or no solutions 

at ail in some cases, h e m  the IRR values are not consistently generated for each alternative in 

analysis, 

For the objective fimtion (in the sensitivity analysis) chosen above, the NPV criterion required 

further refining. The HDM-III model output includes an NPV value for each link-alternative and for 

each discount rate selected for the analysis. So, the dilemma was what link-alternative should be 

used, and furtber, what discount rate would be ideal? To resolve this dilemma it was necessary to 

look into the role played by these factors in priority programming. 

The link-alternative in HDM-iII represents a user-specified technically feasible investment option. 

The function of the HDM-III anaiysis is to enable the user to choose, compare or rank the 

alternatives so that an optimal strategy can be recommended for implementation. The strategy 

recommended for a given link is ùinuenced by many factors, e-g., the standard and performance of 

the existing pavement, the t r a c  intensity, the performance of the treatment (the composition of the 

proposed strategy), etc. So, for any given scenario, the best alternative cannot be chosen a priori. It 

was, therefore, recognized that using the NPV for oniy one link-alternative as the objective fbnction 

for the sensitivity study would narrow the validity of the results to oniy that particular suategy 

[M raw ira %al. 

To circumvent the above limitation it was decided to use the sum of NPV for three b a t  alternatives 

as the objective function in the ceten's pan't,t(s studies. This means that the HDM-III model was nin 

to evaluate the five link-alternatives (defiecl in 4.2.1); the NPV results obtained for the four 

strategies (STPl, STPZ, STP3 and STP4 relative to STPû as the base case) were ranked and the best 

three values were surnmed to obtain the objective function. 

The use of the sum of NPV values for the tbne best aitematives has the advantage of cushioniag or 

attenuating the dependence of the NPV criterion upon the 'recipe" of the R&M alternatives. In other 

words. if the NPV for only one link-alternative was used then the resulting seasitivities would be 

specific to the particular pair of 'do nothing" and the chosen alternative. It is argued that the sum of 



the NPV values for the three k t  link-alternatives will provide an objective fiinction more 

representative of common saategies for the region. Since the formulation of the said maintenance 

alternatives comprises a wide range, staning ftom very low level of maintenance efforts to very high 

level of standards. it is hypothesïzed that the s u m  of the NPV values will capture a more 

representative range of optimal strategies applicable in the case study region. For this ceason, the 

objective fiinction adopted for the sensitivity in this reseacch cm be argued to be more general and 

representative. 

It should be pointed out that the above objective fiinction will still be dependent upon the base values 

assumed for the r a t  of the input factors. In other words, use of a group of linlrs and sum of the best 

three NPV values rnay achieve a generai representation of the case study region, however, the 

sensitivity results cannot be discussed without ceference to the base case inputs used. It is possible 

that changing, for example, the composition of the Iink-alternative. the link characteristics. etc., 

would change the NPV predicted for a given strategy. Unfortunateiy, this weaknss anses from the 

very nature of a cerenk pm'bus experiment and represents the single most important disincentive for 

us ing this technique. 

4.4.3 Choosing the Discount Rate and Anaîysis Period 

Selection of the analysis period and the discount rate to use in the sensitivity analysis was another 

area requiring careh1 consideration. Different maintenance treatments bave different te-application 

fiequency, some ranging from as short as several tirnes a year (e-g., grading of high traffic unpaved 

road), to as long as once every ten or more years (e.g., overlay, or pavement reconstruction). A 

short analysis p e n d  may include none or only a few of the long frwluency treatments and, 

therefore, misrepresent the long term effect of such treatments upon the life-cycle agency costs. An 

R&M strategy comisting of such long cycle treatments (say an AC overlay every 12 yean) applied to 

two road links at different ages (say 5 and 15 yean old) may generate very different NPV values 

since the younger pavement will requùe two overlays befon reconstruction (at age 30 yean) while 

the older pavement will requùe only one overlay before recomtruction. 

The sensitivity studies in this thesis, both the ceteris pmVw and the experïmentai design 

investigations. used an analysis period of 30 years, the maximum allowed in HDM-III. 



The role of discount rate in a Iife cycle cost anaiysis is to introduce the t h e  value of a capital 

resource. 'A discount rate is used to reduce funue eqected costs or benefitr to present-day ternis." 

[Haas 941. in profit orieuted investments the discount rate is a reflection of the cost of borrowing 

money, and it is referred to as interest rate. Sometimes we talk of the discount rate as the 

opportunity cost of capital, where the investor is conceraed with the 'potenhi eamhg" being 

forgone if the capital was invested elsewhere. 

In public investments, the discount rate is sometimes a reflection of the differential premium attached 

to spending at present and spending in the fiiture. wwase 881 coocluded that it is generally 

acceptable to base the discount rate on a combination of the sociai time preference rate (reflecting 

society's preference at the margin for present over funire goods) and the social oppominity cost 

(reflecting the rates of return, including any capital gains, that would have been obtained if the 

relevant marginal alternative bad been invested in the private sector). Unfortunately. none of these is 

easy to estabiish. In many road agencies, the rate used is more of a policy matter than a technicai 

justification [Haas 94, Mwase 881. 

In the sensitivity analysis, our concern is how does the discount rate impact upon the response 

funcrion being anaiyzed? A direct implication (upon the NPV) is that high discount rates reduce the 

influence of treatments applied towards the end of the andysis period wley 941. If for example, we 

are evaluating two strategies, A and B, where A consisu of a cost stream concentrated towards the 

end of the analysis period, and B has cost stream loaded more at the beginnhg of the analysis 

period, using a high discount rate will tend to favor A (assuming A and B have similar and uniforni 

benefit streams). ïhe opposite ranking would arise if we were to use a low discount rate. 

Given the diverse school of thougbts on appropriate value of discount rate, the present research 

selected a value more indicative of the cment practice in pavement management. [Haas 941 reports 

values of between 4 and 10 percent as more common, while Wwase 881 supports a similar range of 

3.5 to 12 % from a review of various studies in Tanzania. The ceteris purz'azu tests in this thesis 

generated NPV values at 5, 10 and 20% for cornparison, but most of the sensitivity resub are 

reponed on the bais of the 10% discount rate. 



4.4.4 The Procedure 

The procedure for c d s  p m k  seasitivity analysis proceeded by running the HDM-III mode1 ten 

times with ail the inputs factors tued at their base values except that the -or to be investigated was 

changed for each run through predetermined increments about its base value. The increments used 

were, -80%, -50%, -20%. -1076, +IO%, +20%, +50%, +100%, and +170% subject, of course, 

to the allowed range within the model. This range covered the practicai cange (discussed in 

Subsection 4.4.1) of most of the factors investigated at this stage. The fixed increments were 

preferred (over, for example. dividing the factor range into unifom hcrements) because they 

simpliQ the computation. 

A group of six (6) links was used, represenang typical conditions from the case study region 

[Mrawira 95aI. A batch program was set up that performs multiple HDM-III mns on the same link 

group. The batch program supplied for each run, similar input data, but with one input variabIe 

changed from its base value (either upward or downwards) by the increments given above. The 

HDM-III output report type I I  was found more usefiil for ranking alternatives on the basis of the net 

present values (NPV). The output fiom each run was compileci into one file for subsequent analysis. 

The analysis was performed by extracting the NPV values fiom the HDM-III type 11 report into 

another file and computing the NPV elasticity for each Iink and discount rate separately through a 

series of spreadsheets. 

4.5 The Concept of Elasticity of Factor Seositivity 

[Mrawira %a] defines the elasticity of factor sensitivity of an input facior with respect to NPV as: 

where, 

E~ = elasticity of factor sensitivity to the NPV prediction, 
NPV = net present value of net benefits for a given s m g y  over the "do notbing" strategy, 

M V  = the change in NPV multing when the input factor is changed by AMPUT, 
NPV, = the NPV obtained with the base value of input factor. I N P ( I T ,  
INPüT = the HDM input factor being studied in the sensitivïty aaalysis. 



The equation defines the elasticity of k o r  sensitivity CO the NPY as the relative change in the NPV 

per unit change of the input factor. The mathematicai basis for this definition is given elsewhere 

[Doctor 891 and is revisited in the next chapter (section 5.7). This fiinction was recommended as a 

bener platforni for comparing the impact of different input variables than the absolute change in NPV 

[Mrawira %a]. 

The advantages of the elasticity concept approach include its potential as a common platfom for 

comparing model factors with different -or ranges. The efféct of an hput factor upon a response 

Funnion (e-g., NPV) is twofold: (a) the change produwd in the output by a unit change in the input, 

and (b) the effect of the magnitude of factor range in practice. The elasticity concept provides a 

compact form for combining both the significaace of the factor upon the variability in the response 

hnction (rg.. NPV) and the range of variability in the input factor itself. Therefore, the most 

important advantage of the elasticity approach (Equaîion 4.11) is that by definition, it nomalizes the 

scaling effect of the absolute factor change used in the study. In other words, if for example, over a 

given factor range 65. of the factor x, the fanor e f f a  upon the respoase is linear, then the elasticity 

of sensitivity of the factor 4 will be constant irrespective of the size of hg- used. 

4.6 Data Requirements and Design of the Field Study 

4.6.1 Role of Data in the Research 

In most research studies field data is required for direct use either to build an empiricai model or to 

test hypotheses in the study. In this thesis field data has neither of the above direct uses. The primary 

requirements of data in this study are twofold. First is the need to provide 'base case staîes," that is, 

the typical values for the HDM-iIi input variables. Aloogside the mean values, which were needed in 

delirniting the input space for the sensitivity analyses (and also in determinhg values for default 

inputs), a second important need was to estimate the variability (the practical lower and upper 

boundary) of al1 the input factors o b s e ~ e d  in the case study region. 

The observed (Le.. the practical) range of input faaon was important to both the ceteris paribus 

studies and the experimental design investigation (Chapter 5). In the ceteris pan'bus tests it was 

desired to simulate factor hcrements extending to the entire praçticai range. This objective was only 

panly achieved in the implementation of the cetens p d u s  tests, but fully utilized in the 

experimental design investigation. 



Rationalking the fanor sensitivities over the many different factor ranges can become a tedious 

procedure. Alfhough batch processing of the HDM-III model runs for a cnwis pm'bw investigation 

can implemented, careh1 planning and effort bas to be spent on coding a pre- and pst-processor. 

This problem (of rationaiking the scale efkcts of diftèrent nctor ranges) was the pchary motivation 

for developing the concept of elasticity of &or sensitivity (Section 4.5). By definition, the elasticity 

of factor sensitivity is the percentage change in the NPV associateci with one percent change in the 

factor. Under linear or approximately linear Fdctor assumption, the elasticity is independent of the 

factor range used in the investigation. Figure 4.1 shows the role of different factor ranges. dr on the 

elasticity of factor sensitivity, tz As the relationship approaches linear, E tends to a constant - 
independent of the magnitude of Ax. 

FIGURE 4.1 Elasrici@ of fator sensitirùy vetsus the fwtor Ulcrement uEed 

The rationalizing property of the elasticity of factor seiuitivity illustrated above justifies reporting 

the ceteris paribus factor sensitivities using any arbitrary factor ranges as long as the response is not 

highly non-linear, 

Generally speaking, the data types required for this resurch are those data items normally used to 

run HDM-III. Figure 1.1 (Chapter 1) shows the major types of data required to apply DM-I I I  to a 

network level analysis while Table 4.4 gives more descriptive details of the model inputs. 

As far as  formulating rolling annual road rehabilitation and maintenance (R&M) programs is 

concemed, the inputs of interest are those Falling under Series A, C, D, and E. The roles of the 



other data classes are: Series B defines new pavement construction; series F for definïng non- 

standard inputs - exogenous benefits and costs, whereas Secies G, H, 1, J. and K are for control 

input that define the anaiyses performed by the HDM-ïiI code. Since the thesis study focused on 

mode1 reduction fot the purposa of priorithhg R&M prognms u the network-level, the input 

variables relevant to the investigation are the four series: nework characteristics (Series A). 

maintenance strategies and cost factors (Series C) vebicle characteristics and unit costs (Series D) and 

crafftc loading data (Series E). 

TABLE 4.4 The HDM-III Input Data Structure yWattonotoa 87b] 

Construction Options 
and unit costs 

Road Maintenance 
standards and Unit costs 

VehicIe fleet 

Trafic volumes and 
prowth patterns 

Exogenous Coscs or 
benefits 

Link - alternatives 

Group - alteruarives 

Cornparison of 
alternatives 

Run control iofonnation 

Specifj. characteristics and conditions of road sections at the beginning of 
the d y s i s  period 

Specify optionai projects for improviag road sections. including quanaties 
and costs of construction inputs, and characteristics of the mad afier 
impmvement 

S p i @  alternative maintenance standiuds to be applied to different types of 
road sudixes and associateci road maintenance costs 

Describe the physical and utüization cfiaracteristics and related unit cosrs of 
diffetent vehicle cype in the fleet 

Input &c fïow volumes and time profiles for different vebicle types 

Permit tbe user to incorporate exogenously caiculated benefits and costs 
other than construction, maintenance and saviags in vehicle operating costs 

Specifjl alternative sets of coamction anâ maintenance policies for various 
links, with times or coaditions for intewention (or aigger Ievels) 

Deûne the grouping of the Link - alternatives (in series G) for economic 
anaiysis and reporting purposes 

Define the reports to be ptocessed ou financial c o s ,  maintenance 
quanttities and costs, trafic loads, vehicle opetaMg costs; coodiaons for 
selected liak and group alternatives 

Specify the link and group alternatives to be included in economic d y s i s l  
cornparison 

Specify process conüol of input, andysis period, direct Idelimit output. 
SpecifL VOC relations to be useci; anci misceiiaoeous information 



4.6.2 Design and Implementatïon of the Field R e s W  

A combination of methods was employed in a field work conducted in T-a in 1994 prïmarily to 

obtain the data used in the thesis research, Direct field observations, survey of existing records, as 

well as questionnaire s w e y  were used in the field data collection. This combination of methds was 

inevitable given the fact tbat in most SSA coutries documented systematk data are not readily 

available. Most of these low-income countries do not have formal pavement management systems and 

consequentl y ver y limited organized databases /imfonnation s ysterns do exist, if any . 

Appendix A provides a brie€ description of the case study area and o u t l k  the key aspects of the 

field research implementation. The appendix focuses on: profile of the questionaire respondents, 

data sources and summary statistics of the data relevant to this research. The purpose of the appendix 

is limited to giviag a context to the study, and therefore it does not present a complete report on the 

field research. Such context could become useful in assesshg the tramferability of the mdy tiadings 

to other geographical /socio-economic contexts. Comprehensive reports on the field work are given 

elsewhere, see wrawira 9Sa and 9SbJ upon which Appendix A is based. 

Questionnaire survey (by in person interviews) was the primary method employed to supplement 

documented data and direct measurements. The questionnaire fom used in the field work is given in 

Appendix B. The target questionnaire respondents were the regional engineers6 and senior personnel 

under REOS. InteMews were directeci to senior engineen, in particular those directly in charge of 

regional and tmnk road networks- A total of 11 regionai engineer offices and two independently 

administered highway uni& were surveyd. The motivation was to capture the experience of the 

senior engineers in the road authority in estimating the relevant Mors  that reflect past and current 

practices in the case study region. 

The questionnaire approacb proved to be an important methad in this case, particularly since 

documented data was mostly unavailable, and since some data items could not be measureà directly 

within the scope of this study. Such data items were for example: pavement layer thickness, past 

"e Ministry of Works, Communicatioru and Trmpon is the ogency responsible fur the llc~tional rOOd 
network in the Timzania. Urtder the mtioml aurhotity ench of the 25 admrmrni3~attattve regions hm a regional 
engineer 's oDce which is in charge of the plonning and implementarion for the road n m r k  in the regiun. 



maintenance policies, design and rehabilitaîion practices, as built material records, M M  operatioas' 

unit costs. past pavement performance, etc, 

4.6.3 Collection ProtocoIs Spceinc to Data Types 

Extensive effort was expended on direct measurement of road roughness for two reasons. Initial 

sensitivity tests indicated that roughness was the most signiflcant -or Uifluencing HDM-III life- 

cycle costs predictions. Since very Little local experience existed (in Tauzania) on roughness 

measurements, the most plausible option for the study was to conduct d k c t  measurements. The 

TRRL's in-vehicle mounted Bump lntegrator was used measwe roughness on a total of 2425 km of 

roads, of which 1345 km are paved. Details of equipment cllibration, precision conaol factors and 

general lessons learaed on low cost roughness measwements are given elsewhere wrawira %b]. 

Appendu A provides a summary of the road roughness measurements from the field snidy (see 

Section A.4.3.2). It is aoted from Tables A3 and A4 that the weighted average link roughness was 

about 4480 mmlIan BI (5.7 mikm IRI). The average link roughness varied fkom 1340 to 4740 

mmkm BI (1.9 - 6-0 mlkm IRI). However, the 95% confidence range of the individual roughness 

observations were much wider (780 to over 7216 cndkm BI (1.2 - 8.7 m/km iRI)). 

Link characterization data was collected mainly fiom inventory records available at regional 

engineen' offices and two independently administered highway units. As show in Appendix A, link 

characterization data for paved roads were collected for a total of 66 links constituting a total of 2750 

km. Examples of the data items under this category are: Iink length, geometric attributes (e.g., 

width, shoulder width, cuwature, gradient, nimber of luus, etc.), structural attributes (e.g., layer 

thickness, material types, gradation, compaction, base layer characteristics, etc.), ezc. However, a 

few data items were estimated by interviewing the local engineers. Examples are condition data, 

horizontal curvanire, rise plus fall, past performance, consmiction and R&M treatment history, etc. 

Environmental attributes for the links were obtained frnn two separate sources. Ten to 50 years 

return pend raina1 data for several meteorological stations was obtained from Directorate of 

Meteorology at the Ministry of Transportation. The latest 20 year monthly meaa rainfall data were 

used for the study. Altitude data was esthated from the Tarizania Nationaf Atlas [GoT 761. A better 

alternate source would be the 1:50,ûûû local maps, but the effort was beyond the scope of this study. 



Chapter 5 

LATIN HYPERCUBE EXPERIMENTAL DESIGN IN SENSLTIVI'TY 

ANALYSIS OF HDM-III INPUT FACTORS 

5.1 Intfoduction to the Chapter 

The traditional approach to sensitivity anaiysis was reviwd in Chapter 2 (Subsection 2.5.2); 

situations in which it is favored over auaiytical approaches, limitations of the c d s  panbus 

technique. and hence the motivation for façtoriai designs. This cbapter first reviews a wmber of 

relatively new methodologies fiom the field of Statistics that are more efficient in the investigation of 

cornputer models, and tben it presents the application of these techniques in the study to investigate 

the link characterization variables in the HDM-RI model. The motivation is to highlight the 

advantages of the thesis approach to the investigation of -or interaction effsts upon the WDM-ïIï 

output variables of interest to rehabilitaîion and maintenance programming. 

Section 5.2 revisits the formulation and anaiysis framework for traditional factorial designs that have 

been extensively applied in investigations of physical experiments. The spatial nahue of computer 

experiments that negates the use of traditional factorial designs is highlighted in Section 5.3. Next, in 

Section 5.4, the ptinciples of Lutin squares and hyper - Greco7 - Lmin square designs are inaoduced 

as a background to the development of Latin hypercube designs, which are better suited to analysis 

of computer codes. In Section 5.5 the properties of the designed data used in the investigation of the 

link characterization variables in HDM-III are outiined. The post-experimental output data generation 

procedure is bnefly introduced (in Section 5.6) by outlining the butions, and the development of a 

'preprocessor" code. Fily, in Section 5.7 the chapter concludes with an outline of the methods 

employed in the analysis of the post-experimentai output data. A concept of interpretation of a 

special regrasion model fonn is htroduced which lends well to compuiag two approaches of 

estimaîing the Edctor effécts - the stochastic modeling after [Sacla 89a and 89bI and the cegression 

app roac h. 

' Gremo and Greco are fd in the literwe as mànt spelüngs for the snne concept. 

81 



5.2 General Design and Analysis of FactoriPl Experiments 

The statistical science of experimental design. where the aim is to investigate the influence of more 

than one factor was formally introduced as early as the W o d  W u  1 [John 71 1. Much of the stimulus 

to the development of modem statistical theory of experhentai design came originally fiom 

agricultural research, where for example, the objective of an experiment could be to make 

cornparisons be-n the effcds of diftetent treonnerus (fertilizer, pesticide. etc.). one of which is 

applied to one or more plots, upon crop yield. or any other response factor. Serious interest to apply 

rxperimental design to engineering research starteâ in the lare 1950s with various works, for 

example, Box and Hunter inaoduced response surface design to chernical engineers [John 71 1. 

The design of an experhent coosists of the following steps [Ogawa 741: 

Selecting the input variables (tmhmnts) to investigate, 
SpeciQing the facmr levek to include in each experimental m. 

Deciding on rules by which the Fdctor lwels of one variable are combined with fador levels of 
other variables (to define the 'conditionsw for eâch experimentai M), anci 

Specifying the measurements to be d e  on each response variable. 

nie mathematical experimental design is mauily concerned with step i through step 3. 

Factorial designs constitute a special class of experimental designs where multi-factor effects are 

investigated. While factorial designs bave evolved to different forms, the basic approach to the 

analysis of results fiom experimental desigus have remained much the same. In general, analysis of 

variance (ANOVA) is the common tod used to analyze the results of factorial experiments. The F- 

test provides a mechanisrn for ascertaïning whether or not the factor effects (and interactions) are 

significant. 

The F - statistic provides a measure of fa*ot effect by a semblance of the ratio of within treatment 

(or within block) variability to the variability vishg fiom the natural noise (residuals) in the yield. 

One interesting approach to the representation of the factor effects. particularly. where it is desirable 

ro rank/compare the sigaificance of the different b o n  is the ANOVA percentage contribution. This 

approach is very useful, especially in cornputer experiwnts (liice here) where the error tenn is zero. 

The ANOVA percentage contribution is defined as the relative amount of variability ascribable to the 

factor in relation to the total variability in the response variable: 



where, AFL' = ANOVA relative conm'bution of €&toc k, 
S k  = Sum of squares miu tab le  to the -or k, 
SSTot = Total sum of squares in the response variable. 

Conventional factoriai designs are mainly usefiil in exploration of input variables measured with 

random errors. As discwsed subsequently, in computer experiments where the input spâce (for the 

predictor variables) is planned a p r b ï ,  the random error tenn is zero because computer outputs are 

deterministic. Further, higher Ievels (beyond 29 f-al designs are not computationally efficient 

particularly where a large number of predictor variables have to be imrestigated (Iike in the case a t  

hand) . While, the famous two-level Factorial (29 designs offer the advantage of standard analysis 

algorithms, they suffer the inability to capture any non-liaearity of factor effat between the Iow and 

high Ievels of the input variable- Therefore, a different approach to the investigation of computer 

models is desirable- 

5.3 Computer vs. Physical Experiments 

In many engineering and technological applications today, complex mathematicai d e l s  are been 

implemented into computer codes. The codes take in a set of input values and produce the output 

value(s). These output values in mm are used in decision-making or as input to other processes. 

Computer models are popular in applications where large repetitive ulculations are necessary. In 

some scenarios the mode1 cannot be written in closed fom andfor it requires an iterative solution. In 

ot her instances, the model fom involves several complex algebraic equations with complex nesting 

that are near, if not irnposdble, to solve analytically. Yet in other instances, the d e l  forrns are 

recursive, in that outputs of one stage are fèd to the next stage, and so forth in a serial Kashion, so 

that the output(s) at any stage, n is also a function of the stage, n. The HDM-III model (the source 

code is over 22,000 F O R ~ N - ~ ~  fines) has a IittIe bit of each of the above three scenarios, and 

qualifies as a good example of a fairly complex computer model. 

Given the input values, the computer code produces the outputs via comptex mathematical 

manipulation. investigation of such computer codes arise in many iostances, for example, sensitivity 

analyses, in the optimization of the measurements of inputs, or when the computer rnodel is 

expensive to run (time or othenuise) it would be desirable to build a predictor (i. e.. a reduced model) 

to act as a computationally less expensive surrogate for the fiil1 d e l ,  etc. In some cases, as it was 



hypothesized in this thesis, if only a few factors are important, it would be desicable to identim those 

active factors (screening) and. if possible. to daennine the way in whicb they jointly affect the 

response of intetest, 

Cornputer models are dis- fkom physicai experiments fkom the standpoint of statjstical analysis in 

that they do not involve random error. A computer mode1 féd with the same input values will always 

produce the same output. Due to lack of random error. traditional fktorial desigm are not very 

useful. For example, replication, a key technique used in conventional fmorial experimental design 

to estimate experimental variance, leads to redundant information in cornputer experiments, 

The question now arises of how such computer experiments can be carried out eficientiy. Latin 

hypercube designs, a special class of randomized experimental designs, were introduced by [McKay 

791 specificaIly to address this question, 

5.4 The Latin Hypercube Design 

Advances in computational power of the 1st three decades have motivated and made possible 

investigation of complex computer modeis used in many areas of science and technology. With the 

work of WcKay 791 the study of statistics bas been pre-occupied with developing methodologies to 

eficiently analyze computer models. With moderate to large moâels (large number of input variables 

or excessive CPU the),  a wed to idena@ the most active factors (screening) becomes highly 

desirable. [Welch 921 reports previous approaches to screenhg that were mainly airneci at physical 

experiments with random error. WeIch 9î] cites other works [Box 86, Morris 87, Srivastava 75 and 

Watson 6 11 which dealt with analyses to identiv active factors on assurnptions of factor sparsity (few 

active factors) and linearity and additivity of factor effects as well as presence of a random error. 

An introduction to the theoretical construct of Latin hypercube experimental design is subsequently 

given. First, the Lan'n square designs, the Greco-Mn squares and the ber-Greco-LPtin squares 

are outlined- Then the generalized case of Lufin squares - the M n  @ p e r d e  design is discussed. 

5.4.1 The Latin Square Designs 

The M n  square is an arrangement pe-g two sets of block comÛaùits, conveniently termed 

rows and columns, to be used simultaneously. By detinition. a Latin square is a square of side p in 

which p fetrers are written p t h  in such a way that each letter appears exactly once in each row 



and each colwnn [John 711. Latin square desigus are prominent in two contexts. They are ofien 

useful in studies where it is desüed to ensure two-way blocking (two-way eiimination of 

heterogeneity), with rows and columns representing the bloclring and letiers standing for the 

treatrnents . 

The other context of Latin squares is to use them as fractional factoriai desigm. Supposing we have 

three factors each at p levels. To carry out a complete ktorial would require d r u s .  If we use a 

Latin square we can let the rows represent the levels of W o r  A, the columas the levels of factor B. 

and the letters the levels of factor C. Then we obtain a design in which each level of each factor 

occurs exactly once at each level of every other factor. From such a design it is possible to estimate 

the effects of al1 the three factors (assuming no interaction) with only p' runs, which represent a 

considerable saving- For p = 5 for example, the number of e x m e n t a l  nins required drop from 

125 to only 25. 

5.4.2 Greco - Latin and H p e r  - Greco - M n  Squares 

The Latin squares allow designs for three factors (by use of rows, columns and Latin letters). The 

Greco - Lain square designs evolved from the Latin squares to enable designs for four or more 

sources of variation. Given two Latin squares of the same degree, if one is superimposed on the 

other such that ail combinations of letters - taking the order in account - occurs exactly once, then 

the two squares are said to be orthogonal to each other. A Greco - Lutin square is obtained by 

superimposing such pairs of mutually orthogonal Latin squares. A Greco -Latin c m  be used to 

provide desigm for four faaors (rows, columns. Latin letten, Greek letten), each at p levels in d 
nim. Similarly, adding a third munially orthogonal square to a Greco -Lutin square gives a hyper - 
Greco -Lain square. 

In a Greco - Luiin square the experimental uni& are grouped in fout different ways - by rows, by 

colurnns, by Latin letters and by an additional classification usually designated by Greek lems. The 

onhogonal constraint ensures that the assigrnent of Greek l e m  is restricted such that each Greek 

letter occurs exactly once in each row and colwnn. Treatments (designated by Latin ietters) are now 

assigned to the experimental unit such tbat each m e n t  occurs once, and only once. in each row 

and column and with each Greek letter. Table 5.1 shows an example of Greco - W n  design for 

studying gasoline consumption for different types of gasoliw. car makes, traffic patterns (day of 

week) and driver behavior. 



The five factor hyper - Greco -&fin square designs could be extendeci to any higher dimension in 

the same aoalogy as we did the Greco -&th square. For example. a sixth factor could be added by 

superimposing a fourth orthogonal square and designating the &or levels by lower case Latin 

leners. Similady, a seventh factor can be added by superimposing another square and using Arabic 

numerals to denote the fevels. 

TABLE 5.1 An Ewmple of Greco - Latin Square Design [John 711 
- - .  . - .  

Car Number Day of week 

Key: Latin mers = type of gasoline; Greek letters = driwr 

Analysis of Greco - Larin square (and hyper-Lon'n-Greco) desigm is again an ANOVA problem 

with added terms of source of variations (Latin letters, Greek letters, etc.). 

5.4.3 The General Latm Hypercube Experimental Design 

Latin hypercube sampling was tirst proposed by wckay 791 as a method to select values of input 

variabIes for performing sensitivity analyses on complex computer codes moctor 89, Welch 92, 

Gough 941. The Latin hypercube design is a geaeralization of the hyper - Greco - Lorin square 

design to k dimensions, where k is the number of variables in the model. The method is named after 

the h i n  square Ii<empthome 521, inaoduced earlier. since it is the staaùig bais for the hyper - 

Greco - L&n square designs. Pnor to McKay 791% work the concept of Lutin squares had been 

used as an efficient method of assigning treatments to experimental units that a n  be categorized by 

two independent schemes (e.g.. columns and rows). and aiso as a means of stratifying populations to 

increase the precision of factor effect estimates of interest [Doctor 89). 

Each input variable is assurned to be a random variable with given probability density fiinction, pdf. 

The simplest notion of Latin hypercube sampting is that of stratified samphg. The stratification is 



accomplished by dividing the range of the input variable into N intervals of equal probability as 

determined by the variable's m. For each input variable, one sample is drawn fiom each of the N 

intervals. The output of the sampling can be considered an N x k mat&, D, where the columns 

represent variables and the rows contain the sample values for tk appropriate iamval. The values 

within each column are then randomly permuteci, so that a mw represents a random realization of the 

vector, xj of the input variables. 

For the sake of mathematical representation let the computer code been investigated have k input 

variables, then one set of input data (thejth setset. for example) to the model can be represented by the 

row vector, 

As a notational convention vectors are Wtitten in bold b, lower case letters and matrices in bold 

face capital case letters. The model factors, x ,  x,...,xk, an be assigneci different values, the range of 

which is determined only by the constraints imposed by the cornputer model. In general, the input 

components are assumed continuous variables and independent of each other with only upper and 

Iower limits Mposed by the model. The computer mudel is then evaluated (an) at each of the N 

input sites with the valws (or levels) of the input variables equal to the components of the N row 

vectors, xi, (j = 1. 2, ..., N). 

The correspondhg model respome (output) value for* set of input variables is given by, 

yj = f (q = f x~y, - xg) ---  (5.3) 

The model outputs afkr the N nuis consist of column vector(s), that can be conveuientiy desipated 

by an R x N ma&, Y, where, R is the number of output variables. 

The number of possible combinations of f w o r  levels, even for a model with few variables, is often 

infinitely large. The purpose of the experimentd design is therefore to spread the input sites over the 

input space as efficiently as possible; the so called 'space fiIlingw requimnent. 

The primary use of the Latin hyperaibe design in our case is to select the N input sites (levels of the 

input vector g, ÿ = I ,  .... N)  such that: 

Each input variable fills the entire ptactical range (iaput space) of as uniformiy as possible. 



The order of tbe individual stcps of an input MOable x, ÿ = 1. 2, ..-. N) is completely 
randomjzed so that for any pair of input vanables 5, and x, are na correlateci. 

The generated experimmal daîa (çalled tbe design rnatrk D (of order N x k)) and the 
comspomdmg raponse maaù Y, sbouîd enable efficient M o n  of the main and inmrtions 
effécts* 

The advantages of Latin hypenube sampüng are tint it generates random variables more efficiently 

than unconstrained random sampling methods and requhes fewer model nms for a given accuracy in 

the estimate of the pdf of the model response variables by efficïendy sampling the entire range of 

each variable. W c K a y  791 compared three candidate me&& of selecting values of input to 

compu ter experiments : randorn sampling, stratified sampling and the Lorul hypercube sampling . 
They showed that the M n  hypercube samplimg has the advantage of a smaller variance estimate thm 

the stratified sampling (this in always the case but holds under some conditions). More importantly, 

when the output matrix Y is dominateci oniy by a few of the components xi. (i = 1. 2. ..., k) of x the 

Larin hypercube sampling ensures that each of those components is represented in a fully stratified 

manner, no matter which components turn out to be important- Geometrically, a Lutin hypercube of 

dimension k, can be collapsed into one of dimension p, @ < k). and still retain perfeçt fill over the 

p- dimensions. 

Following the work of W c K a y  791, Iman and Conover developed a cornputer code for generating 

Latin hypercube samples from a given variable pdf Fman 821. [Gough 941 and [Schonlau %] also 

demonstrated the application of Latin hypercube desip. In particular these later works dealt with 

efficient computational techniques of analyzing the response matrix, Y, once the design matrüc. D 

has been fed through the mode1 to generate the output. [Gough 941 perfated an approach by F a n  

821 of transforming a completely random Latin hypercube into one with beaer correlation properties 

and further applied a maximum likelihood estimation (ME) technique afier [Sacks 89a, Sacks 89b 

and Welch 921 to derive a simpler stochastic predictor which "explains" the effects of the multi- 

dimensional inputs x, x, .. .. x, On the other band [Schodau %J shows how to select a simpler 

predictor (non-linear parametric) from a prior non-patameaic Lan'n hypercube design. 

5.4.4 Modifgiag the Latin Hypeccube for Factor Dependencies 

The key assumptions for the Latin hypercube design is that the input variables are continuous over 

the input space and capable of varying independent of each other WcKay 79, h a n  82, Doaor 891. 

However. situations may arise where the input variables do not meet these assumptions, (e.g., in 



HDM-III where some input factors are coosnaiaed upon the vaiues of other fanors). b a n  821 

developed a method for iaducing pairwise dependencies among variables ushg canlr correlation. 

Dependencies among random variables are usually descnoed by a bivari*ate. or painuise correlation 

coefficient, namely the Pearson product moment correlation coefficient defined by: 

- - ' J 

Var (Y ) Var (Y ) "' r I 

which is used a measure of the degree of dependence between the random variables Y, and 5. 
However. it is appropriate only if the dependence is linear and the variates are Gaussian. [Iman 821 

observed that most dependencies, even those that are highly nonlinear, are monotone over some 

range of values. The Spearman rank correlation coefficient: 

which is the Pearson product moment correlation coefficient computed on the ranks R(23 of the data, 

rneasures the degree of monotonicity between random variables. m a n  821 devised a method of using 

the S pearman bivariate rank correlations to induce the desired marginal distributions obtained from 

the original Laîin hypercube design. 

[Iman 821's method for inducing the dependencies among the variables is based on the decomposition 

of the desired rank correlation mat& to generate restricted pairings of the elements of the Latin 

hypercube design mauix, D. The values of the variables Ïn D are not changed, but the values are 

paired in such a way to induce the desired dependencies beoueen the variables. 

The process of rnodifyiag the design maaix, D in order to induce the desired variable dependencies 

is as follows. Referring to the N x k design ma&, D, where k is number of input variables and N is 

the number of intervals per variable, the original Latin hypercube design D, theoreticaily has rank 

correlation matrix 1 (the identity matrix), that is. the k variables are independent. Let, C be the 

desired rank correlation matrix of a linear transformation of D. The correlation matrix, C is a 

necessarily positive and symmetric maaU; it can therefore be decomposeci into the product of a 

lower triangular matrix with its transpose, 



where, stands for 'V trampose." It foliows that the vector, D\r should have the correlation 

matru C. The equation (5.6) above is derived after Cholesky decomposition that was developed to 

provide an easy way of consmicting Gwsian multivan*ate distti'bution from the vecfors of 

independent unit Gaussian random variables, U Np, I ) .  Suppose that it is desired to gewrate 

sainples for a multivariate normal distriiution, 2 with mean p and covariance V. Then the samples 

are generated from vectors p of independent unit Gaussian by, 

Z = p + U Q  ... (5.7) 

where. Q is the lower triangular Cholesky decomposition of V. i.e., V = QQ'. 

From equation (5.6) the 'ideal" transformeci Latin hypercube design matrix having the desired 

variable dependencies is DP. Let R be the matrix of scores, (G}, resulting fiom the ranLiags of the 

columns of D. [Iman 821 used van der Waarden scores for the r n h  R defined by [Conover 801 as: 

where, g>" is the inverse of the standard Gaussian pdf; and i is the r a d  of the element in the column. 

Let R' be the maabc of scores after seleaive pairings of elements of the columns of R. The objective 

is to have the Spearman rank correlation m a r k ,  R' close to the desued rank correlation maaix C. If 

the rank correlation matrix U of every realization of R were exactly the identity 1. then there would 

be no problem in using the Cholesky decomposition directly. However, since R is a random matrk, 

U will be approximate, but not equal to 1 for any realization D. Thecefore, U must be pre and post 

multiplied by a matrix S so that: 

SUS' = C m.. (5.9) 

In order to find S the Cholesky decomposition, U = QQr is performed. U must be positive and 

definitive. so R must not contain identical columns. Substituthg U = QQ' and equation (5.6) in 

equation (5.9) the result is: 

SQQtSt = w ... (5.10) 

fiom which it follows that, 



and therefore, 

The columns of the 'originalw Latin hypercube design rnaaix. D are then rearranged accordbg to 

the ranking rnatrix RD to produce a 'modifiedw Latin hypercube design maœk. De which has a rank 

correlation matrix close to the desired C, 

5.5 Designing the Experiment for Liak Cbcterization in HDM-III Mode1 

So far this chapter has dealt with the theoreticai consmicts of experimental design, in particular, the 

theory of Latin hypercube designs. This section presents the characteristics of the experimental 

design manix obtained (by applying the principal thus far introduced) for a group of forty link 

characterization variables in the HDM-IiI model- The motivation is to discuss the statistical 

properties of the design mamx used in subsequent analyses in relation to attributes likely to impact 

upon the vaiidity of the analysis of the model output(s) based on this design. in other words, the 

interest is in the sufficiency of the experimental design data before they are fed hto the model being 

investigated. The Iast section of this chapter outlines the theoretical basis of the analysis technique 

applied to the post-processed results. 

A cornplete model investigation process consists of three major stages: 

mut data geaeration (the exprimerital design procas per se), 

Output generation (i-e.. prepcocessiog or ninaiBg the design data through the model), and 
Analysis of the @ost-processed) response vuïable(s). 

A greater part of this Chapter deals with the fint step, Le., the experimentai design, oaturally 

because of its central role in relation to justi-g the validity of the results of the overall 

investigation. It is argueci that if the experimentai data can be show to fblly explore the input space 

@oth in factor range and combioatioa of scenarios) for the study region, then it cm be inferreci with 

a high degree of confidence that the results (of stage 3) are valid and justjfied. Subsection 5.5.1 

details the c haracteris tics of the 'originalw Latin hypercube design, emphasizing the statistical quality 

of a balanced sampling at any sample size. 



The statistics of the original design maaix for the ünk characterizaîion variables can better be 

understood by looiüng at the Latin hypercube design process for this graip of variables. The range 

of values for the 4 1 linL characterization input variables was shom in Table 4.1. As pointeci out in 

Chapter 4 these factor ranges were determined mainly based on field daîa fiom T n o a .  the case 

snidy country. These ranges should be kept in mind when hterprethg the results since sensitivity 

with respect to an input factor would tend to increase if a wider range is chosen. For the same 

reason, extensive care was taken in judging the practical range where direct field data was missing. 

The study set out to conduct a total of 1000 experiments for this group of variables. The number of 

experiments was decideci, as discussed later (Section 5.6). on the basis of several considerations 

including the CPU time requirements. high dimensionality of the problem (large number of 

variables) and sizes of factor ranges to be explored. 

Out of the 41 total paved road Iink characterization variables, surface- and base-type are categoficd 

variables with about 12 common pairings for the case study country. Unfomnately, not al1 of the 

surface-types can be paired independently to the base-types. To simplify the design process. the two 

categorical variables were removed from the design; allowhg the use of the resulting design matcix 

with any chosen base-surface pair. The Latin hypercube experimental design was therefore 

implernented for the remaining 39 parameters. 

In a straight Latin hypercube for N mode1 nuis, each factor's range is represented by an equally- 

spaced grid of N values. thus ensuring that the range is fully explored. in theory. for the 1000 model 

mns proposed above. the spacing in each variable would lkd by taking 11999 of each parameter 

range. However. such fine subdivision of the factor range has not k e n  found to be advantageous, 

and would only be desirable if ail parameters had large hctor ranges and it was suspecteci that the 

model output was highly nodiiear. The factor ranges in Our case varied fiom as low as 0.8 - 2 .O to 

as large as O - 3000. A grid spr ing of 1/25 of each parameter range was used. a value also used by 

[Gough 941 for parameter ranges fiom O - 1.8 to 0.5 - 20 units. For the rainfall (MICIP) factor. for 

example, (range of 5 - 300 mmlmonth) the design will contain values of 5.0. 16.8. 28.6. ..., 300.0 

mmlmonth but not in that order. Altitude (A) bas a range of O - 3000 m. and it will take values 

0. 120, 240, . . . , 3000 m. and similarly for the other variables in the design. In a 1OOO data points, 



each of the factor levels, (e.g., 0, 120, 240, ..., 3000 fot the factor A) will occur approximately 39 

tirnes ( = 1000126). 

For the completely random Latin hypercube, the haor  Ievels would be in a random ocder, this 

ordering being statistically independent of the ordering for the other Fwors. The motivation is. 

combining, for example, the 1000 rainfall (IldMP) values w i i  the conesponding 1000 values for 

altitude (A) hopehlly fills out the twoaimeasional MUP -A space, representhg al1 combinations of 

these two input variables. [Gough 941 observes that, there is no guaraotee that such nadom ordenng 

will give good two- and higher dimensions properties. In particular, two input factors might be 

highly correlated with eacb other by chance, making it difficult to distinguish their effects. b a n  821 

describes an aigorithm of improving the completely random Latin hypercube into one with bener 

correlation propenies, a method that was later enhanced by [Gough 941. 

Table 5.2 shows a srnall part of the modified design matrix for link characterization variables. The 

spatial dismbution of the Latin hypercube design is illustrateci by Figures 5.1 and 5.2. Figure 5. 1 

shows a good ''spread-out" of the design sites on nvo dimensional projection for the uncoostrained 

factors. The probability density functions @dB for the variables in the modified design manix are 

sumrnarized by Table 5.3. 

5.5.2 Constrahts in the Model Factors and the UModified'' Design 

HDM-III code imposes several constraints on some of the paved link characterization input 

parameters in such a way that the factors in these pairs (or groups) of variables cannot be varied 

completely independent of each other. As mentioned earlier, the original completely random Latin 

hypercube design matrix required special adjustment for these factor dependencies. The following 

paragraphs introduce the factor dependencies considered in the design. 

There are five gcoups of Fdctors tbat are dependent in one way or another under the paved link 

characterization input variables in HDM-III: 

I .  Strength Parameters: the specification of pavement strength in HDM-III can be done in three 

ways - Stnicturai aumber (SN), Benkelman deflection (DEF) or both inputs togetber. The effmt 

of using any of those options upon the output is not known; and therefore the SN and DEF values 

had to be designed as dependent on the option code. 



TABLE 5.2 Part of the Modified Design Matrix 
-- - -- 

Case MMP A RF c W SP WS ELAN HSNEW HSOLD CMOD HBASE COMP SNSG SN DEF Kci Kcp 

mrnlmo m r n l h  deglkni nr % ni mm mm GPa nuil % % mm 

Symbols according to the Glossary (sec aho Tables 4.1 and 5.3) 



TABLE 5.2 Part of the Modified Design Matrix (continued) 

Case Kvi Kge Kpp K r  Kgp ACR4 ACRW ARA V APOT RDM RDS QI AGEl AGE2 AGE3 CRP MF ACMb ACRWb 

% % % % nini mm m/hi  lRI years years years years years % % 

Symbois according to he Glossary (ufm see T&ks 4.1 and 5.3) 
c 
'J\ 



Surface Distress Parameters: the areas of al1 crack. wide cracks, raveled and potholes are 

constrained at two levels, F i  total surface damage is assumed to consist of ody cracks, 

raveling and potholes, and unnot exceed 100%. therefore the inequality, 

ACRA + ARAV + APOT SIW. Second, the a m  of wide cracks is only a portion of area of al1 

cracks, thus: ACRW SACRA. 

Deformation Dismss: the variability in rutting in HDM-III is presently wumed not to exceed 

the mean value, thus the inequality: RDS S m ,  where RDM and RDS are the mean and 

standard deviation values of nit depth respectively. 

History of Pavement Treatments: in HDM-III the age of the latest surface treamient cannot 

exceed the age of the last resurfacing. which in turn cannot exceed the age of the 1st re- 

consuuction, hence the relation: AGEl SAGE2 SAGE3, where subscripts 1. 2 and 3 refers to 

preventive treamieat, re-surfacing and reconstruction respectively. 

Surface Distress History: again the before (last treatment) areas of wide cracks and al1 cracks 

are related such that, wide cracks cannot exceed al1 cracks: ACRAb (ACR Wb. 

The design maoix was modified for the above dependencies first, by classi€jhg the design variables 

into six groups, group zero includes al1 the input variables that can vary completely independently 

and groups one to five representing one of each of the above groups of dependent variables. The 

second stage of modification was to adjust the 'design sites" such that the factor values for the 

variables in groups 1 to 5 meet the coasaaints given above. The details of the procedure was given 

earlier (Subsection 5.4.4). 

A major demerit of this adjusanent is twofold. Fust, it results in a 'distorted" exploration of the 

input space. That is, part of the effdveness with which the original Latin hypercube design was 

filling (or distributing) the design sites over the input space is lm. Figure 5.2 shows the resulting 

coverage of design sites over the 2dimeosional space for the constrained variables. Looking at 

Figure 5.2 (a), the ARAV - QI sub-space for example, bas points mostly concentrated in the Iower 

one-third of the ARAV range. SUniIariy, the design sites for ARRV - RDM, ARAV - RDS or APOT 

- RDM, APOT - RDS. APOT - QI. efc., effdvely explore one-half or less of the ideal sub-space. 
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(a) Rise &fa& curvlrture, w-dkh, supereIeva!ton, shouidet w*&h and t$keaive num&er of lunes 

FIGURE 5.1 Iko dimensional projection of îhe .&sign SirCs* for the idkpenàènt fm&rs 

(Symbols according to the Glossury, see ako Tubles 4.1 and 5.3) 



Peglormunce Calibration Factors 



CMOD 

HBASE 

COMP 

SNSG ' 

Suif Cernent Res. Modulus, Base layer rhickness, Compaeîion. and Subgrade CBR. 



(a) The Pavement Çondition Parameîers: oll cracks, wîàe cracks, ruveiing, potholes, etc. 

FIGURE 5.2 ~OldinlQnsionnalpmjecrion of liir &sip d e s  for the dependent factors 

(Symbok accotding to the Gfossary. see ais0 Tobles 4.1 and 5.3) 



Treanient history, distress retw&on factors. and prdp0ti.s al1 - and widc cracks 



TABLE 5.3 Modifieci Loth Hypetcube Design Data Statistics 
- - - - - - - - - . - - - - - - - - 

Variable Syinbol Minimum hhxirom Méan STDEV Skmmss Median 

Average monthly rainfau (mm> M"P 
Altitude [above mean sea level] (m) A 
Rise plus fdl (mikm) RF 
Horizontal ctuvatutp (degJkm) C 
Carriage-way width (m) W 
Super-devation (%) SP 
Shodder nidtb (m) WS 
Effective Number of lanes ELAN 
Thickness of new Wace iayers (mm) HSNEW 
Thickness of old surface layen (mm) HSOLLI 
Resilient Modulus of soi1 cernent (GPa) cn/IOD 
Relative Compaction (%) COMP 
Subgrade CBR (%) SMSG 
Structurai number SN 
Benkelrnan beam deflection (mm) DEF 
Cracking initiation cali'bration factor Kci 
Cracking progression calibration factor Kcp 
Raveling initiation diration factor Kvi 
Roughness-age term calibration factor Kge 
Pothole progression caiïïration factor Kpp 
Rut depth progression caü'btation hctor Kip 
Roughness progression calibration factor Kap 
Area of a l l  cracks (%) ACM 
Area of wide cracks (%) ACRW 
Area raveled (%) ARAV 
Area of potholes (%) APOT 
Mean nit depth (mm) RDM 
Standard deviation of rut depth (mm) RDS 
Roughness (IRI mlkm) QI 
Construction faulty code lyes /no J (U0) CQ 
Age of preventive trament (ym) AGEI 
Age of surfahg Wears) AGE2 
Age from Iast re-coastruction @an) AGE3 
Cracking retardation tirne @cars) CRP 
Raveling retardation factor RRF 
Area of previous al1 cracks (%) ACRAb 
Area of previous wide cracks ($6) AClPWb 



The second disadvantage of the adjustment is the ioability to sepante the individual factor effects 

within the groups of constrained variables. in other words, the nochastic model approach applied to 

the postutperimental output can only quanti@ the effect of the group as a unit and not the individual 

factors. Fortunately, as it will be seen later, noue of the group fiictofs turned out to be very active, 

and therefore no M e r  detailed investigation of within group contributions became necessary. 

S tatistics of the modifieci Latin hypercube design are sumrnarized by Table 5.3. The table shows that 

the 'unconstrainedw variables in the design are symmeuicai about the mean values (the mean 

coincides with the median and zero skew), However, for the constrained variables, the design 'sites" 

are not as balanced. Notice the shift of the median values €rom the mean for the constrained variables 

(as the pdfs changes fiom the original uniform distribution). 

5.6 Ptocessing the Design Data through the Mode1 

To accomplisti the investigation of €'or sensitivities in tbis thesis three stages are involved: 

( 1 ) Input generation (the experimental design per se), 

(2) Output generation (running/processing the design data through the d e l ) ,  and 

(3) Analyzing the model response (postexperimental output) to qualis the factor effects. 

The first stage was described in Section 5.5. The present section discusses the output generation 

stage. The approaches to analysis of the post- experimental output data will be introduced in Section 

5.7. 

Afier the involving task of designing and modifyiag the Latin hypercube desip data the next stage in 

the investigation was to generate the model respouse data. The terms 'experimental design dataw or 

'design matru" are used to refer to the results of the Latin hypercube design. The terms 'post- 

experimental data" or 'model response data" or simply, 'output data" are used to refer to the output 

obtained aller running the HDM-III model on the 'experhental design data." 

The preprocessing hvolved running the HDM-[II model on the experimental data. For the purpose 

of demonstrating the methodology in this thesis, the experimental design was limited to the iink 

characterization variables (Series A) for paved roads only. In other words, the design supplied input 

levels for Series A only; the other model inputs (Series C, D, and E) were kept constant at their 



typicai values during the prepcocessing. With the excessively large number of €DM-III input 

variab les it was not considered f a ib l e  to implement an experimentai design for al1 input variables at 

once. 

The experirnental design data resulting €rom the 'modifiedm Latin hypercube design ma& coosisted 

of 39 x 1000 order ma&. The large number of runs (1000) was decided by considering four 

factors: 

( 1) The high dimensionality involved (large number of variables to be investigated at once). 

(7) Large disparïty between hao r  ranges (rg.. altitude: O - 3000m. roughness: 1.2 - 12 mkm 
M. erc.); effective exploration of the larger factor ranges required more data points. 

(3) Presence of a large number of -or dependencies cequiring adjusting the Latin hypercube 
design (Section 5.4.4). The distorted sampling of the input space improves with large N. 

(4) The computer time required to generate the model response data was not excessive. (It took 
about 6% to 7 houn on a '80486DX66" desktop personal computer to pre-process the lûûû 
data points through the HDM-III model). 

The HDM-III model investigated in this study is the personal (dalaop) computer version based on 

disk operating system (DOS) platform. This version of HDM-III was coded in the FORTRAN 

programming language. The input data to the model is supplied tbrough plain text (ASCII) disk-files. 

The code is very sensitive to the specific formatting of the input data file. The pre-processing 

involved four repetitive tasks (for each row of the design ma&): ceadhg a row of the design 

matrix, creating the HDM Series A input file. running HDM-II[ on the input data, and writhg an 

output file for postexperimental data analysis. This todious task has to be repeated for ail the 1ûûû 

rows of data in the design matrix. A pre-processor code was thetefore developed to automate this 

disk intensive process. 

The pre-processor code was designed and written in the C+ + programming language. The pre- 

processor flow chart is shown in Figure C.1 and the source code is given in Appendix C to the 

thesis. 

5.7 Gaalysis of Post Experimental Response Data 

Initially. the output generated fiom pre-processing the Latin hypercube design data (for Series A) 

through HDM-[II consisted of NPV values for four R&M strategies. The NPV output ma* had 



eight columns representing two NPV values (at 10 and 20% discount rates) for each of the four 

suategies. The next stage of the study was to analyze the output so tbat the factor e f f m  c m  be 

estimated. The analysis was out using two difktent techniques: (a) regression approach, and 

(b) a stochastic model approach. The nuo analysis techni- are subsequently discussed under 

subsection 5.7.1 and 5.7-2 respectively. 

The results fkom the analysis of the initial output. the NPV (presented in the next cbapter) indicated 

a some disparity between the regression approach results and those h m  the stochastic predictor. 

Further, regressing the NPV output to the linear-additive model (Equation 5.17) pruduced a fair to 

poor fit suggesting that the factor effects were highly nonlinear andlor multi-factor interactions were 

dominant. On the bais  of this observation it was decided to investigate the life-cycle cost 

components to try and explain the behavior of the NPV output. Furthemore, the life-cycle VOCs 

were found to be several orders of magnitude larger than the agency R&M Iife-cycle costs. This ratio 

of VOCs to agency life-cycle costs ftom the case study raoged Born 12 - 20 at 250 ADT to over 

70 - 120 at 1500 ADT. 

The pre-proçessing was, therefore, repeated, this the generating two streams of life-cycle costs - 
users' (VOC) and agency costs (R&M) for each rehabilitation and maintenance strategy. 

5.7.1 A Regression Approach 

5. 7.1.2 Regression Coemcients as a Measure of Factor Sensift'v@ 

In the early stages of the research the question was how can the sensitivity analysis be set up to 

address effects of factor interactions. At mid-stage, when it was decided to use the Latin hypercube 

design, the question became how cûuld the resdts of the aiready substantial work based on the 

ceteris pcur'bus approach wrawira %a] be compared to the results from the experimental design 

approach. It was also desirable, at this stage, to develop a consistent, but shpler, methodology of 

analyzing the respoose data from the experimental design as an alternative to the rather 

computationally intensive stochastic approach that could only be demonstrateci for a few response 

variables. A solution to the dilemma was found by recxaminiog the interpretation of parameters in a 

linear regression model. [Gunst 80) observes that, 

;(snuning that a representative (owput) &a has been commcted for the purpose of 
investigaton. ... the estimared (regrdon) cot#Wents in u muiîipie-vm*abLe prediction 



equution are saki tu meastue the change in the mesnrnated response that rS due to 
increasing one pretiîmr variable by one wit Mie d other predinor vun"ab1ar ate held 
constm. 

Suictly spealong, thk interpretation is n a  cor= it ovetlooks two important situations which 

compiicate things: multi-collineatity of fkctors, and the efkcts of s a l e  disparity between the 

predictor variables. niese complications aside, the interpretation provides a basis for comparing 

factor sensitivity results. By catefilly dropping fktors with moderate painvise correlations in the 

response data, and by 'normalizimgw or 'standardizing" the estimatPd regression coefficients of a 

suitable mode1 f o m  an acceptable cornparison platfom can be achieved- As shown lacer, the 

'normalizedw regression mode1 coefficients are in fact measures of elasticity of factor sensitivity 

[Mrawira 96aJ introduced in Chapter 4 (Section 4.5). 

[Doctor 891 provides the mathematical basis for this interpretation and, hence, the justification for 

the concept of elasticity as an appropriate platfom for compariog factor sensitivity. 

In mathematical ternis, the sensitivity of a response (output) variable with respect to a predictor 

(input) variable (the change in the response variable due to a small change in the predictor variable) 

is described by the partial denvative [Doctor 891- If Y is a fiinction f of n input variables, XI, ..., X,, 

Say, 

then the partial denvative, 

is a mesure of the change in Y with respect to X, at the fixeci point (x, ..., x,,) in the input variable 

space. Sinw the units and numerical sale of Y and the Xi are often different, the partial derivatives 

are usually nomalUed (standardized) by dividïng by the value at the fixed point so that the partial 

derivatives are on a more comparable basis. Therefore, the nomalized sensitivity of Y with respect 

to X, at the fixeci point (x,.. . , xm ), where the value of the response function is y is given by : 



Note the resemblance of this expression to the definition of factor elastïcity given by equation (4.12) 

in Chapter 4. Also the role of the '€ixed point." ( x ,  ..., x ,  at which the derivatives are evaluated 

should be noted. For a highly nonlinear fiinction Y,  the partial derivative, and the fiinction value y 

can be different for ouo adjacent points. (xf, ..., x y  and (x,, ..., xJq. q .t p. This highlights the 

dependence of sensitivity results upon the base case values used. 

Determining the sensitivity of the response Y to each of the inputs X ,  ..., X,? at the point (xf, ... , 3 

requires the caiculation of n partial denvatives. The standardized partial denvatives can be r d e d  

fiom the largest to smallest; the variable with the largest panid derivative bas the largest effect on 

the output variable, 

However, these partial derivatives can be misleading as a guide to the relative importance of the 

input variables [Doctor 891. For example, tsvo input variables may appear to be equally important 

because they are correlated. More importantly, for some complex models with nonlinear behavior in 

some or a11 the input variables. the magnitude of the factor e f f m  may not be the same at al1 points 

in the input variable space. That is, the value of the normalized partiai derivative (expressions 5.22) 

for a factor xi may not be the same at two different points, ( x ,  ..., x y  and (x,, ..., xJq. q # p  in the 

input space. 

The traditional ceten's pMbur sensitivity analysis (Subsdon 2.5.2) methoâ is based on a numerical 

estimate of the partial derivative of Y with respect to X, at the point (x ,  ...., 3 for example. as: 

where al1 variables but Xf are held fixeci. 

Calculating the numerical estimate of the partial derivative of Y with respect to each of the variable 

Xi can be time consumiog if the model has very many variables and if the model f o m  is complex. 

This is one reason why the question of efficiency became a motivation to identify other techniques. 



5.7.1.2 The Regressbn Modei Fom 

A simple model form was required to which the postcxperimentai response data would be fitted 

permittîng the use of the model parameters as sensitivity measurcs. The o b j d v e  was not to find the 

besr predinion equation* rather to determifle a rational measun of compariag the f iaor effea of 

input variables upon the (post-experimental) respoose variable. With the derivative concept of 

sensitivity de- earlier [Doctoc 891, the model had to be linear in the parameters and cetain the 

same fonn irrespective of the degree of fit for the different response variables. The regression mode1 

setected is of the form: 

Y = u ,  +a& +u& + .  . . +ûJ j+ .  . . +an .-. (5.17) 

where, X, X, ..., X' are the input variables in the design ma&, and Y is a response variable of 

interest (from the post-experimental output). e-g.. agency life-cycle cost on an overlay strategy. etc 

The model form adopted bas the advantage th& the partial derivative with respect to a variable is, 

or simply the factor coefficient. Once the variable 4- is found significant in the model, this allows the 

use of the coefficient ûj as a measure of W o r  effect in the response f'unction, Y. 

In keeping to our concept of elasticity of factor sensitivity [Mrawira %al, which equals to the 

nonnalized partial derivative for the variable 4-, equation (5.19 becoms: 

where, y and 4 represent appropriate measures of location of the respoase and input variable 

respectively . 

In regression analysis the model coefficients, 4- are gewrally estirnated by the least squares method 

where al1 data points are 'averaged out* to determine the best estimator. It is, therefore, unrealistic 

ro define a suitable fixed point, (x,, ...., 3 at which to base the normalizing values y and 4. For this 



reason, variable standardization techniques common in statistics are slightly different from equation 

(5.19) and are introduced Iatet in Chapter 6. 

S. 7.1.3 Racdcai C o n s U I e ~ n s  k the Regression appmach 

The complications to the interpretation of the regression coefficients require further expansion: 

Where c ~ ~ a t i o n  among predictor variables exists or some predjctor variables are linearly 
dependent on othr prediaors interpretation of regression coefncients aeeds to be adjusted. 

The regression model bas to pcedomina*ly aca*im for the variation in tùe tespouse variable 
before the regression pafameters can be assigued any measuce of Erior efkcts. 

The coefficients (the fitted mode1 perameters) aione canna measure tbe factor effeco if the factor 
ranges are not d e d  similarly. ïhe nocmaüzing or standardmn 

.. g approach is, therefore, an issue. 

In other words, aside €rom the last point which refers to the need to normalize the results, our 

interpretation of the regression parameters of equation (5.17) as measures of factor effects is 

dependent on passing three critical tests. One. there is negligible covariation among the input 

variabIes in the design maaùr; two, there are no dominant joint effects of one or more factors (factor 

interactions) in Our cornputer code (HDM-[II), and three the model fit is sufficiently good. 

The first requiremeat is an experimental design problem; it is well taken Gare of by the 'original" 

Latin hypercube design. Typically, the original design generated pair-wise factor correlations of 

below 0.004 (in theory zero). However. after adjusting the original design for the HDM-III variable 

dependencies (see section 5.4) the resulting modified design showed moderate pair-wise correlations 

as shown in Table 5.4. This problem (of possible distortion to the interpretation) was eliminated by 

re-examining the correlation manix of the design data. For each pair of factors with moderate pair- 

wise correlation one of the fanors was dropped from the model (equation 5-17). Mode1 fiaing was 

performed by keeping only the factors with pair-wise correlation of less than 0.10. 



TABLE 5.4 Pair-wise CorreIations in the Maed Latin Hypercube data 

Factor 

ACRA 
ACRW 
ARAV 
APOT 
RDM 
RDS 
A GE1 
AGE2 
AGE3 
ACRAB 
ACR WB 

ACRA ACRW ARAV RDM AGEI AGE2 A G B  ACRAB ACRW 

Syrnbols according to the Giossary (see ako Tables 4.1 and 5.3) 

The Iinear-additive mode1 (equation 5-17) is based on the initial assumption that there are negligible 

effects of factor interactions. This assumption would be confirmai by the degree of fit and later by 

the more rigorous stochastic predictor approach; the subject of the next section. The degree of model 

fit as measured by the Peanoa correlation coefficient (m for agency and users' life-cycle cosu 

showed an excellent fit. wically R' of over 95% (Tables 5.5 and 5.6) suggesting that the role of any 

interaction term in the model are very insignifiant. It was later confkmed by the stochastic approach 

resu1t.s (reported in Chapter 6) that Iife-cycle costs are not sensitive to any interaction terms. 

TABLE 5.5 R2 for Users' (VOCs) Lire Cyde 

Pavement Type AC SD AC SD AC SD AC SD 

ADT 264 0.949 0.947 0.947 0.945 0.958 0.957 0.958 0.957 

ADT 500 0.954 0,953 0,950 0.950 0.959 0.958 0.959 0.958 

ADT 1OOO 0.955 0.955 0.950 0,951 0.956 0.955 0.957 0.955 

ADT 1500 0.957 0.957 0.951 0,952 0.955 0.954 0,956 0.954 

ADT 2020 0.959 0.958 0.952 0.954 0.955 0.953 0.955 0.952 

Key: SD = double M a c e  treannent; AC = asphalt concrete 



TABLE 5.6 R2 for Agency W e  Cyde Costs 

Pavement Type AC SD AC SD AC SD AC SD 

- - -  - - - -  

ADT 264 0,046 0.041 0.141 0.92 O. 189 0.119 0.245 0,151 

ADT 500 0.179 0.166 0.965 0.964 0.995 0.995 0.978 0.979 

ADT LOO0 0.192 0.201 0,965 0.962 0.995 0.995 0.979 0.982 

ADT 1500 0.214 0.240 0.965 0.962 0.995 0.995 0.980 0.982 

ADT 2020 0.245 0.277 O,%S 0.962 0.995 0.995 0.983 0.984 

Key: SD = double s@ce trement; AC = asphOlt concrete 

Ir is noted that degree of fit for agency life-cycle costs at the trafic of 264 ADT was poor. It would. 

therefore, be inappropriate to rely on the regression results to quantify the factor effecu for this 

output. Similarly, the NPV outputs at this low traffic (of 264 ADT) gave a very poor fit to the 

mudel. This was supported by the stochastic approach results which (see Chapter 6) showed that the 

NPV was dominated by an interaction t e m  of roughness (QI) and the initial surface distress (areas of 

cracking, raveling and potholes). The NPV for STPl (10%) was also highiy nonlinear with respect 

to main factor effect of roughness. As mention& before. the cegression model was thus considered 

inadequate in estimating the fanor effecis for the NPV output (at 264 ADT). 

5.7.1.4 C . i o  fw Variable Significance 

The model parameters of Equation (5.17) are estimated normally by use of maximum Iikelihood 

estimate (MLE). The puerai form of Equation (5.17) is: Y = X$ + s, and the general MLE of the 

parameten is given by: p' = X)" Y. This solution works oniy if the matrix (X X) is 

nonsingular and has an inverse. 

Under the assurnptions that the fitted model is adequate and the error terms are Gaussian with mean 

zero and variance o; mathematically written: E ' N (O, Id) then the estimate of variance of estimated 

mode1 parameters, P' is given by: 



The diagonal elements of the covariance m e  (Equation 5.20) are the varî~ces of the individual 

rnodel parameters- That is: 

The standard error, SEB of the model parameter, 4 is the square root of its variance. The t-statistic is 

defined as the ratio of the estimated parameter, f l  to the estimated standard error of the parameter: 

Hypotheticaily, at constant 6 the smaller the SEB the larger is the t-statistic (hence more signifiant is 

the model). and conversely. On the other haad, at constant SEB. the larger the coefficient, 4 the 

larger is the t-statistic (and hence more signifiant) and conversely. Thecefore, the t-statistic is an 

adequate measure of significance of a factor in the model. It reflects both the size of &or effeet (the 

estimated coefficient) and the precision of estimate Le., how well the predictor explains the 

variabiIity in the response variable. 

The study performed sequentiai elhination of variabk from the regression model; retaining 

variables with at least the critical r-statistic value of 1 fm 1 5 1.96. This value (of t-statistic) 

corresponds to the significance Ievel of 0.05 (or a confidence level of 95%) that the variable 

contributes to the model. 

5.7.2 A Stocbastic Predictor Appmach 

The literamre on the techniques of anaiyzing results of deierministic computer experiments is 

extensive. Details on various modeling and analysis techniques can be found. for example, in [Sacks 

89a, 89bl whik example applications in engineering are found in welch 92, Gough 94j. The outline 

of the estimation method given here is largely afkr [Sacks 89b, Welch 92 and Doctor 89). 

Let the post-eitperimental output data be represented by a mvrU Y comisting of one or more 

columns each representing a respome variable vector, y = Cy(x,), y (a .  .., y(qJ}' where, x,, g,. . .. *, 
are the rows (also called 'sites") in the experimentai design input murix, D. Then the question at 

the analysis stage is how to model (or predict) the ouiput y. 



One convenient way of modeling the output is to treat the detemiristic respoase y(x) as a realization 

of a stochastic (random) process, 

Y(x) = f l +  z(x) ... (5.23) 

where, is an unknown constant (that can be replaced by a regtession modei in x) and Z(x) is a 

stochastic process. The mdom process Z(x) is assumed to have mean zero and covariance betwgn 

Z(x) and Z(x') at two input sites, x and x' to depend ody on their relative location x - x', thus, 

cov G W o T  Z(xl)) 

where, a' is the stochastic process 

estimated fiom the design input data. 

The rationaie of this point of view. 

= d R(x, n') -.. (5.24) 

variance and R(x, x') is a correlation function that can be 

namely the representation of the deterministic response as a 

random function is that it respects the deterministic nature of a computer code since realization of 

stochastic process is determhistic, yet it provides a stochastic framework for assessing uncertainty. 

An alternative representation. the Bayesian approach. has been suggested elsewhere [ C e  91, 

Morris 931. 

The correlation function R(x. x') should be derivable from the input data; for computational 

convenience the fiinction is normally chosen fiom a W l y  of the so called proha 

WhiIe there are many choices, a sufficiently flexible and common correlation family 

k 

R(rT x') = n exp(-@ l x .  - x'lP') 
j=r J J i 

correlation nile. 

used is, 

where, 4 2 O, O 5 pi < 2. and k is the number of variables in the computer code (the design matrix D 

has the order N x k). The pi can be interpreted as smoodiing parameters - the response surface is 

smoother with respect to 5 as p/ increases - and the t$ indiate how local the estimate is [Sach 89bj. 

With the assumption that the stochastic pracess (equarion 5.23) is Gaussian. the output data vector y 

can be modeled as multivariate normal with correlations given by equation (5.25). The deterministic 

nature of the code is preserved by noting that fiom equation (5.25). R(x, x) = 1. so repliate 

observations are identical. 



The stochastic mode1 (of Equation 5-23) provides a mechanism for estimaring, tbrough the 

Iikelihood, the fanor sensitivity. To amplete the solution, the maximum likelihood estirnates 

(MLE's) of the unlrnown parameters: f l  in equation (5.23). d in (5.24) and 0 = (4, $.... 69 and 

p = p3 .--. pk ) in (5.25) have to be determiaed. From the assumption that the stochastic process 

is Gaussian, the log-likelihood is, 

where, 1 is a vector of 1's because the regression component has only a constant t em B, and R is 

the n x n matrix of correlations R(>i, XJ for the design sites (1 5 i, j 5 n). Given the correlation 

parameters 0 and p, the MLE of f l  is the generalïzed least square estimatoc given by, 

and the MLE of a' is: 

Substituting d and back in the Iikelihood equation (5.26) the followbg equation is obtaineâ: 

To complete the solution it is required to numerically maximize the likelihood whicb is a function of 

only the correlation parameters fiom the design D and the output data. Full maximum Iikelihood 

estimation of the parameters in equation (5.28) is extremely computationally intensive. particularly 

where the dimension k of X is as large as in Our case. Hence. algorithms have ben developed. for 

example [Welch 921 that introduce the parameten sequentially as needed, and terminates at a 

reasonable level of precision. [Welch 921 gïves details of developing such algorithms and some 

measures of reducing computing tirne. 

Having determined the MLETs, the next step is to build the stochastic mode1 for predicting y@)- The 

best linear unbiased predictor (BLUP) at a new (untried) site x is: 



where r(x) = (R(x,, x), R ( q .  x). .... R(h, x)}' is the vector of correlations beween the Z(.)'s at the 

design points and at  the new site x. 

From this predictor, it is now feasible to quanti@ the relative effkcts of the inputs. assumiag the 

predictor is good eaough, a point which will shody be addresseâ. The respoose can be defomposed 

into an average. main effects for each input factor, two-factor beractions and higher-order 

interactions. The overall standardized average of g(x) over the experimental region is estimated by: 

where, (G bJ is the range of values for the predictor variable xi, k is the number of input variables 

in the design ma&, D and denotes the product over al1 i. The main efferts of an input fanor xi 

(averaged over the other factors) is given by: 

The interaction effect of xi and is estimated as, 

and similarly for higher-order interactions. Note that the effects are estimated by replacïng the true 

y(x)  by the predictor of equation (5.30). These definitions are essentially similar to the familiar 

analysis of variance for multi-way tables (each integral correspondhg to a sum of squares for a 

treatment, etc.). 

It is normally desirable to plot the estimated eff- to provide v i sua l ion  of the relative magnitude 

of the effects, and to indicate nonlinearities and interactions. etc. Plotting (M against xi for 

example, gives a visual indication of the estimated main effct of factor xi. 



The question raised earlier of whether the stochastic predictor of equation (5.30) is adequate is now 

revisited. [Sacks 89bj points out that properties of the MLE are not well understood, which would 

suggest that the vdidity of tbe best linear unbiased predictor (BLUP) of equation (5.30) alculated by 

substituting MLEs of the correlation parameters to be questioriable. On the other hand experience bas 

shown that even cmde MLEs can Iead to useful predictions [Sacks 89bJ. The article cita some other 

works where it was shown that some cases of the BLWP exhiiit consistent and asymptotically 

efficient estirnators even when the correlation coefficient is wrongly specified, provided the mis- 

specification Leads to approximate normal. 

To assess the goodness of the stochastic predictor of equation (5.30) it is typical to perform a cross- 

validation. The cross-validation empirical root mean square error (ERMSE ') is d&ed as: 

where, fI (xi) denote the BLUP estllnated (equation (5.30)) based on ail data sites except the 

observation y(xJ. To minirnize the computation, the Mm's of the correlation parameters are not re- 

computed for each prediction; they are still based on the complete set. Nonetheless, the cross- 

validation ERMSE has been shown to be a good masure of prediction precision. 

Again for the purpose of visualization of cross-validations, two types of plots are typically used. The 

plot of f ,  (x,) against y(xJ is called cross-validation plot. A good BLUP predictor should plot close 

to a straight liae. The second type of plots are the cross-validation residual plots. These are obtained 

by ploning the residuals fl (a - y(xJ against q. 

As it is obviously apparent from the preceding paragraphs. computer implemeniation of the 

numerical algorithms required to generate the design. and to carry out the maximum likelihood 

estimation of the correlation parameters. followed by computhg/plotting the main effects and 

interactions and finally to perform the cross-validations and residuals cm be quite a formidable 

coding (computer programming) task. The work in this study made use of existing codes (ALEX for 

the design, and GASP for the aaalysis of the post experimental data) th& to Dr. William J. Welch 

of the Department of Statistics and Acaiarial Science, University of Waterloo. 



Chapter 6 

SENSITIVITY OF LIFE-CYCLE COSTS TO LINK 

CHARACTERIZA'flON VARIABLES IN HDM-III MODEL 

6.1 Introduction to the Chapter 

This cbapter presents the results of the faaor sensitivity analysis. Given the large number of HDM- 

III input factors (see Table 4.4). or more specificaily, the factors which relate to maintenance and 

rehabilitation prionty programmhg (Figure 1.1). the only viable approach was to demonstrate by a 

case study. The resub repocted here are based on a case smdy looking at the Li& chamterkation 

input factors for paved roads. The fmor effects for this group of variables were investigated by 

keeping the remaining HDM-iIï input Mors  at base case values refiecting typical conditions from 

the case study region. As mentioned h Chapter 4, the base case values of the HDM-III input factors 

were detennined from field data cotlected in Tari2ania in 1994, The Tanzanian conditions are 

generally typical and reflective of conditions in many countries in tropical SubSahacan Africa. 

The sensitivity results are presented under two categories. The ceteris pm'bus results for selected 

variables are tûst  presented (Section 6.2) respecting the extensive work done at the early stages of 

this research. The main thnist of the results of the investigation from the experimental design 

approach is then inaoduced in Section 6.3. These later results are fiirther subdivided into normaiized 

derivatives (from a linear additive regression model) aad results from the stochastic model approach. 

The sensitivity results focus on the net present value (NPV) of the total lifecycle costs for a few 

typical R&M snategies. The argument for this focus derives fiom the thesis objective which was to 

investigate efficient application of the HDM-III model to the nawork level R&M prionty 

programmiag. Typical model application at the network level is in economic evaluation of R&M 

treatments for existing alignrnents. The criterion commonly used in such applications is the NPV- 

cornparhg total life-cycle for a given R&M strategy to a 'do minimumw or 'do nothiagn alternative. 

Having said that, the behavior of the NPV prediaions (from HDM-III) is not easily comprehensible 

since the model deals with a large number of fimors. relating and interacting at various levels in a 

complex rnanner. In order to understand and explain some of the observed behavior of the NPV 



response. a look at the key components of the NPV may be necessary. For this reason. Le.. for the 

purpose of explaining th findings on the NPV, the study went funber to investigate factor 

sensitivities at the NPV components level. Coasequentiy, the factor sensitivities nported throughout 

this chapter corne at three levels: agency component, the users' cost component, and the NPV (total) 

of the Iife-cycle costs. 

Section 6.4 discmses the key factor sensitivity findiigs. explaining some of the observeci behavior 

and summarizing the fâctor sensitivity ranlings. Section 6.5 conchides the cbapter by addressing an 

imrnediate possible application of the sensitivity hd'ngs in the priontization of data collection. 

6.2 Results nom the Ceteris Pmgbus Study 

The framework of the ceteri.. pm3w study was outiiaed in Section 4.4; this section presents the 

results from the study. The objective function used (the sum of the NPV values for the best three 

strategia) must be borne in mind while interpreting these resuh. The ceteris p m k  investigation 

covered only a selected number of input fâctors, mostly under the Iidc charactecization class, and 

only a few from the vehicle characterization class. Two most common pavements suface types were 

invesrigated - asphalt concrete and surface treatments. The ceteris p(Uibus results are subsequently 

presented, for convenience of the discussion, in four groups. 

6.2.1 The Pavement Pedormance Caïibration Factors 

The ceteris puribus results for this group of factors have been disçussed elsewhere wrawira %a]. 

Table 6.1 sumarizes the results over a f 20% change in the input calfiration factor. As discussed 

in Chapter 4 (Section 4.3, the faaoi ranges Uivestigated were much larger (%0% through + 170% 

of the typicd factor value). In most cases the practical range for the -ors was f 20%, but in other 

cases the (-80% to +170%) interval was beyond either the f m r  practicai range or the interna1 

mode1 limit for the factor. The use of the uniform fraction f 20% of the €=or range for reponing 

the resulu is logicai since one of the advantages of the elasticity approach (Equation 4.11) is the 

inherent standardization of scaling effect of the factor change used. This advantage of the elasticity 

concept was illustrated in Section 4.6.1. It was show that, for responses that are not highly non 

Iinear, the elasticity of factor semitivity is independent of the factor range used in the study. 

Figure 6.1 plots the cmeris pm'bus results for the performance calibration factors. 



TABLE 6.1 Semitivity of NPV to Pavement Deterioration Fadom Wraira %Ùzj 

EWCity of NPV at Fador Change O€ 

Calibration Factor Symbol -20% -10% +IO% +a% Mean 

Roughness Progression &P 3.303 3.327 3.297 3,317 3.311 

Roughness- Age/environment l&e 0,785 0,791 0,7% 0,836 0.802 
Cracking Progression KCP 0,942 0.999 0,597 0.577 0,779 
Pothole Progression KPP 0.668 0.667 0,638 0.650 0,656 
Rutting Progression DP 0.164 0.190 0.201 0.219 O. 194 
Cracking Initiation Kci 0,059 0.044 0,067 0.051 0,055 
Ravelling Initiation Kvi 4,006 4.005 4.027 -0.015 4.0L3 

Symbols according to the Glossaty 

FIGURE 6.1 Elasticity of NPV wi#h calibmthn fo(:tor change 

These results show that over the range of investigation. in overall the NPV criterion is most sensitive 

to the roughness calbration factors (K&p and Kge). The resuIts show chat the next thtee calibration 

factors: the cracking progression factor (Kcp). the pothole progression factor ( Q p ) ,  and the nitting 

calibration (Krp) are comparatively of equal effeet upon the NPV. Cornparison of the ranking 

indicated by these resultr with the more compreheusive qproacb pnsented later suggesa that the 

cetens p m k s  results are oniy indicative, and should only be resemed for exploratory studies. 



6.2.2 Envim~nmental and R a d  Alignment Factors 

In the HDM-III mode1 the enviromneutal variables are represented explicitly by input on average 

rainfall and altitude above mean sea level and implicitïy by the m-index in the determination of the 

environmental-age rovgbess caiibration factor, Kge. Tûe horizontai alignment amibutes in the 

mode1 are the carriageway width, shoulder width, superdevation and curvature, while the vertical 

alignment is charactenzed primarily by 'rise plus fall* as a meanire of gradient. The cetefi pm'bus 

smdy looked into rainfdl, altitude, width and rise plus ml. 

Table 6.2 shows a summary of the elasticity values for the environmental and road g e o m i c  

alignment factors. Traffic factor is also shown as a scale of comparison of the eRars. Figure 6.2 

portrays the results on a bar chart- 

TABLE 6.2 Semitivity of NPV to Environmental and Aiigntnent Factois 
. - 

Elastidty at Factor Cbange of 

Factor Synibol -20% -10% +IO% +20% Mean 

Width W -73.692 -0.582 -0.375 -0.336 -18.746 
T d i c  ADT 5.028 5.27 1 5,509 5,714 5.380 
Rai daIl L L W  0.438 1,083 -1.192 -0.629 10.075 
RiseplusFail RF 0.028 0.028 0.025 0.027 0.027 
Altitude A 0.0 16 0.027 0.004 0,004 0.0 13 
Supecedevation SP 0.001 -0.0004 0.003 0-004 0.002 

These results seem to suggest that rainfall, rise plus fail and althde inputs have a negligible eftect 

upon the NPV criterion. By comparison, the carriageway width dominates the NPV criterion with 

about three times as much impact as the t r a c  e f f i .  It may be noted that the width effect is 

negative, implying that an increase in width results in lower NPV. This behavior is consistent with 

findings reported later ftom the stochastic mode1 analysis of the Latin hypembe design data where it 

is shown that width dominates agency (R&M) lifecycle costs. 



Wdth Traffi Rainfal RisebFaU AMude Superefevn 

FIGURE 6.2 Ehtkieilg of NPV wikh nsgcet r0 ewimnnrenîd and d p m e n t  falors 

6.2.3 Vehicle Characterization Factors 

The ceteris paribus experiments were dso extended to investigate a few of the vehicle 

characterization variables in HDM-III. The input factors of iaerest here were the so called 

calibration factors for the vehicle operating cost relationships (normally grouped under Series D in 

the HDM vocabulary). Figure 6.3 shows the seasitivity resulu on some vehicle characterization 

factors while Figure 6.4 shows the sensitivity of the NPV to the VOC calibration fanors. These later 

factors refer to the Parts Costs - Roughness (PC - Qf) equation parameters and the Labor Hours - 
Parts Cost (LH - PC) equation parameters. Table 6.3 summarizes the results for the factors 

investigated under vehicle characterizatiou variables. 



CSPQI COSP CTCTE COTG QIOSP CLHPC COLH CLHQI 
Factor 

TABLE 6.3 Seasitivity of NPV to Some Vehicie CharaderizPtion Factors 

Facîor 

Elasticity at Factor Change of 

Symbol - 9 6  -10% +IO% +20% Mean 

Gross vehicle weight (memc tons) GVW 2.919 3.025 2.815 2.495 2.814 

Weibul sbape parameter BETA 1.114 1,757 1.976 2.19 1 1,759 

Caii brated engine speed (rpm) CRPM 1.327 1.328 1.326 1.326 1.327 

Unit fuel efficiency ktor  ALPlUl 2-073 3.081 -1.328 -0.664 0.790 

LimiMg desired speed ( d s )  I2)EXROPV 4.644 4.640 -0,640 -0.432 -0.589 

Usable driving power (HP) HPDRlVE 0.772 0.230 4.638 -1.070 4.176 

Usable braking power (HP) HPRAKE 0-0006 0.0001 0.0009 0.0005 0.001 

Payload (memc tons) PAYLOAD -0,0001 4 .0003  4.00009 4.00004 -0,0001 

Roughness fhctor in QI - PC exponent CSPQl 17.794 17,792 17.582 17.477 17-661 

Constant term in QI - PC exponent COSP 17.473 17.366 17.155 17.363 17.339 

Tire wear coefficient CTmE 0.647 0.648 0.645 0.647 0.647 

Constant term in tire wear equation COTC 0.323 0.220 0.426 0.322 0.323 

Limiang QI for linwr QI - PC equation Q I W  0-107 0.003 0.003 0.003 0.029 
- - 

The PC exponeot in LH - PC equation CLUPC -8-205 -7.342 -5.836 -5.295 -6.669 

Constant term in the LH - PC equation COLH 2.597 2.806 2.597 2.702 2.675 

QI factor in LH - PC equation expooent a H Q I  0.432 0.432 0.434 0.538 0.459 
- - 

Symbois according to the Glossary; ako see Table 3.5 



The results point out some interesthg roIes of the input W o r s  under vehicle characterization. It is 

seen that the Roughness - Parts (QI - PC) equation parameters dominate the NPV criterion, in 

particular, the Roughness coefficient and the constant term. both in the expoaent of thk equation. 

The next most important W o r s  according to these ceterils pd511s results are the Labor Hours - 
Parts Cost (LH - PC) equation parameters. Again in the exponent paramter of tbis equation, the 

coefficient of the parts costs and the constant term are the most significant factors. 

As expected, the other signifiant variables under the vehicle characterization group are the gross 

vehicle weight (GVW), the vehicle fuel efficiency, Weibul shape parameter (respecting the role of air 

resis tance at high speeds) and the engine speed (rpm). 

6.3 Resuits fkom the Latin Hypercube Design Investigation 

6.3.1 The Post Experimental Output Data 

The post experimental data investigated consïsted of two pavement types (Le., surface - base pairs): 

Asphalt Concrete on granuIar base (AUGB). and 

Double SurFace Dressing on cernent stabilized soiI base (SDfCB). 

These surface - base pairs were selected among 13 common pain since they represent the most 

popular pavement types in the case study regioa (set. for example. Table A.2, Appendix A). 

As discussed in Section 2.1 the principal interest in the study was to investigate NPV of the total 

life-cycle 'net benefits" since it is the HDM-III output mostly used criterion in R&M pciority 

programming. in this subsection the seusitivity results based on the regression approach of the NPV 

output from running HDM-III on the Latin hypercube design data will be discussed. The finduigs 

suggest that the NPV cnterion is highly non-linear with respect to the most sensitive input factors. 

Seeking to explain this noniinear behavior of the NPV, and in order to deveiop a consistent platform 

for discussing the sensitivity results, the soudy went a step M e r  to investigate the key cost 

components of the NPV - the agency and the users' life cycle costs. 

The NPV output data investigated was generated at two stages. An exploratory data was based on 

10% discount rate and an aoalysis period of 15 years for a low n f f i c  volume of 265 ADT. The bulk 

of the NPV data from the Latin hypercube experimentd design was based on 10% discount rate but 

an analysis period of 30 yean. The study cornpareci the regression approach resub to the stochastic 



approach resu1ts for the aaffic levels of 265,500, 1000, 1500 and 2020 ADT. This aaffic range was 

chosen since rypical road links in the low incorne economies of Sub Saharan Africa (as exemplified 

by the case study country, Tanzania) carry traffic in the range of200 to 1OOO ADT. 

The NPV stochastic predictor for the exploratory data (see Section 6.3 -2) achieved relatively poor 

predictions and showed that the main effpcts of the m a t  active -015 are highly non-linear. Poor fit 

was also obtained for the regression approach. In an anempt to M e r  explore the behavior of the 

NPV predictions from the EXDM-III model, the study aied out diikent conditions. Funher NPV 

values (and agency and users' costs) were generated from the experimentai design data at 10% 

discount rate and 30 yean analysis period for the traffic levels of 500. 1000, 1MO ând 2020 ADT. 

With respect to life-cycle costs, the output investigated was generated on the basis of 30 years 

analysis period with no discounthg applied. The argument for this choice is given in Subsection 

4.4.3. The regression approach to factor sensitivities subsequently presented covers trafic IeveIs of 

265, 500, 1000, 1500 and 2020 ADT. However, due to the cornputer time constraint, the stochastic 

approach was not f a i b l e  for al1 the response data. This latter anaiysis was perfonned on the 

response data for one pavement type and for two traffic levels of 500 and 1000 ADT. 

For the two pavement types the output data investigated in the regression approach employai output 

from 1000 mode1 nuis - making use of al1 the data points in the Latin hypembe design macrix. 

Agency and users' life-cycle costs were tabulated for each of the five R&M strategies. A discussion 

of the pavement treatment strategies (coded STPO, ..., STP4) was given in Sections 3 -7 and 4.3 . 

6.3.2 Factor Sensitivities h m  the Regression Approach 

6.3.2.2 Regression Appmach SensXvi@ Resuk the NPV Rediction 

The net present value (NPV) output data descrii i  abow were regressed on the Iinear additive model 

(i. e., assumian low factor interactions) given by Equation (5.17). As discussed earlier (Subsection 

5.7.1) this model specification w u  chosen to pennit the direct use of the estimated mode1 parameters 

(after normalizing) as measures of factor seositivity. The question of adequacy of the model 

specification does not arise here since the sole use of the model is not prediction, but rather, 

'explanatioa. " The degree of fit would indicaie the validity of the assumptions of factor additivity , 

linearity and low faetor interactions, and, therefore, to what extent the simple model form can be 

used to explain the faaor sensitivities. In other words, the regression approach would not aiways 



work, particularly where the response variable is highly nodineas, or exhibits moderate factor 

interactions. 

Rewriting Equation (5.17) in compact form. the additive linear regtession mode1 adopted was: 

Y = a + . Z f l ~ ~  ... (6.1) 

where, the summation of xi 's inçlude al1 non-correlated variables fkom the design ma&. 

Regressing the NPV output obtained h m  ninning HDM-III on the Latin hypercube design data at 

ADT 365 produced a fit ranging €tom quite pwr to an acceptable level (Table 6.4). The table shows 

that the R&M strategy STP1 exhibit the pourest fit, while resealing and overlay strategies (STP3 and 

STP4) are better explaineci by the mode1 (RL about 0.6 CO 0.8). Given the large sample size (n = 1000) 

and the deterministic nature of the computer experimeut, this degree of lack of fit suggests that the 

NPV is subject to either saong non-linearities orland significant factor interactions. The stochastic 

approach results presented later coa!ïmed the presence of both phenornena, 

TABLE 6.4 R2 Vaiues on Reg~ssing NPV Output to the Additive Linear Mode1 

S-W Discount Rate Pavement Type 

STPl 10 0.220 0.192 

Table 6.5 shows an interesting pattern of the sigaificant variables upon the NPV criterion. The most 

important obsewation is that the ordec of fmor significance changes slightly with the R&M strategy 

and with the discount rate. We see fkom the table, for example. the four most significant factors for 

al1 the strategies are the runing caiibration factor (Rrp), the pavement width (W), the roughness (QI) 

and the cracking calibration factor (Kci). Note that the discount rate has a definite role in the 

sensitivities. The order of the &ee most significant Factors for strategies STPl. STP2, and STP4 at 

10, 20 and 0% discount rates respectively changes to width (W), roughness (01) and cracking 

initiation factor (Ka). 



Comparing different strategies at difEerent discount rates the table shows, for example. width (W), 

roughness (Qf). crackhg initiation factor (Ka) and rise plus fall (RF) remain signifiant in NPV 

prediction for al1 suategies at various discount rates. On the otber band, the factor sensitivities for 

the rutting calibration h a o r  (Krp) and the initiai a m  of potholes (MOT) seem to be strongly 

influenced by the discount rate. 

TABLE 6.5 NPV Standardized Factor Coefticients Averaged Over ADT 250 - 1500 

Factor 10 20 O 20 O 10 O 10 20 

Acrp 
I f -  4.336 

@ -0.445 
Kci 0.253 
RF 
.-iPOT 
Kge -0.200 
SSSG 
SV O. 146 
K ~ P  
HB.4 SE 
C 4.143 
HSOLD 
DEF 
ms -0.122 
. m f P  
Kcp 
H S M W  

Nmes: SymboIs according to the Glossary (see &O Tables 4.1 and 5.3). R U  sarategies as 
d&ned in Table 3.7. A d y s i s  period ~wrr 30 years. Dofa ske w 250. 

6.3.2.2 Regressio~ Approaclr Sensift'vilJl ResuUs: Agency a d  Used  rife-Cycle Costs 

The higb non-linearity anci the presence of multi--or interactions in the NPV predictions 

(suggested by the poor mode1 fit and confirmeci by stochastic predictor resub reporteci later) 

motivated a search for other HDM-III outputs that could be used to explain the observed behavior of 

the NPV hctor sensitivities. The life-cycle costs components (of the NPV) were logically the next 

level of investigation for this purpose. It is worth notiag, as pointed out before, that a study of the 

NPV components is only useful in explainhg the behavior of the NPV factor sensitivities. Given that 

most network level applications of the HDMm mode1 (the focus of this thesis) are in comparing 



R&M strategies for existing aiignmeats the NPV output remains the most useful cnterion for 

analysis. 

The life-cycle costs output generated from the Latin hypercube design data as d e s c r i i  above was 

used in regression aaalysis employing as before the model fom of Equation (6.1). 

The users' lifecycle costs (LCC-VOC) show an ex~ellent degree of fit for ail strategies and at ail 

traffic Ievels, typically R~ of over 95% (see Table 5.6). The agency lifeeyfle CO& are also 

extremely well explained by the simple model form (RL of 96% to over 99%) for d l  aaffic Ievels 

(except 265 ADT) and for al1 strategies (except the patch only strategy: STP1). At the low t r a c  of 

265 ADT the fit is very poor for al1 saategies wbile for the 'patch only" strategy (STPL) the model 

fit is typically below RL of 20% for alt traffrc levels (Table 5.7). 

These findings suggest that life-cycle costs componeats (agency and VOCs) for moderate uaEc 

levels, unlike the NPV criterion, are mainly linear and additive wüh respect to the sensitive input 

factors. This phenornenon would be confirmed later by the results from the stochastic model 

approach. 

As expected, agency (R&M) and vehicle users' (VOC) Iife-cycle costs were found to be sensitive to 

different sets of input variables. While, for example, LCC-VOCs are consistently sensitive to attitude 

(A), rise plus fidl (RF), and curvature (C), these variables are not significant in LCC-R&M. On the 

other hand, carriageway width (W) happens to be a very significant variable in R&M life-cycle costs 

but not Ui LCC-VOC. Figures 6.5 and 6.6 show the 'raw" significant frtor cwfficients in the k a 1  

regression models (at a significance level of 5 percent). These factor cmfficients are 'rawW in the 

sense that they are not nomliied and, therefore, not direct measwes of &or sensitivity. The next 

few paragraphs discuss the raw haor  coefficients with the motivation of explainkg the emerging 

patterns. 



W Kci ACRA Q I  

(a) Patch al1 amuarl pothoks and rescol cwry 6 years strategy on AC/GB pavement 

MMP w SN OEF K C ~  K C ~  Kge ~ r p  ~ g p  ACRA RDS QI 

(b) Pmch a& reseal every 6 years und overlay at 5.5 mn/bn W strategy on AC/GB 

I MMP W SN OEF Kci Kcp K g .  Krp Kgp ACRA RDS Q I  

(c ) Potch aü, reseal every 6 years anâ over&ay ot 5.5 IN motegy on SWCB pavemetu 

FIGURE 6.5 Lif-cyck agemy (W) cos& ou@= mw fator cue@eiènts (a = 0.05) 



A RF C ELAN SN DEF Kci Kcp Kge i(ip Kgp 01 

(4 Patch al1 potholes M I U U ~ I ~ ~  and raed ewry 6 yews srategy on AC/GB pavement 

(b) Patch al1 reseal evety 6 years and oveday at 5.5 ïM mcttegy on SD/CB pavement 

(c) Patch aii, reseal me0 6 yeurs and overhy at 5.5 W strategy on AC/GB pavement 

FIGCIRE 6.6 Lif-cycIe usen* cos& (YOC) o u l p ~  rav faaor ca@cicnts (a = 0.05) 



With respect to the 'raww factor coefficients (Figures 6.5 and 6.6). severai observations seem 

evident from looking at the regtession approach results. Figure 6.5 (a) to (c) indicates that ranking of 

the active factors changes from one strategy to the next. However, since these are stiii the 'raw* 

factor coefficients, reaiistic nnLing of fMor sensitivities is better discussed using normalized factor 

coefficients (next d o n ) .  Wbat is more interesthg h m  Figure 6.5 (a) to (c) is that change in 

traffic level seems to have no efkct upon the prediction of R&M (agency) l i ~ ~ c l e  costs. The factor 

coefficients remain fairly constant as the tcatfic level changes fiom 500 to 2MO ADT. 

Figure 6.6 plots the 'raw" factor coefficients for road usen' lifeqcle costs. Notice in this case, 

traffic increase causes a consistent increase on the 'raw" &or coefticients for road users' lifeqcle 

costs, as might be expeaed. The aaffc level effect seems to be a constant multiplier. In Figure 

6.6(c), for example, the Kgp factor coefficients at 500 and 2 0  ADT are approximately 500 and 

2020 respectively. As for the agency lifeqcle costs. the relative magnitude of the 'rawW factor 

coefficients changes slightly fiom saategy to strategy. 

To summarize, the 'rawW factor coefficients fiom the regression analysis of the post-experimeatal 

data suggest the following: 

Traffic bas no sisnificant impact upon the frior e€fkcts for agency liféqcle costs 

The raokiog of significant factors changes slightly fiom one R&M straiegy to an& 

The efkct of aaffic on the 'raw" faaor d c i e n r i  for road users' lifeqcle COS& appears to be a 
simple constant multiplier (a scaling efièct which may be removed by normaüting). 

The concept of using the regression coefficients of a suitably s e l u  mode1 form as measures of 

factor sensitivity was introduced in Subsection 5.7.1. It was argued bat to eliminate the different 

scaling effects of the fanor ranges investigated (and uni& of measwment) it is necessary to 

norrnalize or standardize the panial derivatives or the 'raw " factor coefficients. 

In summary there are three concerns that underlie faaot standardization in this study: 

Predictor variables have df irent  uni6 of measurement, 

The typicai range (practicai variab*ty) of e r h  preâictoc variable is difFermt k m  the W. 

The HDM-III outputs/prediaiom employ userdefmed quantities (anrency, units, a). 



The two common methods of variable standardidon in statistics are: (a) standard normal deviate, 

and (b) unit kngth scaling. The normal deviate m a s f o m  the data points, % into their standard 

scores, 2, given by, 

where, 2, is the staodardized score of the ith value of WOC a d  
the factor x, values in the design matrix. 

The unit length scaling standardizafion is given by the equation, 

The standard normal deviate technique was used in this study 

commercial statistical packages. Both the preâictor variables 

... (6.2) 

si is the standard deviation of 

since it is available in many 

and the mode1 outputs were 

standardized using the normal deviate; hence the coefficients are also called the bero weighrs. 

Tables 6.6 and 6.7 present the standardized regression coefficients obtained for the t r a c  levels of 

500 and 1000 ADT cespectively. The standardized factor coefficients shown in the tables are now 

more comparable across R&M suategies. As suspecteci from the 'raw" factor coefficients, the 

sensitivities at ADT 500 (Table 6.6) and at ADT 1000 (Table 6.7) agree very closely, suggesting 

that trafic level is a simple scaling quaotity in the VOC. This is hdeed the case fiom the uaderlying 

methodology of the IIDM-III model. In pafticular, it is noted that, the &or sensitivities foc agency 

IifecycIe costs (Tables 6.6 (a) and 6.7 (a)) are almost unchangeci €tom ADT 500 and ADT 1000. 

The close agreement between the factor sensitivities for road users' lifecycle cos& supports the 

argument that as long as the appropriate standardization is employed, factor sensitivities based on the 

regression apptoach could be inwstigated at any arbitrary trafic level. On the other hand, since 

NPV criterion involves a tradeoff between the agency and the r o d  uses' lifecycle costs, factor 

sensitivities for the NPV criterion cannot be determineci independent of the tnffic level. 

Tables 6.6 and 6.7 aiso show that the -or sensitivities are specific to the R&M strategy used. 

While the cxrîageway width (W) and the rise plus fdl (RF) account for over %% of the total 



variation upon the agency and the road users' 1ifEcycle costs respectively for al1 strategies 

employai, the ranking of the next semitive factors seems to vary slightly fiom strategy to strategy. 

TABLE 6.6 Standardjzed Regression Coefficients for ADT 500 

(A) AGENCY L m - C y a  C m  

Strategy STP2 

Factor 

1 f i -  
Kci 
E=cp 
-4 CR4 
DEF 
EL4 :\* 
Age 

Asphait Concrete Surf'ace 5ressing 
on Granuhr Base on Soi1 Cernent 

R? 0.965 R': 0-963 
0.969 0,973 

-0,140 -0.089 
0.049 0,049 
0.026 0,049 

0.026 
-0.0 18 

0.0 13 

Factor A s p U  Concrete S d a c e  Dressing 
on Gmuiar Base OP &il Cernent 

R f  : 0,978 @: 0-9 78 
W 0.98 1 0.982 

QI 0.06 1 0.057 
@ 0,056 0.05 1 
&e 0.029 0-028 
Kci 4.03 1 4.0 18 

K~P 0.022 0.01 1 
RDS 0.0 19 0.0 19 

4ZP 0.0 15 0.019 
ACRA 0.0 15 0.017 
D m  0.0 13 0.013 
rM11.P 0.010 

Strategy STP2 

Factor Aspbaît Concrete Surface Dressïng 
on Granubr Base on Soi1 Cernent 

R': 0.919 p: 0.949 
RF 0,965 0.965 

@ 0.097 0.095 
C 0.060 0.060 
S,V -0.044 4,042 
Kge 0.034 0.034 
Kci -0.038 -0.024 
O p  0.036 0.032 
DEF 0.032 0.030 

&P 0.030 0.030 
Kcp 0.021 0.0 19 
E U N  -0.0 19 
-4 0.0 14 0.0 14 

Factor Aspbait Con- Surface Dressing 
on Gr~oular Base on Soü Cernent 

R'= 0.958 p.- 0.957 
RF 0,964 0.965 

 fi^ 0,139 O. 134 
C 0,057 0.056 

QI 0.052 0.05 1 
&P 0,037 0.038 
DEF 0.034 0.035 
RDS 0,035 0.033 

Iihige 0,030 0.029 
Kci 4.03 1 -0-0 16 
Sh' 4.025 -0.021 

&P 0.021 0.020 
ELAlV -0.0 16 -0.02 1 
ACRA 0.0 17 0.0 19 
W 0-0 13 0.0 13 

Symbols according to the Glossary; see C o  Trrbles 4.1 anù 5.3. 



TABLE 6.7 Standardïzed Regession CoefMents for ADT 1001) 

Strategy STP2 StrategySTPQ 

Factor 

IF- 
Kci 
Kcp 
.-[CR4 
DEF 
EL4 .Y 
Age 

Aspùait Con- Sudace m g  
on Granuhr Base on SOU Cernent 

R': 0.964 2: 0.962 
0,969 0.973 
-0,141 -0.078 
0,049 0.05 1 
0,026 0,046 

0,040 
-0,018 

0.0 14 

Factor AspW Concrete Sudace Dressing 
on Granuk Base on Soi1 Cement 

Strategy STP2 

Factor Aspbalt Conuete Surface Dressing 
on Granular Base on Soi Cernent 

R': 0.949 p.- 0.950 
RF 0,966 0,968 
01 0.084 0.076 
C 0,060 0.06 1 
SiV -0.05 1 -0.046 
DEF 0.03 1 0.033 

0.03 1 0.032 
 fi^ 0.03 1 0.027 
Age 0,029 0.028 
Kci -0.03 3 -0.021 
Kcp 0.0 19 0.0 17 
EU:V -0-0 12 -0.0 15 
.-1 0.0 14 

Factor A s p M  Concmîe SurCace Dressing 
on Granuiar Base on Soii Cemeat 

~: 0.956 p: 0.955 
RF 0.964 0.964 

f i p  0.13 1 O,L21 
C 0.059 0.059 
QI 0.046 0.043 
DEF 0.038 0.044 
&TP 0.038 0.030 
RDS 0.032 0.030 
SN -0.03 1 4.028 
Kge 0.028 0.027 
Kci -0.035 -0.0 15 

K ~ P  0.024 0,023 
ACRA 0.0 16 0.022 
ELAN 4.016 -0.02 1 
W 0.0 14 0.0 15 

Syrnbois according to the Ghsary; see ako Tdla 4. I and 5.3. 



6.3.3 Factor Sensitîvities R d t s  h m  the Stocbasüc Mode1 Appraaeh 

6.3.3.1 Diognosik of d e  Slochosfiic Rcdictor for tne NPV &@ut 

Using the method disnissed in Section 5.7.2 a best linear unbiased stochastic predictor (BLUP) for a 

given HDM-(II output variable was esthami from the post-experimenol data by maximum 

Iikelihood method as given earlier by Equation (5.30): 

P = + rr(x)  R - ' ( ~  -la) 

where the symbols are as defined earlier (see Section 5.7.2). 

This predictor is more flexible than. Say, a low-order polynomial fit. and bas been fouad to yield 

more accurate predictions in various applications [Gough 941. Before using this predictor to estimate 

the factor effects it is imperative to assess the performance of this predictor. 

Figure 6.7 shows a scatter plot in which NPV values (for strategy STP 1 a 10%) predicted using the 

stochastic predictor are plotteci against the mal HDM-III mode1 output. A method of prediction- 

accuracy assessrnent cornmoniy used in statistics known as cross v a i i ~ o n  was employed. In this 

method. the ith value of the response. yi is predicted ushg al1 data except Yi. It is also a good practice 

to look at the cross-validation cesiduais plotted against the input variables. Figure 6.8 shows cross 

validation residual plots for NPV (for strategy STPl at 10%) upon the fust six predictor variables. 

The r a t  of the residual plots for NPV are given in Figure D. 1 in Appendk D. 
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FIGURE 6.7 Cross vaîùîàtbn prétiïcrions Md résid&: NPV at IO% for STPl (ADT 265) 
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FIGURE 6.8 Cmss v d ~ n  msiduoLr agaûtst prcdictor variables: NPV (IO%, S m ,  ADT 265) 
MMP = Rainfall, A = AItitude, RF= Rise p h  fa 11; C= Curvarure; W= WTdth, SP = Superelevaiion 



As seen in Figure 6.7. the stochamic predictor is f&ly acceptable, with more reliable prediction 

concentrateci at the O to 60 range. The standardized residuals plot suggests that the predictor is less 

reliable at the Iow end of NPV vaiues belau zero. Furthemore. the cross validation residuai plots 

against prediaor variables (Figure 6.8 and D. 1 (ia AppendU D)) a11 suggest the stochastic predictor 

to be a well behaved model. It is noted that the trends thp seem to be portrayeû in the residual plots 

for the predictor variables AGEI, AG=, AGE3, ACRA, ACRW, etc. are mainly a result of the 

distorted pdfj of the input variables (see Figure 5.2) rather than a mis-specification of the stochastic 

model . 

In an anempt to M e r  explore the non-linear bebavior of the NPV the WDM-III output was 

investigated at different conditions. Two more streams of NPV values were generated at the higher 

traffic level of 1000 ADT. The stochastic predictors for these two NPV streams were estimated using 

the fint 150 data points fiom the modified Latin hypercube design. Figure 6.9 shows the cross- 

validation predictions and residuals for the stochastic predictors of the NPV under saategies STP3 

and STP4. As defïned in Chapter 3 (Section 3.7.3), STP3 stands for medium R&M intervention level 

consisting of patching al1 potholes annuaily and overlaying the pavement once every 15 years. S V 4  

represents high intervention level consisting of patching, six yearly reseaiing and 50 mm AC 

overlaying when roughness exceeds 5.5 d i an  M. 

ïhe performance of the stochastic predictor for NPVSTP3 is relatively better than NPV-STP4 

(Figure 6.9). There seems to be a better agreement between the achial NPV values and those 

predicted by the stochastic mode1 in ihis case than for the Figure 6.7. It is worth pointing out that the 

Figure 6.9 predictors are based on only 150 data points while the predictor of Figure 6.7 was based 

on 350 data points. 

In overall. the NPV stochastic predictors are acceptable but relatively pwrer than those presented 

iater for the component life-cycie costs. 



FIGURE 6.9 Cross val-n pmdic&ts and residuals: NPV at IO%, ADT IOaO 

6.3.3.2 Edmated Factor E a c &  on the NPV Output 

Having assesseci the fidelity of the statistical model. and demonsbratjng that the best linear unbiased 

stochas t ic predictor (BLUP) reasonabl y predicts the HDM-III output, the BLUP predictor c m  now 

be used to eshate the factor sensitivities. The computation method was discussed in detail in 

Subsection 5.7.2. The basic procedure is to 'integna out over al1 the other inputsw fiom the BLUP 

predictor as shown by Equations (5.39) and (5.40). 

The analysis found that the NPV output for 'patch only" strategy (STP1) is sensitive to two input 

factors: the road roughness (Ql). and the pavement strength parameters (DEF and SN as a group). 

The main effect of roughness accounts for 24.7% of al1 the variability in the NPV output, while the 



strength parameters' main effects accounts for about 1 1 56. The factor interaction h e e n  roughness 

and strength parameten dominate the NPV output with over 52% share of the variability. 

To undentand the behavior of the signifiant factors in the mode1 output the main effects, pj ( .  ) are 

piotted against, for the predictor variables estimated to have important e f f w  on the output. 

Figure 6. IO plots the main e f f w  of roughness on the NPV criterion. The figure shows that the 

NPV output is highly nonlincar with respect to roughness input. Confinhg our view to only the 25% 

of the variability conmibuted by roughness, we see the e f f i  of QI on NPV is very high at low levels 

of roughness up to about 5.5 mkm IR1 beyond which a unit change in roughness bas far less impact 

upon the NPV. It is interesthg to note in Figure 6.10 that the roughness effect on NPV ceaches a 

maximum at about 9 mlkm Ri beyond which a M e r  increase in roughness seems to lower the 

p red icted NPV. 

NPV-STP1 (01) ~ 2 4 ~ 7 %  

FIGURE 6. IO The niah effects of cire NPV at 1096, ADT 265 for the strutegy STPI 

It should be pointed out <bat visualbation of both the main eff'ts of the strength parameters and the 

interaction effect of stren@ parame<ers and roughness cm not be computed from the same modified 

Latin hypercube design since the factor grouping (used to adjust the originai design for faftor 

dependencies) interferes with such cornputation. In other words, as far as the 'constrainedW factors 

are concernai. only the main effect for the graip as a unit can be estimated. A separate design for 

the group factors would be requued to determine the individual contribution of each factor in the 

goup. In our case this applied to five groups of 'constrained" factors in the Latin hypercube design 



for Iink characterization shown in Table 6.8. The tenn 'coostrainedW is used to emphasize the fact 

that the factors could not be allowed to Vary completely independent of each other in the 

experimental design. 

TABLE 6.8 Tonstrainedn Factors in the Modifieci Latin Hypemube Design 

Croup Number Group Re#" Variables in t&e Group 

1 Pavement strength parameters SN Stmctural number 
DEF Benkeiman defleztion 

2 Pavement distress parametets ACRA Areaofall cracks (%) 
ACR W Area of wide cracks (%) 
ARA V Area raveled (%) 
APOT A m  of potholes (%) 

3 Pavement deformation parameters RDM Mean rut depth (mm) 
RDS Standard deviation of rut depth (mm) 

4 Pavement history parameters AGEI Age of preventive treatment (years) 
AGE2 Age fiom 1st resucfacing (years) 

@ 
5 Previous distress parameters A C ' b  -eus area of aii  cracks (%) 

-4CRCYb area of wide cracks (%) 

From the stochastic predictors for the two NPV streams at 1 0  ADT the main effects were 

estimated as shown in Table 6.9. The table shows the ANOVA percemage conaibution for the most 

active factors. R is seen from the table that the NPV for strategy STP3 is domiaated by the rutting 

calibration Faaor, h5p (35%). the pavement strength parameters (SN, DEF) (14.5%), the 

carriageway width, W (7 %), and the initial distress level ( A m ,  ACR W. APOT and ARA V). These 

tirst four tanking significant factors account for close to two thïrds of the totai variability in the NPV 

for STP3. 

The top four significant ranLings in the NPV coasist of the same factors for both strategies STP3 and 

SPT4. However, the magnitudes of the &or eflects of these top active factors diffeer significantiy 

from one saategy to the othet. While the contribution of the Krp factor to the NPV is more than 

~ i c e  that of the group 1 factors (SN and DEF) for the strategy STP3. the effets are aimost equal for 

the NPV under strategy STP4 (Table 6.9). Table 6.9 also shows that under STP4, the NPV is 

relatively sensitive to Kge, altitude (A), base layer thiclaess ( B A S E )  and shoulder width (WS). 

These factors are less active in the NPV under suategy STP3. 



140 

TABLE 6.9 ANOVA Contribution: Active Factors in NPV (IO%, ADT 1000) 

Factor ANOVA Sb Factor ANOVA % 

f ip  
Groupl (SN, DEF) 
IV 
Groupf (AC% ACAW; APOT, AMARRV) 

Group3 (RDM, RDS) 
Group4 (AGEI, A@, AGE~)  

Group l x GroupS 
Group I x Krp 
RF 
ACp 
Grouplx Kge 
o 
Group l x Qi 
Kct 
IP-x KcÎ 

Age 
Group l x Group3 
Kcix Qi 

Groupl (SV, ~ 5 )  

DP 
Group2 (ACRA, ACRW, m. ARAV) 
w 
Kge 
A 
Group3 @DM, RDS) 
mSE 
m 
Wx Kci 
Grouplx QI 
QI 
Groupl x e e  
Kci 
SNSG 
Kcix QI 
Kcix Kge 
KgexQI 

Notes: A x B stm& for the interuciibn benueen factors A and B. Syntbok according to 
the Glosscuy Group factors see Table 6.8 

Figure 6.1 1 shows the main effects of the active factors for the NPV under STP3. As mentioned 

before, the main effécts of the 'constrainedw factors could not be plotted; they require an 

independent design to isolate them. It is interesthg to note from Figure 6. 11 that the most active 

factor - the nitting calibration factor (w) - bas a negative main effect that seems to be linear over 

the range iuvestigated. This phenomenon will be discussed tùrther in Section 6.4. The main effect of 

the carriageway width upon the NPV for stcategy STP3 is also negative. but non-linear. This is 

logical since the increased agency costs of R&M treatments resulting from widening a pavement may 

not be offset by the savings in VOCs arking €rom increased mvel speeds. 



FIGURE 6.11 The ni& fator effecîs of -or stralegy STPj ( U T  1000) 

Figure 6.12 plots the main efffeca of the five *unconstrained" active &ors for NPV under strategy 

STP4. The estimated factor effm of the NPV for sttategy STP4 should be treated with caution 

given the low performance of the stochastic predictor in reproducing the HDMm predictions. 

Notice the wide error margin in Figure 6.12. 

An important general conclusion from analyzing the stocbastic predictors for the NPV outputs is that 

the factor effects are highly non-linear. nie magnitude of the individual fmor efffects as well as their 

shape seems to Vary with the R&M treatment strategy used. 

Comparing the Eactor effects at different M c  levels. it is noted that the strength parameters (SN, 

DEF) remain sensitive to the NPV predictious throughout the traffic levels. However, at the low 

traffic (ADT 265) the effect of the (SN. DEÇ) factors seems to be higher than at higher aaffic. Also, 

ic is interesthg to note that at this low aaffic the interaction of the strength faaos (SN, DEF) and 

the roughness (QI) dominates the NPV (52%). Such intetaction is insignificant at higher trafic. 

6.3- 3.3 Diagnosis of the S&chios*c Redictor for L#e-Cycle Cos& 

Figure 6.13 shows the cross validation predictioas ploaed against the raial HDM-iII mode1 outputs 

for the four response variables: agency and users' lifecyele cwts for treatment strategies STP2 and 

STP4. The stochastic prediaor and the actual HDM-III outputs for RMSTP2. VOC-STP2 and VOC- 

STP4 agree very closely . The prediction for RM-STP4 is not as good. but is very reasomble given 

the large sarnple sire used employed (350 data points). 



nie main fauor effects of NPV for s t m ~ g y  STP4 ( M T  1000) 



(a) Agency ( R W )  iife-cyciè cos& output for patch aü, and restai every 6years strategy (STP2) 

fi) Agenp (R6rMJ üf-cycie cosa output for parch ai& r d  every 6 yeam ond owrhy <u 5.5 IRI srrategy (STP4) 

FIGURE 6.13 Cmss V-R pre&tions d nsiduais for tife-cycle costs (ADT 500) 



(c) Users' (VOC) Itfe-cycle corn output for parch ull and reseal every 6 years strategy (STP2) 

(d) Users' (VOC) lif-cycfe cos& output for parch aLl, reseal every 6yeors and averlay at 5.5 IRI strategy (STP4) 

FIGURE 6.13 Cross vaiilt(lnnn prediclions aAd msiduais for lve-cycle cos& (ADT 500) 



Four more response variables generated u ADT LOO0 were modeled using the stochastic approach. 

The agency and users' lifecycle cos6 under the R&M strategies STP3 and STP4 were invatigated. 

Due ro computationai effort c o a s ~ t ,  the stochastic prediaors for these latter response variables 

were built on 1U) data points only. The diagnosis of the performa~ee of the stochvtic models is 

summarized by Figure 6.14. The figure shows plots of cross-validation predictions and residuals for 

çornponent life-cycle cos6 under strategies STP3 and STP4 at the trafic of lûûû ADT. From the 

tigure we see the stochastic models are almost p e r f i  predictors of the HDM-III outputs. 

Consequentiy, the main effects estimated from these pcedictors should be much more reliable than 

those for NPV predictioas. Figure D.2 in Appendix D shows cross-validation cesiduais plotted 

against the predictor (input) variables for the VOC life-cycle costs under strategy STP4 at ADT 

1000. The residuals in this case are also well behaved. Again, the trends that seem to be evident in 

the residuals for the 'coastrainedw variables is explaioed by the distorted plots of these variables in 

the design d.ica (see Figure 5.2 and Section 5.5.2). 

FIGURE 6.I4 Cross validntinn pndicrions Md msid& fur the li$e-cycIe cos& (ADT 1000) 



VOCSTP4 

(b) Scraregy STP4 

FIGURE 6-14 Cmss v d ~ n  pndicrions Md rtsiduals for îhe Efe-cyclè cos& (ADT I W O )  

6.3.3.4 Life-Cycle Costs Sen&* Resula fmm (lie S&chdc  Appmach 

Table 6.10 presents a summary of the factor effkcts upon the lifecycle costs output at ADT 5ûû as 

estimated Crom the stochastic approach. Several thctocs were found to be important in the predicted 

agency lifecycle costs. The carriageway width dominates the LCC-R&M predictions accounting for 

over 94% of the variability for both RdrM strategies. For strategy STP4 the pavement roughness 

(Qc) at the tirst year of analysis, rutting calibration factor (m), the pavement comuuction and 

treatment history (AGEI, AGE2 and AGE3) and the roughness calibration factors (Kge, Kgp) play 



important roles in agency life-cycle prediction. On the other band, the aent most active factors in 

LCC-R&M for strategy STP2 are the cracLing calibdon factors (Kci. Kep), and the pavement 

distress levels at the first year of analysis (ACM. ACRW. MAPOT, A M  V). 

TABLE 6.10 ANOVA Contributions: Active Factors in LIEe-Cycie Costs (ADT 500) 

Factor ANOVA (%) Fador ANOVA (Sb) 

Total 99.83 

Strategy S m  

Factor ANOVA (%) Facîor ANOVA (96) 

RF 

QI 
Groupl (SN, DDEF) 

Croupi x QI 
C 
Groupl (AClu, ACRW, APOT, m v )  
Kci 
Kci x QI 
Krp 
Kge 
RFxC 

Total 99.19 

Notes: A x B s t d  for the interaction between factors A and B. Q&Lr accwding to 
the Gbssuty. Croup factors see Table 6.8 



Figure 6.15 shows the behavior of the main faaor effects for lifecycle costs under two maintenance 

and rehabilitation strategies (STP2 and Sm). Xn Figure 15 (a). for example, the plot labeled RM- 

STP2(W) shows the estimated effeet of caniageway width on the agency lifecycle costs for strategy 

STP2. The perceotage assignai to each plot label is the ANOVA connibution of the factor in the 

overall variability of the response. Thus, Figure 15 (a) indicates that of the total variability in agency 

Iife-cycle costs (for suategy STP2) resulting from varying al1 the 39 link charactetization inputs over 

the ranges investigated carriageway width accounts for 94.3%. 

As seen in Figure 15 (a) the d a g e w a y  width effect is uaiform over the entire range of 

investigation. The figure shows that the role of the rise plus Ml factor (RF) in the Me-cycle VOCs 

increases slightiy at higher magnitudes of RF. This phenornenon is consistent with the underlying 

mode1 construct; M e r  elaboration is given in Section 6.4. 



. .. , ;Igrn- ire-cycle costs strasegy STP2 117) Agency lifie-cycle costs for sîrategy SïP4 

(c) Users' [if-cycle costs for strategy STPZ (d) Users' Ii$e-cycle costs for srategy S V 4  

FIGURE 6.15 Main famr effecIs for l&t-cyc& cos& ( M T  500) 

Table 6.11 shows the faftor sensitivities obtained from the analysis of the stochastic predictor for the 

life-cycle component costs at ADT 1000. Part (a) of the table presents the ANOVA contributions of 

the most active faaors in the agency Mecycle cos& under the two saategies STP3 and STD4. Part 



(b) of the table shows the comspondimg factor effects for usen' life-cycle cosa. The table shows 

that, similar to the life-cycle costs at ADT 500, the first four significant factor rankings account for 

close to 99% of the total variability in the lifeqcie costs. Notice in this case the first five ranLiDgs 

of active factors for VOCs consist of exactiy the same factors (RE @, SN. DEF, QI and C) in the 

same order for both strategies STP3 and STP4. Further, unlike the case for ADT 500, the pavement 

consauaion and treatment bistory (AGEI, AGEZB AGE3) rank second in the agency lifk-cycle costs 

for ADT 1000. 

TABLE 6.11 ANOVA Contributions: Active Factors In Lite-Cycle Costs (ADT 1000) 

HBASEx Group4 0,006 Wx Croup4 0.179 C 0.220 C 0.429 

HBASEx Kvi 0-00l Krp 0.116 RFxGroup5 0.096 Rl;kGroupI 0.083 

Group I 0.001 SP 0.105 Kgp 0.083 Groupa 0.073 

HBASE 0.001 QI 0.079 R F x W  0.069 RFxC 0.043 

W x m S E  0.001 WxKki 0.076 K a  0.069 

Tocal 99,999 Total 99.209 Total 99.445 Toral 99.402 

Notes: A x B star& for the Mtrranion between factors A (Md B. Symbols according tu the 
Gbssary. Groyp factors see Td ie  6.8. Strategies as dcfined in Taolr 3.7. 

Figure 6.16 plots the main effeds of the most sensitive fiaor for the life-cycle components for the 

uaffic level of 1000 ADT. Again. as for ADT 5 0 ,  the figure shows that the effect of the 

carriageway width upon the agency life-cycle costs is approximately linear and positive in the range 

investigated. On the other hand the rise plus fall e f fb  on the life-cycle VOCs is positive parabolic; 

the RF factor effect increases slightly at higher values of RF. 



6.4 Discussion of the R d t s  

6.4.1 Behavioi of the Agency and Users' Components of Total Life-Cjcle Costs 

The results presented in this chapter show that the NPV is highly non-lhear with respect io sensitive 

input factors. The NPV prediction is dso subject to high fMot interactions. Further, it was show 

that the rankings of sensitive factors changes slightly with the RBM strategy useù. 

The most interesthg research fhding with respect to the component life-cycle cos6 predicted by 

HDM-[II is that both the agency and users' life+qcle compownts were show to be dominated by 



relatively fkw factors. some of them not d i r d y  influenced by RBrM treatments. The agency life- 

cycle costs component was found to k highly sensitive to the fam-ageway width. More than 96% of 

die rotai variability of the agency lifecycle cos6 over the input space hvestigated is explained by the 

width factor. Tbis maices sense since the quantîty of rehabilitation work is a product of the pavement 

width and the number of lane Wometers to be repaired. It follows. therrfore, tbat uoit costs of R&M 

operations would bave the same sensitivity to the agency life-cycie costs. Wbat was not obvious, 

before this study, is the relative weight of the sensitivity of the width (and unit costs) factor 

compared to other *ut factors. 

Below this dominant factor in agency Iifeqcle costs (Le., of the remaining less than 6% variability) 

the next active factors Vary according to the R&M strategy. For the common R&M treaments 

investigated. the agency life-cycle cost predictioas are next most sensitive to the pavement 

construction and treatraent bistory (AGEI, AGE2, AGE3). roughness and surface distress levels (QI, 

ACRA. ACR W, M O I .  ARAV) at first year of analysis period. rutthg calibration factor (m), the 

cracking calibration factors (Kci, Kcp) asid the roughness calibration factors (Kge, Kgp). 

The users' (VOC) life-cycle cost component was found to be dominated by the rise plus fa11 (RF) 

variable. This is expected given the significant role of road gradient (RF) in heavy vehicles fuel and 

tire costs (see Section 6.4.2). More than 95% of the total varhbility on VOC life-cycle costs is 

explained by the RF fmor. Sirnilac to the pattern in agency life-cycle costs. the remaining (less than 

5 %) variability is explained by differeat m o r s  for different R&M strategis. In this w e ,  the pool 

of active factors consist of mainly the same façtors although the fanor rankings were show to Vary 

from one R&M strategy to the next. The most active factors (afier RF) for VOCs prediaion were 

found to be the nitting calibration factor (1Yrp) the initial pavement strength (SN. DEF), the pavement 

roughness (QI) and the surface distress levels (ACRI, ACRW, APOZ ARAV) at the beginning year of 

analysis and the horizontal curvature (C). Tbe mean and standard deviation of rut deptb were also 

shown to be sensitive to both agency and users' components of the NPV. 

The observed factor sensitivities for asphalt concrete on granular base were found relatively 

comparable to those obtained for s u e  drasing on soi1 cernent pavements. 

Having looked at the behavior of the key lifecycle cost compoaents (agency and users') the question 

now is does this new understandhg about the key components contribute to explaining the behavior 

of the total life-cycle costs savings - the NPV? 



6.4.2 Bebavior of the NPV Piedictions Erom the HDM-llf Mode1 

The net present value (NPV) calculated by the CIDM-III mode1 was defined by Equltions (4.8) and 

(4.9) in Chapter 4. The NPV rqresents the net saving of taal life-cycle costs of a given stcategy 

over a 'do minimumw alterauive. In simplified anaiyses where effecrs of g e n e d  aaffic. travel 

tirne savings and exogenous costs and benefits are mt comidered Equation (4.8) simplifies to: 

where. MIB,,, = 'net Iifecycle cost savhgsW of sategy ni relative to sttategy n for link k. 
AVOC', = VOC savings of alternative m relative to altemative n in year y for Iink k. 

N b ,  = agency cost difference of alternative n relative to n in year y for link k. 

Notice the opposite signs for the users* cos6 and agency costs components. From Equation (6.4), an 

alternative associated with larger VOC savings will give a larger NPV. ûn the other hand, an 

alternative with large agency cost will generate a smaller NPV. This explains why the f a o r  effect of 

pavement width ( W) on the NPV is negative (Table 6.5. Figures 6.1 1 and 6.12). The high implied 

agency costs associated with the coastniction and life-cycIe maintenance of a wider road are not 

offset by the reduction of VOCs resulting from the associated increase in travel speeds. 

From the above definition of the NPV. one fundamental gap arises when interpreting the behavior of 

the life-cycle cost components (agency and users*) for the purpose of explainhg the observed 

behavior of the NPV. The life-cycle cost components cepcesent the absolute cost values for the 

strategy in question, whereas, the NPV represents the life-cycle cost difference between a 'do 

minimum" strategy and the strategy in question. In other words. economic evduation of R&M 

programs is concerned more with cost differentials than the absolute Iifecyele costs. Furthermore. in 

such analyses (where new constructiom or capacity expansions are not king considered) the 

cornparison 'do minimum" versus the strategy in question is over the same existing alignment, 

therefore the alignment amibutes, e.g., rise plus fail (RF). curvahue (0. etc. remain unchanged. 

Bearing in mind the above definition of the NPV, and the faus in a wouork level analysis on cost 

differentials rather than the absolute life-cycle costs, the observed behavior of factor effects on the 

NPV prdiction cm now be explained. 

The ranking of factor effects on NPV f o d  in the study (Tables 6.5 and 6.9) appears at a f i s t  

glance to bear no relationship with the factor eff' for the compowat agency and users' lifecycle 



costs. However, on a closer look, the factor sensitivity findings for the component agency and users' 

Iife-cycle cos& (Tables 6.6. 6.7. 6.10 and 6.1 1) trauslafe very well in explainhg the observed 

behavior of factor sensitivities for the NPV. For example, the nitting calibration, @, wns out to 

be the most sensitive -or in the NPV - as expected s i m  it is the second most active h o r  in 

VOCs after the rise plus fail. It is wonh recalling that although the RF factor was most significant in 

the VOCs prediaioas, the corn tradeoff between a given strategy and the 'do minimum" strategy is 

over the same alignment (fixed RF), hence the reduced sensitivity in the NPV predictions. 

Another example is the riuiicing of the strength parameters (SN. DEF) in the predicted NPV. It is 

noted that these fàctors are highly sensitive to both the agency and users' life-cycle costs. Notice also 

how well the positions of the carriageway width (W), the initial pavement distress level (ACRA, 

ACR W. APOT. ARAV), the rutting h o r s  (RDM. RDS) and the pavement construction and treament 

history (AGEI. AG=, AGE3) in the agency life-cycle costs translate to the ranLings in the NPV. 

6.4.3 Discussion of the Observed Interesthg Factor Effects 

The behavior of factor effects of some of the sensitive factors presented in this chapter were rather 

interesting; explanation of their observed effects in the NPV predictions was not obvious. Such 

factors include rutting calibration factor. Kkp, (Figures 6.11 and 6.12). roughness, QI, (Figure 

6.10). and roughness cdibration factor, Kge, (Figure 6.12). This subsection looks fiirther into some 

of these factors and explains the observed behavior. 

6.4.3.1 V i t i o n  of thc To&l Ufe-Cycle Co- NPV wiU, the Rulang Calibmtton Facm 

Figure 6.17 shows the effect of the rutting calibration fanor (1Ylp) upon the rate of rutting and the 

resulting roughness progression for the typical road link used in the sensitivity study. At low Kip the 

rate of progression is low (Figure 6.17 (a)), changing only about 10 mm over 10 years. The age of 

the pavement at the start of anaiysis was 25 years; thus the initial rut depth of 35 mm. In Figure 6.17 

(b) when Ki=p is at the high level of 3.8, the 25 years old pavement has reacbed a rut depth of 47 mm 

and progresses quicidy to the maximum rut depth of 50 mm in less than a year. The effect of these 

deep ruts on roughness is seen as: (a) higher initial roughness, and (b) fater rate of progression (4.5 

to 9 IRI in 10 years compared to 2.5 to 5 IR? in the same pr ia i ) .  

Figure 6.18 shows the implication of the performance discussed above upon the VOCs and the 

predicted NPV. Figure 6.18 (a) shows that the effectiveness of the high standard R&M strategies 



(STP3, STP4) in reducing VOCs is lost at higher levels of Kip (implying higher mean roughness). 

VOCs for al1 strategies converge at Kip beyoad 2 - 3. At low Kip. however, the high standard 

strategies are more effective in lowering VOCs than the low standard strategies (STPû, STPI). 

The above phenornenon trauslates into the NPV behavior shown in Figure 6.18 (b). NPV, which 

here reflects only the VOC savings (agency costs were unchanged with Rrp) is low at higher Krp 

since. as shown earlier VOCs for STP4 and S m ,  fUr example, are much closer at higher roughness 

Ievels than they are at low roughness. 

Rut Depth and Rmghness Truids with Krp 

Rut Depth and Rougliaess Trends witb Krp 

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 ZOOS 
Yea r 

(b) Dpt3 .8  

FIGURE 6.1 7 R&g anà mughness pe#omance at different grP lcveis 



Lve-cycle vehicle operanng costs versus the nuhng caiibrm%n factor (Kip) 

1 NPV Trend with Krp Leveb 

0.2 1.4 21 3 3.8 
Krp Level 

NPV Trend with Krp Levels 
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(a) WVof total üjie-cycle costs versur the nuring cuiibration factor 0 

F ï G ü R E  6.18 V(Vi4tiOn of the NPV WM the ccJibmthn fw@r (Bip) 



6.4.3.2 The Effect of RLsr Hus F<JI on the NPV 

The rise plus fall (RF) &or raalis oniy about 8 in the NPV predictious, however, it was found to 

be extremely signifiant in the prediction of absolute users' lifecycle costs. The bebvior of this 

factor with respect to the VOCs predictions (Figures 6.15 and 6.16) was rathet interesthg and merits 

hinher discussion. Figure 6.19 shows the behavior of the key vehicle operation coats components 

consumption with respect to the rise plus fall Ertor for the typid road liaL used in the sensitivity 

study. Typically, the three resources: fuel costs, vehicle repair parts costs, and tire COS& represent 

55 to 65% and 75 to 80% of the total vehicle running costs at 10 and 120 d k m  rise plus faIl 

respectively for buses and trucks for a typicai road link in the case study region. Again, typically 

tnicks and buses account for up to 95% of the total VOCs for a road link with a typical trafic mix. 

As shown in the figure. the rise plus fa11 (RF) has a general negative effect on travel speed; the effect 

is panicularly noticeable for buses and truck. The reduction in travel speed translates into very 



rapid increase in both fuel and tire consumption. Notice again the effkct is most detrimental to the 

heavy vehicle classes. Interestingly, the parts costs seem to be d k c t e d  by the rise plus fall faftor. 

6.4.3.3 Effect of the I n W  Roughness LNcl anîi the Roughness Colibmîhn on the NPV 

Another interesting behavior is the signifiant role of the interaction bmueen roughaess and the 

strength parameters 'Qlx (SN, DEmW at low aaff?c, The results show that the NPV for strategy 

STP 1 at 265 ADT is dominated by the 'QIx (SN, DEF)" interaction (52%). The main effects of 

roughness and those of the strength parameters separately rrûunt for only 35% of the ANOVA 

contribution. At ADT 1000 the interaction 'QIx (SN, DEm " has an almost insignificant effect on the 

NPV for strategis STP3 and STP4 (Table 6.9). This is a phenornenon worth investigating. Figures 

6.20 through 6.22 show the role of the calibration façtors on the predicted roughuess, the Iife-cycle 

costs and the NPV. 

Roughness Behavior a t  two Kgp lcvels 

Roughness Bchiviotat tua Kge levelr 

FIGURE 6.20 Roughness ptvgmssion ~rr two levefs of the c c i l i b d n  factors (Km, Kge) 



From Figure 6.20 it is noted that the rougimess profile change associated with the Kgp change (0.8 - 

1.2) is slightly higher but close to the change resulting from the Kge change of (0.8 - 1.4). Figure 

6.2 1 shows the e f f i  of the roughness profile change upon the predicted users' lifecycle costs. It is 

interesting to note that though generaily the VOCs are close, in overall the Kge change is associated 

with slightiy higher absolute usen costs than the @g changes for the low strategies (STPO and 

STPI). Consequently, the difference between the VOCs for the higher strategies (STP4 and STP3) 

and the VOCs for the nuIl strategy. STW are higher for Kge than Kgp over the same interval. This 

behavior is reflected in the NPV changes shown in Figure 6.22. Note the interesting decrease in 

NPV as Kge and K' increase for low strategies (STP1. S m ) .  whereas for the higher strategies 

(STP3, STP4) an increase in either Kge or Kgp results in an increase in the NPV. 

1 
Kgp Level 

VOC versas Kge Levels 

0.8 0.9 1 1.1 1.2 1.4 

1 Kge Level 

FIGURE 6.21 E w  of tfae mughess calibmbn fmtom (Kw and Kge) on VOCs 



NPV Behavior at diffetcnt Kgp LevcL 

0 -8 0 -9 I 1.1 1.2 
Kgp Lcvel 

NPV Behavior at diffcrent Kge Levels 

0.8 0.9 1 1.1 1.2 1.4 
Kge Level 

FIGURE 6.22 (a) Effect of lnr roughess calibrorion f~u:l~rs (Km Md Kge) on NPV 



NPV Behavior at differeat Kgp Levels 

O -8 0 -9 1 
Kgp Levd 

1 2  

NPV Behavior at different Kge Leveis 
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FIGURE 6.22 @) Effect of llil mughness ccJibrariOn foctom ( '  Md Kge) on NPV 

6.4.4 Summary Ranking of Sensitive Input Factors 

Table 6.12 shows a summary of the fmor sensitivities. The factors bave been ranked according to 

their sensitivity to the NPV predictions. The table also provides, for cornparison purpose, the factor 

sensitivities to the componeat ageacy and users' Iife-cycle costs. It is wonh pointing out that the 

NPV sensitivities (ANOVAI) were adjusted to accoum for factor interactions and averaged over the 

rwo strategies (STP3, STP4) and two trafEic levels. The ANOVA percentages for agency and usen' 

life-cycle cosa are given only for cornparison; they were adjusted for &or interactions but not 

averaged over trafic. Notice the effect of aaffic level on bar rankings for component lifecycle 

costs. 

Table 6.13 compares the final rankiags based on factor sensitivities to the NPV and the 

correspond ing rankiogs for the componem agency and users' Iifecycle costs for the individual 



strategies. The table highlights the important fact that the fàctor semitiviues are, as expected, 

dependent on the strategies king investïgaad. 

Tables 6.12 and 6.13 show that the most sigaificant Eactocs in the NPV prediction are the rutting 

calibration &or (Rip), the pavement suength parameters (SN, DEF), the -ageway width (W), 

and the ùiitiai pavement dimess level (ACRI. ACRM MOT and ARIV). These first four ranLing 

significant &tors account for close to 64% of the total vatiability in the NPV. 

The next most sensitive factors in the NPV are, the roughness-enviro~mentai ulibration (Kge), the 

level of mniog and its variability (RDM, MN), the altitude (A), and the pavement construction and 

treaunent history (AGEI, AGEZ, and AGE3). Road rougbness (QI), cracking caiibration fanors 

(Kci, Kcp) and the base layer thicbess (HBASE) were also found to be active in the NPV. 

TABLE 6.U Summary of Factor Seositivities in M A %  Contributions 

' NOVA% for NPV were a@mred for factor interamkm and awroged over mm strutegies 
and nw nq@c Ievels - ADT SOO and IWO. SymboIs accoràïng to the Gbssary. 



TABLE 6.13 Factor Ranlcing A c c o n h g  to Sensitirity to the NPV 

Symbols according to the Gfossary- 

6.4.5 Cornparison of the Seiisitivity Findhgs with the Literature 

As mentioned earlier in Cbapter 2 the féw isolated sensitivity studies on HDM-III found in the 

literature are of considerably limited scope and ahost each of them is based on a differem objective 

fùnction. The brief section on sensitivity analysis in [Queirm 911, for example. reports a ceteris 

paribus test of the effects of a 10% reduction in traffic level and 10% increase in R&M unit costs 

upon the predicted infernal rate of r e m  (IRR). [Queiroz 911 found that 10% lower traffic and 10% 

higher unit cos& resulted in 4 to 8% lower IRR. These results agree with those reporteci by merali 

9 1 1. The latter work was aimed at investigating the braiceen  aaffc at which to upgnde a grave1 

road to paved standards, and was baxd on the NPV and IRR predictions as the anaiysis criteria. The 

results fiom [Kerali 91) show that for high rainfall in mountainous areas, an bcrease in traffic by 10 

vehicles per day yields about 0.8% increase in the IRR (of the upgrading strategy). 

Interpreting the NPV sensitivities given in [Kerali 911 (Table 3 pp. 36) as elasticity of the NPV with 

respect to trafic, values beoveen 2.8 and 3.5 for discount rates of 5 and 10% respectiveiy are 



obtained at the base trafic of 400 up to 700. These numbers compare well with ceteris pm'bus 

results from this thesis (Table 6.2). However, it is again emphasized that it is not appropriate to 

compare results that are based on the cauis p B u s  investigation. It was sbown eariier in thû 

chapter that the ceteris pari'bus d a  are not conclusive. Besides, even when the elasticity approach 

is employai (to normalize lstandardke the results for input /output fktor ranges), consistent results 

are only achieved where the assumptions of linearity and additivity of &or effeas are plausible. It 

was noted that for a response that is highly non-Iinear or subject to signifiant factor interactions the 

s tandardized ceteris paribus (and the linear regression) estimation of factor sensitivities fails. 

The earlier works in 1987 and 1988 by phandari 87 and Bank 881 investigated, again using the 

ceteris puribus technique. break-even trafic volumes at which it becornes economical to pave a 

grave1 road. A more interesthg contribution from [Bhandari 87 and Bank 881 is that dealing with the 

sensitivity of the NPV with respect to the pavement strength (SN). Based on studies carrieci out in 

Costa Rica and Mali, the two articles present interesthg details of the interaction of the trMc Ievel 

and the modified structural number (SM) upon the predicted NPV over a large number of R&M 

strategies. The behavior of the NPV with respect to the traffc level (ADT) as reported in these 

earlier studies is comparable to that in [Kerali 91 and Queiroz 911. 

6.5 A Factor Sensitivity-Based Framework for RioritiPng Data Collection 

The findings from this research indicate that, for the typical link in the cross-section of paved roads 

in the case study region (15 - 20 yean old, resurf;aced 6 - 15 years ago, initiai strength of 3.5 - 4.0 

modified stnrctural nwnber, and 0.5 - 1.0 million ESALr per lane per year t r a c  Ioading), the 

estimation of the mtting calibration (m), pavement strength, pavement width, and initial level of 

pavement distresses is very important in determining the precision of the predicted NPV. Other 

factors that were shown to be significant in the NPV prediction ioclude the initial nitting level and 

its variability, roughness Ievel and its calibration and pavement construction and treatment history. 

One important implication of the research findings is in the ana of pciocity of local calibration of the 

pavement performance relationships in HDM-[II. The sensitivity cesults indicate that the highest 

calibration pnority should be given to the rutthg progression cllibration frtor (Kip). The next most 

important calibration factors are the rougbness~nviromental-age factor (Kge) and the cracking 

calibration factors (Kci, Kcp). According to the fiadiags, the ravelling calibration (KM] and the 

potholes calibration ( Q p )  should be given the Ieast priority in local re-calibration. 



The role of roughness, and the calibration of its progression was shown to have a lesser sensitivity 

than indicated in other studies. This is of course a resuit of the Iower pavement standards (moderate 

to high roughness levels tolerated) in the cross-section of pavements in the case study region. It was 

s hown (Section 6 -4) that the e€kct of roughness on NPV is more signifiant for smwther pavements; 

beyond 6 - 9 mlLm IR1 roughwss has a reduced &kt upon the NPV. 

Another immediate application of the factor semitivity results established in this saidy is in the area 

of prioritiring data collection and management resources for HDM-II[ application. In sixnplistic 

terrns, it is obviously logical to spend the available dollars on collecting first the data items that are 

most sensitive to the NPV predictions. 

Strictly speaking, however, factor sensitivities are aot by themselves sufficient in prioritizing data 

collection resources. Factor sensitivities only provide a relative scale of comparing the 'benefitsW of 

collecting the individual data items. More attention should be paid to collecting/determining input 

factors with higher sensitivities. Compared to the impact of the Iess sensitive factors, the more 

imprecise these sensitive factors are the more unreliable are the NPV predictions. 

To complete the prioritization exercise it would be necessary to have the unit costs of collecting the 

data i tem. Given the input factors data collection cost per kilometer c o s t ~ f f d v e  allocation of data 

coIIection expenditure can be recomended using, for example, the efficiency frontier. To draw the 

eficiency frontier of Figure 6.23 the benefit axis would make use of factor sensitivities as 

determined in this study. 

Collection Cost per k m  

FIGURE 6.23 Factor sensin'vities bas& emicncy fmntier forpriodizùtg expenàïture 



The results given in this chapter have shown <bat the factor sensitivity rankings are, as expeaed, 

influenced (at les t  margindly) by the RdrM strategies used in the investigation. Therefore. any 

realistic cost-effective a i i d o n  of data collection resowe should be carefiilly planaed on aa 

application-specific basis. Such priority selection of factors should be bas& on sensitivities results 

averaged over a reasonable range of feasible sûategies for the application at hand. 

6.6 Summary of Chapter Conclusions 

The resulrs in this Cbapter show that the most significant mors in the NPV prediction are: the 

nitting calibration k t o r  (Rip). the pavement smngth parameters (SN, DEF), the carriageway width 

(W), and the initial pavement distress Ievel (ACRI, ACRW? APOT and AMV). These tùsr four 

groups of sensitive factors account for close to 64% of the total variability in the NPV. 

The next most sensitive factors in the NPV are, the roughness-environmentai calibration (Kge), the 

level of rutting and its variability (RDM. RDS), the altitude (A). and the pavement coostniction and 

treaunent bistory (AGEI, AGE2. and AGE3). Road roughness (Ql), cracking calibration factors 

(Kci, Kcp) and the base layer thickaess (HBASE) were also found to be active in the NPV. 

From the chapter findings, the least active factors to the NPV predictions fiom the HDM-III mode1 

are: rainfall (MW), horizontal curvatuce (0, superelevaaon (Se, effective aumber of lanes 

( E D U E ) ,  surface layer thicLness ( H S M ,  HSOLD), the base layer compaction (QMOD) and the 

strength code. m e r s  are, potholes and raveliag calibrath factors (X'@p9 Ki@. the consmiction 

faulty code (CQ) and the cracking and raveliig retardation h o r s  (CRT. AW). Factors that are only 

slightly acîive are: rise plus fidl (RF). altitude (A). shoulder width (WS), subgrade strength (SNSG) 

and the previous pavement distresses (ACRIb, ACRWb). 

The research findings also show that the NPV prediaions fiom the HDM-iII mode1 are highly non- 

linear with respect to sensitive input factors and are also subject to significant factor interactions. 

Exp lanation of the NPV behavior required funber investigation on the componeat lifecycle costs . 

This chapter also developed a fiamework for prioritizing data collection cesources with respect to 

HDM-III application at the nemvork level. Once the factor seasitivities have been estaMished, the 

data items to which more attention should be paid in allocating the collection dollars is determined 

on the basis of the factor sensitivities. Completion of the efficiency fiontier for proper priorituation 

would require data on the cos& and/ot cost-effee<iveness of collecting each individual data item. 



Chapter 7 

SIMPLIFYING HDM-III APPLICATION BY DEFAULT INPUTS 

7.1 Chapter ûverview 

As outlined in Chapter 1 of this thesis, one irnmediate use of the factor semitivity findings is to 

examine the viability of reducing the data requirements for the HDMJli model application in pnority 

programming. With the results presented in Chapter 6 it is now possible to test the principal thesis 

hypothesis that, for a specific application an acceptable quaiity of output criteria could be achieved 

by employing relatively more defauh inputs (hence fewer precise inputs) dian currently claimed. This 

chapter presents the concept of model data needs reduction by the use of surrogate default inputs and 

the statisticai validation of such a reduced model. 

The chapter first formulates a pool of default inputs for each of the Iifeaycle cost criteria from the 

ranking of active fanors. Factors with main effects below a chosen nitoff point are classified as 

inactive factors. Typical values for thae inactive factors are then assigneci as default i np~ t  values for 

subsequent model mm. Two Stream of HDM-III outpuis are generated by running the model over 

150 daîa sites from the Latin hypercube design data that explores the input space as fblly as possible. 

One output stream is based on the default inputs (Le., fixing the input values for the inactive factors 

constant for al1 validation runs). In the other output Stream, ail predictor variables are allowed to 

take on their precise values. Cornparison of these two model output streams provides the staustical 

hypothesis testing reported bere. 

7.2 The Concept of Reduciag HDM-III Data Needs by Defauit Inputs 

The concept of using default inputs as a suitable fiamework in which the potemial of the HDM-III 

model cm be made more available to the low-income road agencies w u  introduced in Chapter 2. It 

was argued bat  while other approaches sound amaaive, for example developing simplified 

algorithms (with fwer  input variables), similar to Paterson 94 work, their immediate benefit is 

only to those road agencies capable of develophg (computer codiog, m.) their own analysis 

'engines" or entue pavement management systems, or in the very least, modifying the HDM-ïIï 

computer code to make use of such simplet algoritùms. 



The thesis argues that with respect to most of the low-incorne road agencies in SSA the capability to 

make use of new algorithm is not foctûcoming. Further, it was obsaved bat a suitably calibrated 

HDM-III model is still good enough for simulating the road khavior in many tropical environments 

where the design standards are close to the HDM study conditions. Modifying the HDM-III 

computer code is not considered an important requirement in SubSaharan Af?ica, at least for now. 

Given the above argument, the most appropriate approach for malong the application of HDM-UI 

more available is to s u d i n e  the data requuements while r&g the existing computer code. 

This approach has the advantage in that the existing HDM-III code can be retained as is, hence no 

funher invesnnent is requùed on the part of an existing user. It also allows the same simplification 

approach to be available to users of the forthcoming model upgrade (HDM4) sinçe it is expected to 

incorporate most of the existing HDM-III tectinical relationships. 

7.3 The Existing Li Chsracterization Defauit inputs in HDM-III 

Currently, under the paved road l i i  characteization class of inputs, the Brazil set of HDM-III 

relationships provide default inputs for a total of 14 input factors: altitude, superelevation, effective 

number of lanes, subgrade compaction, cracking and raveling retardation factors, and the seven 

performance calibration fitors. The fmdings of factor sensitivities fkom this thesis (Chapter 6) 

suggest that the number of link characterization default inputs in HDM-III c m  be increased trom the 

current 14 to more thaa 20 without a significant loss of quality of the predicted lifecycle costs and 

NPV. The specific number of inactive fictors on per outputstrategy basis is subsequently discussed 

in the next section. 

It is also worth pointiag out that the current set of default (link characterization) input factors assume 

values that are, of course, reflective of the uncaiibrated model for Brazil technological. 

environmental, and economic conditions during the HDM study. The only exceptions are the 

effective number of lanes and the superelevation. The default value for the effective number of lanes 

is estimated by the model as a fiinaion of the carriageway width, wbereas the superelevation is 

determined as a function of the horizonal curvanin. The approach demonstrateci in this thesis 

provides a mechanism of determinhg values of detàult input Factors that u e  more reflective of the 

local conditions. This also applies to the les  significant cllibration factors: the potholes progression 

and the raveling calibration Factors. 



7.4 A Framewok for SeIecting the Candidate Factors for Default Inputs 

SeIection of the candidate input faMoes which can be replaced by default values (in subsequent 

analyses) for a given mdy region should be based on fador sensitivities of the model output 

criterion of imerest Since the sensitivity results are specific to the mode1 output and are also 

dependent on the other input classes tbat were not investigated in this study (e.g-, vehicle 

characteckatioa variables, stracegy dedinition faMo15, etc.), decidïng on variables to designate as 

default input for a given region requires a systematic investigation procedure. Figure 7.1 presents a 

viable framework for such an investigation which ensures that the results of the subsequent HDM-III 

analyses cemains reliable for the pavement management decision-making. The figure shows both the 

investigation and the appliçation stages for task-specific default inputs. The specific nature of the 

default inputs is discussed in a later subsection; the following subseztion lodrs at an important input 

to the framework descriied above - the cutoff criterion. 

7.4.2 Criteria for Choosing Candidate lor Defadt Inputs 

The immediate evidence suggested by the factor sensitivities reporteci in Chapter 6 is that the life- 

cycle costs components (of the NPV) are dominated by only a féw sensitive fiaors. Agency life- 

cycle costs for the resealing strategy (STP2), for example, are dominated by the carriageway width 

( W), the cracking initiation factor (Kcz'). and the distress parameters (ACRA, ACR W, MOT, ARA V) . 
For users' life-cycle cos& over 98.7% of al1 the variability is attri'buted to the rise plus fall (RF), the 

cracking calibration factor (Kcp), the strength parameters (SN. DEF) and the road roughness (QI). 

Of the 39 Iink chacacterization factors. there are only about 10 active factors that explains the 

variability in VOC life-cycle costs; the remaiaing inactive factors contribute las  than 1.3%. 

Similarly, for the agency lifecycle cos& the top 10 factors (W, AGEI, AGE2, AGE3, Kge, Kvi, 

HBASE, SN and DEF) accounts for 99% of the total vxiability in the prediaion. The important 

implication of this finding is that the large aumber of insensitive hctors can be trimmed from the 

model with practically negligible or small loss of precision in the predicted NPV. 

ï h e  viability of streamlining the data requirements for applying HDM-III was examinai by replacing 

the inactive factors in the model by constant values. The immediate question, however, is what level 



of factor effect should be used to designaie a variable as inactive? The importance of this cutoff level 

criterion is that it bevs a direct implication upon the predïction aecura~y of the shplified model. 

Unfortuuately it not possible to bow exactiy how much prediction accufacy will be compromised 

for any given cutoff Ievel. This is obvious €tom the fact that the €&or effkcts estimated from the 

stochastic approach, for example, do not account for 100% variability in the actual model outputs 

(see subsection 6.3.2 and Figure 6.8). 
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Candidates for default values 
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FIGURE 7.1 A fninrcwork for selecting condidorc varirioles for &f& inputs 

L 
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7.4.3 Specific Nature of Inactive Factors 

The results nom the sensitivity study strongly suggest that the faaor sensitivities change slightly 

across treatment strategis. It was shown, for example, witù respect to agency lifecycle predictions, 

while pavement distress parameters are active tictors under ~tfategy STP2, they are inactive under 

suaregy STP4 fiables 6.10 and 6.11). Similady. the mean and standard deviation of rut depth are 

only active in users* costs uader sategy STP4. They are W v e  both in the other strategis and in 

agency LCC. Again, the pavement age parameters are only active in agency LCC for strategy STP4. 

However, with respect to the NPV, the overall change in fmor sensitivity rankings is not that 

noticeable. It is seen fkom Table 6.9 that the first 8 most active factors (ranks L to 4) for both 

strategies STP3 and STP4 include the same variables (4, SSN. DEF, W. and surface distresses). 

From a general model building point of view. as more van-ables are dropped from a model, the more 

the estimated mode1 parameters 'absorbw the role of the dropped out variabla. Therefore, the 

reduced mode1 becomes less tramferable to other situations. 

In the case at hand, the other input factors in HDM-III that are centrai to R&M priority 

progrmming include R&M strategy definition aitributes and unit cos& and vehicle characterization 

variables (Figure 1. L and Table 1.1). These later ffactocs were kept constant at their typical values for 

the case study region during the course of investigation. It cm only be expeded that the sensitivities 

d e t e r a d  are not independent of these other base case inputs. While the results from the ceteris 

paribus (Table 6.3) are still inconclusive they point out the signifiant e f k a  of some of the vehicle 

characterization variables. In particular, Table 6.3 shows the roughness coefficient, CSfQZ, and the 

constant term in the parts - roughness equation to be extremely infiuential on the output NPV. 

This set of affaus highlights the faa chat under differeat levels of such other significaat factors the 

sensitivities determined for Iink characterization factors are likely to change. Therefore it is 

recommended that default inputs be determiaed on application-specific basis. 

7.4.4 Pmposed Defauit Inputs for LiiiL Characterization Factors 

Findings on Eactor sensitivities for Iink chafacterization variables in HDM-ILI have been presented in 

Chapter 6. Tables 6.12 and 6.13 summarUe the ranking of the most active factors identified in the 

study. The fanking results were subsequeatly wd to detetmine the 'inactivew model input factors 

that have little impact on the predicted lifeqcle costs. For each type of the HDM-UI outputs 



(agency, user's and NPV life-cycle costs) a set of candidates for default inputs was selected 

representing the inactive factors (those not ranked as active in Table 6.12). The values assigneci as 

default inputs (uscd as constants in absequent model nios) reflect the typical values for the factor in 

the case study region, 

7.5 Testing the Validity of the "Defaults Basedn Mode1 

Once the candidate inactive factors to designate as default inputs in subsequent model applications 

have been selected, the naturai question is. how vaiid are the mode1 predictions based on such default 

inputs? Are the predictions based on the 'reduced* model good enough for practical pavement 

management decision-making? Th* section discusses the question and the sample statjstics which 

examine this key research question. 

The validation of the 'reduced* model relies on comparing rpsults of the malysis performed using 

the 'reduced" model (based on default inputs for the inactive factors) to the results from the full 

HDM-III model (with full range variability in al1 model inputs). The underlying statistical question is 

to test the nul1 hypothesis, & against the alternative hypothesis Hl where. 

&: The HDM-III life-cycle costs predictions based on default inputs are significantly 
differern fkom the predictions using the full set of input factors. 

Hl: The HDM-III. lifê-cycle costs predictions based on default inputs are practically not 
different n o m  the predictions based on hiIl set of inputs. 

If there is sufficient statktical evidence. Say at 5% significance level, to rejea the nul1 hypothesis, 

then it will have been demonstratecl that very liale qudity of the output criteria is lost by using 

default inputs for the inactive factors; that in fa*, there is no statistical evidence to doubt the 

analysis based on default inputs as good enough for decision-making in pavement management. 

The principal hypothesis stated above constitutes a general question to which it was desued to tind a 

specific solution. Since the factor sensitivities studied in this thesis are based on lifeqcle cost 

predictions for seved R&M treatment strategies, the general hypothesis was tested at several 

specific levels. The specific sub-hypotheses testecl are subsequently presented. 



7.5.1 Specific Validation Hgpotheses and Sample Statistics 

To test the thesis principal hypothesis that the HDM-IIi model exhibits -or sparsity; that the mode1 

data needs are ceducible by designahg the iiiactive mode1 factors as defaut inputs. specific life-cycle 

costs predictioas for R&M ssategies SrP2 and STP4 were employed. 

Apart from the principal hypothesis stated above, the study was also hterested in hding out how 

specific the defauit inputs are across t r a c  leveis and matment strategis. 

The test problem outlined above can be re-stated as an equivalent ANOVA problem. It is desirable to 

see if there is any real difference between the lifecycle cost predictioas using full set of input data 

and those based on defauIt inputs- This is a cornparison of means problem where the concern is to 

find out whether the observed differences among the means pf, ~ ( t  ..., pk are signifiant or whether 

the differences are pure noise (compared to within sample variability). 

in an ANOVA test the hypotheses are: 

Y: 6 #Pt for any pair u, k) of test samples 

The hypotheses stated above have been listed in specific terms in TabIe 7.1. The three nul1 sub- 

hypotheses relevant to the theme of the thesis are subsequently summari7Prl- Table 7.2 defines the 

relevant symbols used in Table 7.1. The table lists the nul1 hypotheses, the response variable to be 

tested and the test critenon for each of the four model outputs investigated. 

Referring to Table 7.1 hypothesis one look at the primary interest of this thesis. It posa the 

question, 'Cm ceasonable model predictions be achieved by using default values in place of the 

inactive factors?" Hypothesis two looks at the e f k t  of traftic Ievel on the default values. Traffic 

level was also pointed out by the ceteris pan'bus results as one of the most active factors; the concern 

here is whether the integrity of the model predictions based on default inputs is preserved at different 

traffic levels. Hypothesis three intends to fhd  out what happens wben the default inputs developed 

using factor sensitivities for a given -gy are used in a different R&M strategy. 

Hypothesis 4 looks at users' Iife-cycle predictions by using default inputs. Shce trafic level has a 

direct effect upon the VOCs, the cornparison is between predictions using full data aad predictions 



based on default inputs within the same aaffic level category. The default inputs ideally fomulated 

for ADT 500, for one R&M strategy are reused to predict lik-cycle costs with a different strategy 

and at different aaffic levels. 

Part of the Latin hypercube experimental design data was used for generating the sampk statistics 

required for hypotheses testing. As disçussed earlier (see Section 5.4.3) one of the advantages of the 

Latin hypercube design is bat  it ensures that any portion of the design ma& is a fully stratifieci 

sample of the input space regardless of the size of the sample and the sample location in the mat.& 

For the purpose of validation testing, the first 150 data points from the modified Lafin hypercube 

design ma& was employed. The HDM4I.ï mode1 was run twice on these 150 data sites, fist with 

al1 the predictor variables ailowed to take their values as supplieci at each data site. Tùe second nin 

employed default inputs whereby al1 the inactive fanors (for a given output criterion) were flxed at 

their mean levels for al1 the ruas. while the active factors were allowed to Vary as per the data site 

values. The life-cycle predicrions from the two nuis provided the sample data for statistical 

hypothesis testing performed here. 

TABLE 7.1 The S W c T e s t  Hypotheses 

E~pothesis Nul1 Hypothesis (Ha) Prediction Categories 

1.1 HDM-m agenfy life-c[e pmdoas uSuig &fault ~ d ~ = ~ 4 2 0 2 ' ~ d l 2 = ~ a ~ 2 = ~ d 3 7  
pa400=Fa401=pa414=pa424=pa434 

1.2 inputs are comparable to predictions using hill input data 

2.1 HDM-iIï agency lifecyfle msts predictions do not change pdm=pdlo=~do=paUO 

22 signïfkattd~ with ua8ti~ kvel ~a4M=pa4~0=pa420=pa430 

3.1 Swapping the defauit inputs h m  one stmtegy to amther ~ ~ ~ = ~ a 2 0 1 = ~ ~ 1 4 = ~ a ~ I = ~ 0 2 3 4  

has no signiacant effa on agency life-cycle casts pa4~=Pa402=Pa412=Pa4~2=po43t 

Road Users' lifeqcle cos& predicted using d&dt inputs pYMO=pdo2=Pdm 
4.2 pa400=Pa402=pa4tw 
4.3 

are al1 quai to those prdcted using fuii set of inputs at 
pyflo=pt312=pU214 

4.4 the same traf6c 

Key: See Tàôle 7.2 for the dflnition of symbols (the mean values compwed) 



TABLE X2 Definition of the Mean Values Used in the Hypotheses (Table Tel) 

Description Symbol L i t ~ c l e  Type Set of MUtt TMIC level of 
and S t n t q y  Uscd inputs Used Prediction (ADT) 

Full data ~ r e d i ~ o n s  pdm LCC--Sm Fulldata 500 
pa4m LCC-RBM: STP4 Fulldata 500 
pum LCC-VOC:S'rP2 Full& 500 

PUIOO LCC-VOC: STP4 Full data 500 
Same m t e g y  (STP2) defauits, pdo2 LCC-RiBt STP2 S m ,  ADTSûû 500 
different d c  

Pa434 LCC-R8tM: STP4 STP4, ADTS00 1500 
DiEerent strategy defauits, Fa402 LCC-R&M: STP4 STP2, ADTSOO 500 
different WC Pa412 LCC-R&M:STPQ STP2,ADTjûû 264 

Pa422 L C C - R a :  STP4 STP2, ADTS00 lûûû 

dinerent t d i c  

p m  LCC-R&kSTPZ STP4,ADTSOO 15ûû 
Sarne m t e g y  (Sn2 ) d&uk, pdo2 LCC-VOC: STE2 STP2, ADTSOO 500 
dinerent tdEc 

p a 2  LCC-VOC: STP2 STP2. ADTSûû 1 5 0  
Same strates (STP2) defauits. pu4& LCC-VOC: STP4 STPQ, ADTSOO 500 

p u  LCC-VOC: STP4 STP4. AMMO 264 

pu4tI LCC-VOC: STP4 STP4, ADTMO lûûû 
pu434 LCC-VOC: STP4 STP4. ADTSûû 1500 

DifTerent strategy defaults, LCC-VOC: STP4 STP2. ADTSOO 5 0  
different WC pu412 LCC-voc: STP4 S m ,  ADTSOO 264 

pu422 LCC-VW: STP4 STPZ, ADTSOO lûûû 
pu432 LCC-VOC: STP4 STP2, ADTSOO 1500 

Dinetent svategy dehults, pdw LCC-V0c:STPZ STP4,ADTSOO 500 

k ? 3 4  LCC-VOC: STP2 STP4, ADTSOO 1500 

Key: LCC-RdrM = agency l~e-cycle costs, LCC-VOC = urcrs' life-cycle costs 



7.5.2 Statisücal Assiimpüons for the t-test (or ANOVA) 

In paired cespouses situations statistical cornparison is normally investigated using the simple two 

smple t-test. The investigation would. for example, perfonn cornparison of pairs of strearns HDM- 

III Mecycle predictions, one us@ a full set of inputs, and the other based on default inputs for the 

inactive factors for a specific output. The one way analysis of variance (ANOVA) is the equivalent 

t-test for more than two samples. 

The key sratistical assumptions under which the t-test (and the ANOVA) can be applied are: 

(1) The two (k for ANOVA) samples or populatioas are approximately normally distributeci. 

(2) The samples al1 have the same variance (homogeneity of variance). 

(3) The samples are independent of one another. 

The t-test (and ANOVA) is known to be robust with respect to moderate violations of these 

assumptions. Wowever, the test(s) camot be applied where the assumptions are highly violated. In 

other words. the conclusions reached ushg the t-test may be misleading if the assumptions for its 

appIication are highiy violated. 

An examination of the HDM-II? life-cycle costs predictions indicated that agency cos& for the same 

strategy have approximately the same variance irrespective of the set of the default input or full data 

used and is also indepeudeut of the M c  level used. For the users' (VOC) life<ycle costs, the 

variance seems to be approximately equd for al1 strategies at any given tr-c level. As long as the 

VOC life-cycles are compareci for the same tnffic level, the assumption of equal vaciance does not 

seem to be questionable, whereas for agency life-cycle costs, the assumption seems to be met even 

when trafic level is disregarded as long as the cornparison is doue for the same R&M rreamiem 

svategy . 

7.5.3 NoIlt181ity of the HDM-III L i f d y d e  Cost Predicüons 

Stem and leaf and box plots are commonly used to show the distributional chanaeristics of a data 

set. Both locational and spread as- of data as well as skewness are best viewed using these 

statistical tools. Such visual display provides a fim indication of the normality or non-mality of 

the data. 



Another common tool for testing normality is the nonnal probabüity plot- By plotting the soned 

observations against their  mul lai ive expeczed stanâard score a saaight line plot indiates the data is 

normal. The more the plot deviate from a saaight lïne. the more non-normal the data is. 

Figure 7.2 presents stem and leaf, boxplots and normal probability plots for selected respoase 

variables arnong the large number of HDM-III lifecycle predictions discussed in Chapter 7. 

Both the s t e m  and leaf and normal probability plots show that die assumption of normality is more 

than moderately violated for the HDM-M lifôcycle costs predictions. The predictions are generaily 

enonnously skewed and the tails are much heavier tbaa the Gaussian dktribution. 

A fonnal statistic commonly used for testing the assumption of normality is the Sbapiro-Wiik [Cody 

9 11. The Univariate procedure in SAS* producecl the Shapuo-Wik statistic values typically in the 

range of 0.93 to 0.94. The conesponding p-values testhg the nul1 hypothesis that the lifecycle 

predictions are normally distributeci were typically l a s  than 0.000l. That is, there is a strong 

evidence that the HDM-III life-cycle predictions are not Gaussian. 

Several attempts were made to trausform the life-cyçie predictions into approximately normal. None 

of the common transformations provided any measurable improvement around the dilemma of the 

nomai assumption. It was therefore. concluded b a t  the hypothesis testing based on ANOVA 

technique are questionable unless we can validate them using other robust testing techniques. 

SAS is a registered mademark of SAS Imn'ncte lnc., Çary, North Garolina. 
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7.5.4 Non-parametric Tests Cornparhg uDefauit-Based9' and Fuiî Data HDM- 
ï ï I  LileCyde Redictions 

Non-parameaic tests refer to a class of methods of statistical inference that do not require us to know 

the form of the probability dismbutioa of the sample data. Methods such as based on signs of 

differences or ranks of measurements etc.. do not depend or rely on the precise shape of the 

distribution, or the explicit parameters of such a dism'bution. 

Kruskai-Wallis test is the equivaleat non-patametric of one way ANOVA for comparing three or 

more samples. Below we present the schematic plots of the test ueatments aud then carry out the 

formal Kniskal-Wallis test for each of the test hypotheses. But before that, we re-state the hypotheses 

given in Chapter 7 in a more convenient form for tbis test. and define the relevant symbols. 

7.5.4.1 Schematic Plots 

Figure 7.3 shows schematic plot (for hypothesis 1.1) comparing the HDM-III predictions for R&M 

strategies STP2 and STP4. The plots show rather strongly that the lifecycle predictions fiom default 



input data are extremely close to those based on full data. What is more interesthg is that the default 

inputs seem to produce hVly good agency costs predidoos even under different strategy and 

different traffic level. 

FIGURE 7.3 (a) Scîiema&ik p k  of agency IifeeycIc cos& for STPL 
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FIGURE 7.3 (b) Schemaric plots of agency Iife-cycie cos& for STPQ 

7.5.4.2 KiuskcrI- WaU& Test 

The Kruskal-Wallis test statistic is based on comparing the average r a d  of the observations in the 

i-th sample with respect to the grand or overall average rank of al1 the observations. The sum of ail 

the r a d s  is equal to N(N+I)/Z where N is the total count of al1 the observations in the s treatments 

to be compared. Therefore. the grand average of al1 ranks is given by, 

where. Ri stands for the r a d  of i-th observation in the j-th sample or treatment. 

nie Krushl-Wallis statktic is a measure of the overall closeness of the Ri to the grand average rank. 

R- It is based on the weighted sum of the squared differençes {Ri - 4i (1V+1)}2. Thus, the statistic is 

dehed as: 



where, Ri is the i-th treabnent average tank. 

K is zero when the Ri are al1 equal. and is large when there are substantial differences among the 
treatmentr. The au11 hypothesis is rejected for large values of K. correspondhg to a given 
significance level. The critical values correspoadmg to the upper tail significant levels (a) are 
approximated by the Chi-square distribution with the degrees of fieedom, df. = s - 2. For example, 
if 3. 4, and 5 tceatmenu are to be comparai each of which has 150 observations, the approximate 
critical values, K, at an a level of 0.05 are: 6.0. 7.8, and 9.6 cespectively (Table 1 and J, ~ h m a n n  

751) - 

The Kruskal-Wallis test results for the hypotheses defhed in Table 7.1 are summafized in Table 7.3. 
The SAS' NPARlWAY procedure was used. The table shows the sample statistics are al1 consistent 
with the nul1 hypotheses given in Table 7.1. There is no evidence to reject the nul1 hypotheses- The 
small magnitudes of the Chi-Square vatues indicates how close the default-based cost predictions are 
to the full data predictions. 

TABLE 7.3 Kniskal-Wüs Test Resuits 



S ince the nul1 hypotheses 1.1, 2.1, and 3.1 (1.2, 2.2, and 3 -2) sntes the equality of the default-based 

life-cycle cost pcediftions to the same full daîa predictioas at 5 0  ADT, we conclude that for the 

same R&M strategy either set defwlts inputs produce sufficiently accunte agency Iife-cycle 

predictions for al1 the ûaffic levels investigated. That is, we could in fact test the nuil hypothesis: 

against the alternative, 

Hl: Pj #k  for any pair ÿ, k) of full dataldefault-input-based predictions. 

The analysis of variance procedure in SAS' produced the ANOVA table nable 7.4) for the R&M 

strategy STP4 predictions for a similar nuii hypothesis to Equation (7.3). The F statistic obtained 

shows that, in k t ,  the between groups variation is much smalier than the within-group variation in 

life-cycle cost predictions. The average predictiom are therefore fairly close for al1 the different set 

of default and full input data. 

TABLE 7.4 ANOVA Table for the Agency LCC: Strategy STP4 

Source - DF S m  of Srniares Mean- F VaJw p value 

Mode1 11 286 1 1 .O28 2401.003 0.05 1 .oOO 

Error 1768 9426070 1.385 533 14.876 

Corrected Total 1779 942893 12.41 3 

7.5.4.3 Simple Scaîter Plofs 

The schematic plots as well as the Kniskal-Wallis tests focus at testing the overall distribution of the 

Stream of values, i.e., they compare the typical or mean measures of the distributions. Scatter plots, 

on the other hand, provide a simple yet powemii technique of visualuiag the closeness (or lack of it) 

of the individual values in a pair of responses. 

Figure 7.4 shows the scatter plots for a selected pair of default-based and fulldata-based strearns of 

agency and users' lifecycle predictions. Figure 7.4 (a) shows the ageacy lifecycle cos6 based on 

default inputs are extremely close to those based on fulldata at al1 trafic levels and strategies 

investigated. Pan (b) of the figure shows that the users' life cycle cost predictions are also very close 

for both strategies and at al1 the traffic levels investigated. 
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7.6 Defadt-Based NPV Preàictions 

The cornparisons presented so Eu have deait with the componem agency and users' lifecycle cosu. 

ïhe NPV predictions based on def'ault inputs for the inactive h o r s  determined in Chapter 6 (see 

Section 6.6) were investigated. The default-based predictions were generated by using typical values 

for the least active factors determineci in Chapter 6. A total of 22 factors was assigned default values, 

The lest active f a o r s  to the NPV predictions which were assigwd default values for the 

cornparison presented here are: rainfall (MW). horizontal cwature (0, superelevation (SP), 

effective number of lanes (ELME), surf' layer thîckness ( H S W ,  HSOLD), compaction of the 

base layer (CMOD). and the strength code. Others are, the potholes and raveling calibration faors  

(@p. Kvi), the construction faulty code (CQ), and the cracking and raveling retardation factors 

(CRT, R W .  Also, default values were used for the slightly active factors - the rise plus Ml (RF), 

the altitude (A), the shoulder width (WS) and the subgrade saength (SNSG). 

Figure 7.5 shows the scatter plots comparing individual NPV predictions (default-based versus full 

data based) at each of the 150 data points. The figure shows bat the individual default-based NPV 

predictions are reasonably close to the predictions bas& on tùll data. 

7.7 Chapter Conclusion 

The statistical tests presented in this chapter show that default-based mode1 reduction is viable. The 

results from the Kruslral-Wallis tests (Table 7.3), the schematic plots (Figure 7.3) and the scatrer 

plots (Figure 7.4), al1 demonstrate that the default-based lifecycle cost predictions are very close to 

fi111 data-based pcedictions. 

The results from the hypothesis testing. the schematic plots and scatter plots, have effectively 

demonstrated that Mecycle costs predictions remain fairly accurate once the active factors are 

accurately specified. The inanive factors cm be assigneci default values with practically negligible 

compromise to the quality of predictions. 

NPV predictions based on default inputs also reproduce fairly well the predictions based on full data. 
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Chapter 8 

CONCLUSIONS AND RECOMMENDATIONS 

The purpose of this cbapter is to highlight some of the principal fmdings of this research, point out 

some implications with respect to HDM-III application in priority programming, and suggest areas 

requiring M e r  research on the subject matter. The objective of this research was to explore the 

possibility of stceamlining the HDM-III model for application as an anaiysis engine in pavement 

management. Comprehensive approaches to factor sensitivity anllysis were developed and applied to 

determine the effect and behavior of input b o t s  upon the common criteria used in priority 

programming based on the HDM-lII mode1 life-cycle predictions. 

The priori@ analysis firnction in the context of a network level pavement management system 

provides the mechanism by which economic criteria are applied to evduate and compare project 

alternatives to identify a set of optional choices for implementation. Among the several analysis tools 

available to low incorne road agencies, the HDM-III model is the most widely recommended choice. 

Data deficiency was recognized as the most serious consaaint in low-incorne road agencies, and 

probably one of the major disincentives of widespread application of the HDM-III model. Other 

constraints pointed out as potentially discouraging routine uses of the model at the network level are 

the lack of a comprehemive guide for endusen' with respect to, low, medium and high priority 

input factors, and the lack of practical pidelines on region or application-specific calibration. 

A review of the practice in ne~rork level priority programming indicated that there are diverse 

schools of thought as to what critecion should be used for r&g or seleeting project alternatives. 

Criteria based on lifecycle costs (for example, the internai rate o f  retum (IRR), the net present value 

(NPV), etc.) have been widely used in developing counnies where it is more desirable to compare 

alternatives on the basis of totai societal costs. The findings in this thesis show that, vnoag the 

various HDM-III predictions, the NPV index is the most suited for tanking and prioritizing 

maintenance and rebabilitatîon programs. Compared to the [RR, the NPV is consistently predicted 

for al1 link-alternatives in the analysis problem. This is of pacticular praaicai advantage when the 

193 



model is applied in the context of larger suites of pavement management zoalysis. Control of the 

flow of information in the shared environments becornes easier. 

The Latin hypercube experhental design WcKay 791 w u  shown to provide a sound me<hodology 

for efficientiy exploring factor sensitivities over the en* desired input spaœ. In particular, this 

design is favored for its ability to unifody and compIe$ely explore each factor's (practical) range in 

a rnultidimensional problem without a prior assumption of &ors' role. 

Out of the various possible methods of analyzing the pst-experimemal data in a Latin hypercube 

mode1 investigation, the use of regression approach in conjunction with the stochastic predictor 

approach proposed by [Sacks 89a] was shown to be a justifiable and practicai choice. The analysis 

presented in Chapter 6 shows that the standardid coefficients of a suitably selected linear-additive 

model can provide initial estimate of Iife-cycle factor sensitivities. However, a more reliable factor 

sensitivity tanking must be corroborated by an estimation technique in which factor interactions can 

be identified. The stochastic model provided a usefiil tool for this purpose. The maximum Iikelihood 

procedure for estimating the stochastic mode1 parameters is computationally intensive. As a result, 

only a small number of response variables could be studied by this method. 

The most interesthg findings of this research are the factor seasitivities of the HDM-III predictions 

with respect to the link characterization inputs. The most significant hctors in the NPV prediction 

were found to be: the mtting calibration factor (Krp). the pavement strength parameters (SN, DEF), 

the carriageway width (W), and the initial pavement distress level (ACRA, ACRW, APOT and ARAV). 

These first four ranking signififaot factors account for close to 64% of the total variability in the 

NPV. 

The next most sensitive factors in the NPV are, the roughness-enviromental calibration (Kge), the 

level of mtting and its variability (RDM. RDS), the altitude (A), and the pavement construction and 

treatment history (AGEI, AGEZ, and AGE3). Road roughncss (QZ), cracking calibration factors 

(Kci, Kcp) and the base layer thickness ( B A S E )  were also found to be active in the NPV. 

The research tindings show that the NPV predictions fkom the HDM-III model are highiy non-liwar 

with respect to sensitive input factors and are also subjea to significant f r tor  interactions. 

Explanation of the behavior of the NPV requird fuaher investigation on the component agency and 

users' Iife-cycle costs. 



The cornponent agency and wrs' üfecycle cos6 were shown to be dominated by different factors. 

Interestingly, some of the most active factors for both are those not directly influead by R&M 

treamients. The agency lifé-cycle costs component was found to be higbly sensitive to the 

carriageway width. More than 96% of the total varïability h the input space investigated is explained 

by the width factor. 

The next active factors below the dominant width (W) factor in the agency life-cycle costs were 

found to Vary according to the R&M strategy. For reseahg and similar R&M treatenents, the next 

most sensitive factors to the agency life-cycle cost are the cracking caiibration factor and the initial 

pavement distress level. For overlaying strategies. the next active fktors are the pavement roughwss 

level, the rutting calibration factor, the pavement construction and treatment age and the roughness- 

calibration factor (Kge). The obserwd factor sensitivities for asphalt concrete on granular base were 

found to be relatively comparable to those obtained for surface dressing on soi1 cernent pavements. 

The users' (VOCs) life-cycle cost component was shown to be dominated by the rise plus fall (RF) 

variable. Again, more than 95% of the total variability on VOC life-cycle costs is explained by the 

R F  factor. SUnilar to the pattern in agency life-cycle costs, the remaining (less than 5%) variability is 

explained b y different factors for different R&M strategies. The ranking of active Factors was show 

to Vary from one R&M strategy to the next. 

One important implication of the sensiavity findings is in the area of re-calibration priocity of the 

HDM-III pavement performance relationships. The sensitivity results (Chapter 6) indicate that, for 

the class of pavements investigated, the rutting calibration factor (Aüp) and the cracking calibration 

factor (Kci, Kcp) cal1 for the highest calibration priority. The next most sensitive calibration factors 

are: the roughness-environmental-age factor (Kge) and roughness progression (K&p). Accordhg to 

the findings. the raveliing calibration (K'] and the pothole progression ( Q p )  should be given the 

lest priority in recalibration. 

In Chapter 7 the research investigaieci the viability of expanding the scope of default inputs in the 

current HDM-ïïï model. It was demonstrated ttiat, given the Factor sparsity exhibited by the 

component agency and users' life-cycle costs, the data requirements can, in k t ,  be streamiined 

without signifiant compromise in the quality of life-cycle cost predictions. The investigation 

demonstrated that for practicai network applications the present pool of default inputs under liok 

characterization factors can be at increased from the current 14 to about 20-22. 



The lem active factors to the @DM-m) NPV predictions are: rahîhll (MW), horizontal curvature 

(C). superelevation (SP). effective number of laoes (HME), surhoe layer thickaess (HSNEK 

HSOLD), compaction of the base layer (CMOD) lad the strength code. Others are, the pothole and 

raveling calibration factors (mp ,  Kvi). the construction fiulty code (CQ). aad the cracking raveling 

and retardation factors (CRT. M F ) .  The following factors were shown to be only slightly active: rise 

plus fa11 (RF), altitude (A), shoulder width (m. subgrade strength (SNSG) and the previous 

pavement distresses (ACRIb, ACR WB). 

in the thesis research, an exhaustive investigation of input fador sensitivities of the HDM-DI mode1 

using the Latin hypercube experimental design was demoastrated. Given the promising resub 

achieved in this study, the following areas are recommended for funber research: 

The investigation presented looked oniy at two types of pavement (surfacing-base pairs). Future 

research work should look at other common pavement types. 

The scope of the research in this thesis focuseci ody on a few most common R&M strategies: 

patching. reseaiing and overlay. The intervention criteria reflected the low standards typical in 

Tanzania (and other low-income SubSaharan African countries). Fureher work is recommended 

to study other strategies at higher policy standards. 

Since a substamial proportion of the road networks in low income countries consisa of unpaved 

roads, it would worthwhile to extend the investigation to this class of roads. A starting point 

would be the link cbaracterization factors and typical R&M treatment strategies for unpaved 

roads. 

Funher investigation could also be carried out to include other factors relevant to R&M priority 

analysis. The vchicle cbaracterization factors would be of particular interat. Ahhough 

inconclusive, the cacris pan'bus rrsults presented in Cbapter 6 suggest that some of the tàctors 

in ihis class are potentiaily very sensitive to the lifecycle predictions. 



5. The research in this thesis investigated the application of HDM-III for the low-income road 

agencies of SubSaharan Afnca (SSA). The demonstration was based on a case study from a 

typical country in SSA. The prevailhg vehicle technology. fiscal or macro-econocnic factors, 

input prices and policy standards, al1 have a b d g  on the results presented. It should be 

panicularly noted that in Taii3ani*a, wage rates are relatively low in relation to vehicle inputs and 

pnces. Also, road design standards are generally low (modified structural number of 3.5 to 4.5). 

Furthemore, intervention levels tend to W conditions tolerathg bigher average roughness 

(mean IRI = 5.5 mfkm). Further research is needed to invesigate higher pavement design 

standards and intervention policies. 

6. Section 6.5 developed a framework for prioritizing data collection resources with respect to 

network Ievel application of the HDM-III model. Once the factor sensitivities have been 

established, then the data items to whicb more attention should be paid in allocating the 

collection doIIam are determined on the basis of the factor sensitivities. An important 

prerequisite for this fiamework for priotitizing data collection resources is costs and/or cost- 

effectiveness of collecting such data- The literature is lacking on this relevant area of costs and 

benefits of collectulg data for pavement management. This is an area bat  warrants a future 

study . 

7. The methodology of this research should benefit the upcoming upgrade of the HDM-III model. 

Since the HDM4 [ISOHDM 941 is expected to include several enhancemen& and additions or 

improvements of the technical relatioaships in HDM-III, further research is recommended to 

investigate factor sensitivities in the upcoming HDM4 model. Such a study could provide 

exuemely useful contniution, for example. in a compreheasive user guide on low and high input 

data priorities, approaches to local calibration. and on region-specific applications of the new 

mode1 . 
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APPENDICES 



APPENDIX A 

Tanzania: The Context of the Case Study Country 



A. 1 .O Background 

The purpose of this appendù is to give a brief profile of the case study region. The role of data in 

this research, and the basics of the design and implementation of the data collection work were 

discussed in Chapter 4 (see Section 4.6). Given that the aansferability of the sensitivity findings in 

die smdy are cntically influenceci by the base case factors employed, it was coasidered wonhwhile to 

provide the context in which the study was conducred. 

Most of the materiai summarUed Ui this appendix are based on a report wrawira 953 submitted to 

the Ministry of Works, Communication and Transport (MWCT) of the United Republic of Tanzania 

as final product from the field reseatch. Only the bare skeleton is given here; detail discussion would 

be found in the cited report. 

A.2 .O Executive Summary 

The Ministry of Works. Communication and Transport, (MWCT) of the United Republic of 

Tamania, through financial arrangements €rom the USAD Agricultural Transport Assistance Project 

(ATM), retained the services of Mr. M. D. M. Mrawira, a consultant engineer with the National 

Construction Council and currentiy a Ph.D. schohr at the University of Waterloo, Canada, as an 

independent cesearcher to conduct a swdy towards calibrating HDM-III to Tamanian conditions. 

The primary objective of the study was twofold. First, to develop and compile a database of input 

data required for application of the World Banlr's Highway Design and Maintenance Standards 

Mode1 (HDM-El) in priority progrnmming for the tnink and regional road networks in Tanzania. 

Second. the study was expected to provide a standard guide to the problem of calibrating the HDM- 

II1 mode1 to suit local conditions in Tanzania. 

A major part of this report discusses the data collection exerrise, and highlights the study 

achievements and shoncomings with respect to the original scope. The study succeeded in compiling 

a substantial amount of the input data required for HDM-III application to network-level works 

programming. The collected data are presented in the appendices (bound separately) to the report. 

The complete volume of the study database was submitted on floppy diskettes (two 3.5" HD) to the 

Ministry of Works (MWCT) in both &ASE-IV and Microsof) Assess file format. 



It must be cautioned that the study success rate in tenns of data actually acquired was oot one 

hundred percent of the target scope; some gaps still exist in the study database. In particular. data 

relating to rates of road deterioration, and rates of resource coasumption (in vehicle operating costs 

estimation) for different makes of vehicles was hard to corne by. Such data required historical 

records taken periodically for the same subjects over time. Ahost ail REUS do not maintain any 

such records. The MWCT has yet to identiQ the need for such data, and therefore, no effort has 

ever been committed to acquire such systematic data in T-a. The report wrawira 95a] points 

out areas in the smdy database that need M e r  improvements. 

Roughness data is also a major deficiency in most REOs. The report recommended a road roughness 

evaluation protocol based on the TRRL vehicie-mounted Bump Integrator (BI) calibrateci by a 

MERLlN as an appropriate methodology in Tanxanian seaiags. To improve the quality of roughness 

results, the report recommends a number of precautioas and techniques of calibrating the Bump 

integrator. 

Other areas recommended for improvements are the condition survey protocols. The current MWCT 

guidelines on condition survey, based on OECD approach, are inadequate. The rathg detennined by 

this approach is an arbitraq index that does not bear a direct functional relatioaship with the extent 

of road surface distresses. Condition survey data of this form have Iimited usefulness as a source of 

HDM-[II input data. The tcaff~c data also are deficient in quality and consistency; there is a need for 

updating and improving the currea aaffic c o u h g  protocols. Axle load sweys should be 

introduced as a standard part of trafic countbg. Also, more counting stations should be introduced 

so that any given road link has at one or two trafic counting stations. 

A.3 .O Country Profde 

A.3.1 Location and Demographics of the Study Area 

Tanzania is located in Eastern A m ,  bordering the Mian ûcean behueen Kenya and Mozambique. 

It also borders Uganda to the north, Rwanda, Burundi and Zaire to the west. Zambia and Malawi 

complete the borders on the South-West. Figure A. 1 shows territorial boundaries of the country; the 

insert on the map shows the location of T d a  on the African continent. 



Tanzania has a large territory (slightly smaller than France and Spain combined). Its total area of 

945,090 square km (land area 886,040 sq. km) is slightly iarger than twice the size of Caiifomia. 

The population was estimateci at 28 million (in 1994) with dernographie density concentrated on its 

geographic periphery. The population growth rate over the last 20 years has been about 2.6 to 3 -2%. 

The climate varies fiom tropical dong the Coast to temperate in the North-East and South-West 

highlands. The terrain coosists of coastal low plains at O to 250 m above sea level, an expansive 

central plateau ranghg fiom 300 m to 800 m above sea kvel and highlands in the North-East and 

South-West rising from the Plateau to a series of mountain ranges well above 1500 - 2000 m. Mount 

KiIirnanjaro, the highest peak in Afica at about 5895 m (19 340 A) above sea level marks the terrain 

in the north, 

Land use statistics estimate the arable land as oaly 5% of the total land. Permanent cropping is 

exercised over a meager 1% of the land. ïrrigated Eirming was atimated (1989) as totalhg only 

1 -530 sq. km. Other land use are: meadows and pastures 40 76. forest and woodland 47 96, and others 

7%. 

A.3.2 Macro Economic Context 

Tanzania is one of the poorest countries in the world. The economy is heavily dependent on 

agriculture which accounts for about 60% of GDP, provides 85% of expom aud employs 90% of 

the work force. Indusay accounts for 8% of GDP and is mainly limited to processing agriculturai 

products (sugar. beer, cigarettes. sisal M e )  and light consumer goods. The economic recovery 

program announceci in mid-1986 has generated wtable increases in agriculturai production and 

financial support for the program by bilateral donors. Growth in 1991-93 feanired a pickup in 

industrial production and a substantial increase in output of minerals led by gold. 

National domestic product (GDP) - purchasing power equivalent - was estimated in 1993 at $16.7 

billion. From these World Bank's estimates the national produa per capita for 1993 was about $600. 

National product m l  growth rate for the same year was esthami at 3.2%. The industial 

production growth rate in 1990 was 9.3%. Mining ais0 plays a strong role in the industrial produce, 

the dominant being diamond and gold mining. Other industries are: oil rehery. shoes, cernent, 

textiles, wood products and fertilïzet. 



Topography and cihatic conditions (m draushtp) limit cdtivated crops to ody 5% of land 

area. Important cash crops ~ i u â e :  sisal, tea, cootou. pyrabnim ( i d e  made h m  

chrysanthemums), caskws, t o b m  md cloves (Zmzi). Significant food aops are: corn, wbeat. 

cassava, bananas. fdts.  vqeîables; smPll numbers ofcpole, s h p  anci goats. 



Most of the agricultural output is produced by srnall famers scattered in small rural communities. 

while the major markets and proassing cenkrs for cmps. as well as the distribution points for 

agricultural inputs and fuel, are concenaaicd in urban cemers loeved at coasiderabk distances nom 

each other and from major coastal sea ports. 

A.3.3 The Transportation System 

Because of tbis spatial distribution of human sMlements and of production. transponation and 

communication assume an extraordinanly important role in Tda's economic development. In 

addition to its role of integrating domestic markets, Tanzania's transport system provides an outlet to 

the sea for the land locked countries of Malawi, Zambia, Burundi, Zaire and Uganda. In recent 

years, after coffee. the transport sector was the second largest eamer of foreign exchange. 

Sector Summary 

The Tamanian tramportafion systern consists of: 

A road network totaiing about 88,000 km. 

Two d w a y  systems - the Tda Zambia Railway PAZARA) which links Dar Es Salaam 
with Zambia and the Tanzania Railway Corporation (TRC) which serves the centrai and northern 
regions and provides transit to Zaire, Rwanda, Burundi and Uganda. 

Four ocean ports of Dar Es Salaam. Zamiar, Tanga and MW- and two inland ports of 
Mwanza and Kigoma. M d  waterways âccount for cargo and passenger movemenfs in Lake 
Tanganytka, Lake Victoria and Lake Nyasa 

A civil aviation sub-sector consistiog of Air T-a Corporation, several small airLines, two 
international airpom and more than 60 srnaller domestic airports anâ air stries. Twelve airports 
have permanent s u r f k e  nunrvays; ody 4 of these bave m a y s  over 1250m long. 

A fleet of road vehicles of more thau 100 000, and 

A 982 km pipeline (aude oil) t3om Dar Es Salaam to Ndoia, Zambia. 

The Road Network 

The road network is by far the most dominant mode of aanspon accountbg for more than 60% of 

the totai interna1 t r a c  flows. The network consists of about 3 800 km of paved trunk roads, 6 500 

km of gravel trunk roads, 17 750 km of regional roads and an estimated 30 000 km of district and 

feeder roads, mostly improved and iinimproved gravel roads. In addition, there are about 30 000 km 

of unclassified roads which are managed by parastatais, national parks and village councils. 



By mid the 1980's the road networlt bad become severely deteriorated as a resuit of inadequate 

maintenance over several years. It was estimated that only 15% of the tnmk and 10% of the rural 

roads were in gooâ condition at the stan of the Integrated Roads Project (iRP-I) in 1990. As a result 

of the World Bank tùnded IRP-1 projea the proportion of mi& and niral roads in good condition 

has increased by at least 100 and 50% respeaively at the start of this tield work (1994). 

Vehicles and Trucking Capacity 

There is limited available data on the size of and characteristics of the vehicle population in the 

country. However, the best available estirnates suggest a total fleet size of more than 100 000. of 

which, 47% are private cars and pickups, 40% commercial vehicles. 7% buses and taxis and the rest 

special purpose vehicles. In tenm of owoership. the private seaor dominates the markets for both 

freight and passenger services. The are no regdatory barriers to market entry and markets have been 

decontrolled. However, for intra-regional trafk, tari& are still king established thorough a process 

of negotiation between operaton and the Regional Transport Coordinating Cornmittees. S imilarl y in 

D a .  Es Salaam, bus tarifi are negotiated between the Ministcy of Works, Communication and 

Transport (MWCT) and private and public operators. Inter-urban and intra-urban (apan nom Dar Es 

Salaam) passenger transpomtion is provided entirely by the private sector at market rates. 

A.4.0 The Field Work Design and Context 

A.4.1 Scope of the Study 

The scope of this study was to compile al1 the basic input data required to apply HDM-III in 

maintenance and cehabilitation programs formulation. Two categorïes of data were envisaged. The 

first category was the type of data required for caiibration of the pavement deterioration and vehicle 

resource consumption relatioaships in HDM-III. The intention was to constnict tirne series sampling 

records from existing data that could be used to model pavement performance and VOC trends. The 

second category coastitutes the buk  of HDM-III input data proper. This category was dealt with 

using a questionnaire survey intended to capture cross-sectional data of the regional road networks. 

The study area covered the tmnk and regional roads of eleven administrative regions. The study 

regions were Morogoro, Iringa. Mbeya and Ruvuma along the TANZAM and Southern Comdors (see 

Figure A. 1). ûthers are Tanga and Kilimanjaro on the North Eastern, and Shinyanga, Mwanza and 



Kagera on Central and Lake circuit. And finally, Lindi and Mtwara dong the Southern Coastal 

corridor. The shaded area in Figure A. 1 shows the geographicai distribution of the study regions. 

nie seleaion was not entirely arbitrary. Most of thcse regions fall in the so called 'core rural 

regions" (under IRP-0; and incidentally ail had some Technical Assistance activities going on. It was 

considered that this sample will be manageable and yet wide enough to include al1 the important 

geographical, geological and clhate as well as economical vaciatious prevailing in Tanmia. 

The data compiled constitute very detailed information ranghg fiom road IinL characterization 

attributes (e-g., alignment, environmental Mors, curent pavement condition, etc.), to maintenance 

standards and policies, trafFic volumes and growth patterns. and vehicle flet characteristics and 

vehicle operating costs (VOC) data. Appendix B (Study Questionnaire) illustrates the level of detail 

desired on each individual data item. 

Road roughwss data was attached a special interest in this study. The justification was that 

roughness values used in most studies. consultants' reports and in regional action plans have 

historically been either purely subjective estimates or measured using an inappropriate approach. An 

example at hand is the recent study on TANZAM Highway Feasibility and Pavement Management 

[DCIL 921, where the consultant used HDM-III to provide economic evaluation of R & M needs. A 

vehicle-mounted bump integrator was used to measure road roughness on the said project; however, 

it is considered that the calibration of this roughness equipment was not properly perforrned. 

A.4.2 Respondents' Profile 

A total of 13 questionnaires were completed, one each for the 11 study administrative regions. and 

two for the two independently managed highway units (TANZAM and Songea - Makambaku 

Highways). A total of 45 respondents were consulted cd person (by the cesearcher) to complete the 

13 questionnaires. Table A l  shows a profile and distribution of the respondents. As seen in the table, 

the number of respondents ranged fiom 2 to 7 for the regionai questionnaires and 2 and 1 for the 

TANZAM and Songea - Makambahi highway units respectively. The engineering experience of the 

respondents varied from 3 to more than 10 years, most of whom were graduate engiueea. 



TABLE A.1: ProNe of the Questionnaire Respondents 

Region I Q w d o n  Name amd Desfgmtion of Rcspondamt Ninabcr of E%perieiiec/ 
Corridor -naire# Rcsponcknîs Eddon 

Morogoro 01 Farisi (Asst- PLE), Gmbi (Asst. RRE), 4 3 - 10 y-, Adv. 
Myovelwa (ME) Dipioma, BSc. 

Songea - 05 S. N. Jaclrson (Unit TRE), C. B. Ayo (As. 2 3 to 5 years, MA. 
Makambako T'El 

Kiiimanjaro 06 O.C.Macbaage(Asst,TRE),WrCTaE), 4 5 ro 10 years, B.Sc. 
Harrison (TA to REO), Mbini, Asst. RRE) MSC- 

Shiriyanga 08 Mhauka (PLE), G. A. Urio (RRE), E. S. 3 5 - 10 years, B.Sc. 
Imbdi ( T W  

TANZAM 09 Kabah (TRE- Morogoro) 
Highway 

Kagera 11  KY^ (M- RRE), - W) 2 3 - 5 years, B.Sc. 

Mnvara 12 Kyomo (TRE), H, Swalehe (Asst. RRE), 4 3 - 5 y-, Adv. 
Nkbe (ME), Masele (PLE) Diploma, B.Sc. 

Lindi 13 Kulaya (Asst. TRE), I. M. Byemerwa (RRE), 3 3 - 5 years, B.Sc. 
Chelcacheae (TRE) 

Key: ME = M m &  Engineer. PLE = PIoMing Enguier. RE = Regforni Engineer. 
RRE = Rural Ro& Engriieer. TRE = Tnuik R d  Engineer. Asst. = Assistmr. 
T A a O  = TechnicaI Assistance to the Regional EngUiecr's o#ice. 

A.4.3 Statistics of the Key Data 

Link characterïzation data compiled in the saidy covered a total of 66 paved road links constituting a 

total of 2750 Lm of roads. Table A2 shows a summary distribution of the paved road characterization 

data. Out of the 66 total links, 48 links (1671 km) were roads under REOs' jurisdictions and 18 links 

(1083 km) were under the two independent highway units. The table also shows that the p ~ c i p a l  

pavement types in the study regions are surface dressiag (61 %) and asphalt concrete (39%). 



A.4.3.1 ProMe of the Lin! Characterization Data 

TABLE A.2 Pavd LUiL Summarized by Region 

Kagera 1 33 6.5 1.5 100 

Lindi 
Mbeya 

Morogoro 
Mn~ara 

Mwanza 

S hiny anga 3 197 6.5 1.4 100 

Songea - Makambaku 3 295 6.5 1.2 100 
Tanga 8 381 6.0 0.9 50 50 

TANZAM Highway 15 788 6.8 1.5 100 

Total or  Average 66 2754 6.46 125 60.7 39.3 

Key: TÀ@hu = Tmania -2àmbia Highway, sD= surface dressing, Ac = asphak concrete. 

TABLE A.3 Unpaved Links Sumrnarized by Region 

Region Number Total Lmgth Mean (weighted) Mean (weighd) 
omïnks (km) Width (m) Gravei Lsyer (mm) 

Iringa 33 1352 4.9 55 
Kagera 19 1226 5.4 25 
K i l b j a r o  21 490 4.9 130 
Lindi 14 982 5.6 100 
Mbeya 43 1332 5.3 110 
Morogoro 39 1071 5.2 120 
Mnvara 22 1106 4.6 140 
Mwanza 60 1300 4.7 50 
Ruvuma 35 1571 4-5 65 
S hinyanga 22 790 6.4 40 
Tanga 26 966 5.1 80 
Total or Average 334 l2186 5.1 80 



A.4.3.2 Summary of the Roughness Data 

Roughness data was measured on a sample basis nom al1 the eleven study ngions. As shown in 

Table A3 a total of 2488 km of roads were m e a s d  at an overall sampling rate of 82%. The table 

summarïzes the dimibution of the roughness useasurements over the study region. It &O shows the 

weighed average Iink rougbaess values for the study regioas. Tabk A4 shows the man, the standard 

deviarion and the 95% confidence interval of the rougimess obsentations on the paved road luiks. 

TABLE A.3 Roughness Messuremeats Distribution Over the Study Area 

Kagera 
Kif imanjaro 
Lindi 
M b q a  
Mh\afa 
M \ ~ ~  
S hinyanga 
Tanga 
Tanzam Highway (Dar - Iyayii 7 14-5 
Totai (or Weighted Mean) 1334.6 

TABLE A.4 Summary of Paved Links Roughwss Data 

- - - - - - - - - - -- - 

M&n STD. DEV. bwer UPW 
Isaka - Bukombe - Lusahunga Road (1/4) 3597.7 368.3 2875.9 43 19.5 

Isaka - Bukombe - Lusahunga Road (24) 2582.4 207.5 2175.8 2989.1 

Isaka - Bukombe - Lusahunga Road (314) 3506.5 473.5 2578.5 4434.6 

Isaka - Bukombe - Lusahunga Road (4/4) 4306.2 628.1 3075.1 5537.3 

ECMT (Anrsha Rd. jctn) - Machame Road 4456.0 1113.6 2273.3 6638.8 

Masasi - Naganga (Lindi brd) (1 of 2) 2757.1 713.9 1357.8 4 156.4 

Masasi - Naganga (Lindi brd) (2 of 2) 2640.7 360.5 1934.1 3347.1 

Mingoyo - Masasi Road (1 of 2) 2647.2 394.0 1875.0 3419.5 

Mingoyo - Masasi Road (2 of2) 2902.4 817.7 1299-7 4505.2 

M k o d  - Same - Himo Ictn (1 of 2) 3 907.6 763.2 241 1.6 5403 -5 
MkomaP - Same - Himo Jcta (2 of 2) 2376.5 423.1 1547.3 3205.7 

Mtwara - Lindi Road (112) 4738.7 1263.9 2261.4 7216.0 

Mtnara - Lindi Road (2/2) 3457.0 997.0 1502.9 541 1.2 



TABLE A.4 Summary of Paved Links Rougimess Data (continued) 

. - - -  

Mao m,DEV.  Laar UPP 

Musoma - Mwanza (112) 3444.9 330.9 2796.4 4093.4 

Tanga - Segera - Cbaiinze Rd (1 of 2) 1341.4 742.5 775.0 2796.6 

Tanga - Segera - Cbalioze Rd (2 of 2) 1577.9 212.5 116 1.5 1994.4 

Tanzam Highway (Dar Es Saiaam to h g a )  1855.5 1629-0 78û-0 5048.3 

Tanzam Highway (Iringa to Iyayii 2786.5 11 192 9 15.1 4980.1 

Tanzam Elighway (Uyole to Mbeya) 2052-9 210.6 1640.3 2465.6 
Tan~am Eghway flunduma to Mbeya) 1752.9 165-2 1429. 1 2076.7 

Uyole to fianda (Malawi Road) L752-9 1652 1429-1 2076.7 

Minimum Li& mean vaiue 1341.4 165.2 775.0 

Masimum Link mean vaJue 4738.7 f 629.0 7216.0 

A.4.3.3 Summarg of Vehide Operation Cost Saroey 

The vehicle data was collected from eight regions (see Table AS) and coasisted of a total of 44 

records ranging from 3 to 13 vehicle class types per regioa sweyed. Table A5 also shows that data 

collected rangeci from 2 to 14 per vehicle class. Tables A6 and A7 present summaries of the key 

vehicle operathg data by vehide mode1 and by MWCT vehicle classification respectively. 

TABLE A.5 Distribution of VOC Data Respondents 

. . . . - - - - - 

Morogom 2 1 1 2 1 7 

lringa 1 1 1 

Mbeya 
Ruvuma 
Shinyanga 1 

Mwanza 

Kagera 

Total 3 8 2 5 14 7 5 44 

Key: L = b g e ;  S= Srnaü = las than ZS pa~srngers(Irus)/ las than 5 tons (id) 





l ' A  RLE A .6 Siimmary of the Vehicle Operating Costs Data (coiitiniied) 

-- 

Vehicle Mode1 eayloaa No. o( Aule? Tires !&!la Rates of Consumntioq Source Finq 

Pue) Lubricants Tires 

Nissan CKB 31 

Nissan CKB 31 

NlSSAN CKB 3 

NlSSAN CKB3 

Nissan OK631 

Peogeot 404 

Peogeot SM 

Peogeot 501 

SCANIA 83 

SCANlA Il SE 

SCANlA 143 

SCANlA FS3H 

Scanla HR63 F 

Toyota UC HJ7 

VOLVO 

VOLVO N12, V 

Mtwara RETC 

KAURU (Ruvu 

MBEYA RETC 

lRlNGA RETC 

Moretco 

Msuys garagel 

Mindu fours (Ir 

Msuya garage/ 

MIS S, TI ABRI 

WS F, M. ABR 

WS S, T, ABRI 

M/S COMFOR 

Hood Bus Senr 

SHIRECU 

MIS S, T. ABRI 

WS F, M. ABR 

Mean value 20 



TABLE A.7 Vehicle Operating Costs Data Summarized by Vehicle Type 

MoW VchTypc Payload Num of Asles Ann lin Drivcn h e l  Rate Endne Sizc Lubricants rate SourceCompany 

W G A  RBTCO 

MBEYA RETCû 

Hooâ Bus SeMces Ltd. 

MIS COMFORT LTD 





TABLE A.7 Vehicle Operating Costs Data Summarized by Vehicle Type (continueci) 

MoW VetiType Paylaad Num of Adcr Aan Hm Drivcn Rte1 Rate Enginc Sizc Lubricrata rate SourceCompany 

50 6 0.700 0,0082 MIS F, M, ABiki 



APPENDIX B 

nie Field Study Questionnaire 



ROAD IWENTORY DATA FOR PLAlYMNG REQ- 

Region or Office. 

Persons Inwvicwed: 
Interviewer: 
Date: 

QtJstio-m 

Thank you for agneing to & one of our valuabfe nspondcntr to this -onnaire sunny to establish road 

maintema and .imnntory data. 

This research is king uncierraken jointiy bccwetn the M i  of Communication and W h ,  National 
Consuuaion C o u d  (NCC) anci the University of Waterloo in Canada Afthough it is pnmarily pan of a PhD 
thesis nsearch by Mr Mrawira, it is also a q o m e   LI one of Ministry's immcdiatt reseatch ne&, paniaiiarly 
under the cumnt Mariagement Action Group (MAG) objcctms. nit purpost of the study based on this 
questionnaire is to cornpile updatcd ioad nctwork charactaisacs and irMnmy Qto rcquacd for planning and 
programming mainfemme and nhabilitation hvcstmna. The target toads arc the aunk and regionai ncnivork. 

programming and bud@ng applications foc Regional Eng'ulctn as wtl1 as Miisttrial nads, and thaef;lm offer a 

valuable imprwcmcnt in pavement mariagtmem technology in, not d y  Sub4aham Afnea but in al1 low-income 
counaies. 



Avtngc r a i d  (mu&) - 

Riscplusml(csL) 
Horizontal nuvahirr (a) 
carriagcmy widtb(m) 
Shoulder width (m) 
Swfaa type' 
'fbidrnm of  su* l a y d  (mm) 
Thickness ofold sud. Isiyd (mm) 1 
Thiduitss of base IqUQ)' (m) 
Subga& CBR (or SmIglh cst) 
S m c î m l  numkr.SN 
&nirciman M a i i o n  (link avc) (mm) * 
Ycar of last DdlCdi-on umsuawnt - Ch) 
Arca Cavcucd (96) t 
A=potbo~~CIC) * 

bfean na dcpb (-1 
Lüreiyerc~rin~tQprb(%) 
YcarIastconslrœavalry 
Ycartastrrsealul 
Roughnm (or riding quaiity ex)) f 
b~ghaess  UN^ 



p = ~ = M J w d = P ~  
1 Subgnck CBR (or sumgth crt) 

' nie mughness a d  range o/mugIlness of the a a / i  isjktion o//or a m p i . .  mataial ppUrrlct. giw the pamble range of 
wIuwfh? the maren'aL 

4673 



13.2 How wcrc the pavement hyer thicloicsscs estimated? 
[A] personai estirme or gwss 
[BI b m  design drawings or constniction ramis 
[C] core driling, dynamic uwinding, or other nondcstniaive mcthad. 

1.3-3 Daes your agency conduct reguk visual inspection to esthaie pavement condition (cracking, 
ravelling, damaged area, pot-holing, etc.) OYes e3No 

1.3.3.1 Which paved msd pavcnntdinrrrsa are d l y  dd. Mark [XI dl applicable. 
[A] aacking @] ravclling [C) potholes [D) mt @th @J arca damaged. 

1.3.3.3 How fiequcnt arc the med irispaions? Mark [XI the most appropriate. 
[Al never w] for cehabilitation design only 
[CI once biannually or lesr [Dl once annually a more. 

1.3.4 How ofien doés your agcncy conduct pavement stnngth evaluation (e.g., deflcction)? 
[Al 0t;rlr fa 0vc1by or o t k  rrhabiliFation design ody 
[CJ once biannually or lcss p] O- annually ar morr. 

If yes m 1.3.6 then answcr sub-quations 1.35.1 and 1.3.5.2, othtnivise skip. 

1.35.1 Stace the cquipmnt used for roughncst mcasure- 

1.35.2 What is the freqwncy of toughncss meaninmcnts: 
-: [A] ncv~ r  IB] fa ovtriay fothcr rchabiliption âesign - [CJ once biannually a les [D1 ome Mnolly a mm. 



ColdBot N. patching 

SIurry seaL cc!ieid? TWsq- m. 
Single n u f i  -ng (8,12mm) Tsblsq. m. 
DoubIt surlaEt dmssing (20JOmm) TWsq. m. 
Hot mis as~hdt owrlav 2Smm TWm. m. 

L 1 

Hot mix asphait ovcrly 40mm Tshlrpc m. 
Hot mix asphait ovaiay 5ûnun T ' q .  m. 

Light grading gnvcl rd (w d l m )  TtMEm 
Heavy gading gavcl rd 02.5 m'lm) T '  
Rcgravclling SOaun Tswkm 
RtgravcUing 75mm TtMrm 
Rcgravtling lûûmm TsMan 
spot ~gavtlling ~ t b ~ m f  
Light padùlg eanh tords TtMrm 
Hcaw &a rulh ma& rn TsMcm I 

2.3.1 What is the minimum annual level of r a d  mainourancc fwds nquinmmîs for your region? 

As opposrd fo economic CQdrPnanud cas& rc/reeî ihe otnial niainypid fii miumfwgmdr or servi- whether r- &fies 
m applkable or not 

v5 



3.1 For each roQd Iink prode the most nccnc rr;rffic &ta in rerms of annual average daily MK: (AADT) 
dassified into the following whick types (atmch extra shect if necessary): 

I Road bak A- D d y  T&i for vebick type 

3.2 What is the likely Mi growdr am& in pur region for the rext 20 yean? In the tab1e bciow give growch 
projections U d i i g  thc pcriads with diftinnt growth rates. 

3.3.1 How often does your agency conduct mffk smcys? 
Omis O f9r rehabüitatbn a ncw raad design ody 
O once biannually a ltss 0 onœ annuaily a more 



3.3-3 Docs yow traftk data include observation of scasod variation? OYcs ON0 

3 -3-4 Are axle Ioadings data collecfed as pan of your Mi suweys? OYcs ON0 

3-3.5 What will you esumate as the ammcy of the aaffi (AADT) data? 

3 -3 -6 How accurate wouId you put the t d ï i ~ :  gnwlth rates at? 

Part 4 COSWa 

4.1 For each of the main d d o n  ac mad classcs in your region g k  your estimau of the average 
characteristics of a typical vehiile in each cias btlow. 
F i n  / organisation 
Applicable road classes or corridors 





APPENDIX C 

The Re-pmcessor Flow Chart and Source Code (C+ +) 



Open des@ data file e 
Open HDM-III input fiie for appending data 1 

1 

w 

kead next data mw d 

O ther HDM input 
files (fixed) v 

Run HDM-III 
Update 
output 

i 1 Extract NPV/ LCC values for each stmtegy 1 
I 

FIGURE C.2 TIi1 pn-processor (Tor computing îhe design ~ m u g h  HDM-MI))flow churt 



The Pre-processor C + + Source Code 

/* REWSED April19, 1996. By Do& Mrawùa */ 
/* This Program is a Preprocessor for Senoes A, HDM-HI Mo& Urputfilc */ 
r" The program rea&fiom ujïle "SOURCEDAT" on way of 39 vakes */ 
/* Arrmged in 7 colwnns ti' 6 rows where the first vahe tk ured as a lobel*/ 
/* nie program Wfites out the font~~ltledfilc "PAYUM.ZWw and then caüs the */ 
/* Model &y a batch call "-*bar < nur.atW. Both RUNtlDM.BAT and RUN.TXT */ 
/* Have to be in same dr'rectory. ALRI, the orher 6 DM-II" inpurjites @ted */ 
/* in run PA WOR.ïXTflIe) n w t  be present- */ 
/* The program neu readr the HDM-In ourpw ftle "REPORT. OüT */ 
/* First it extracts UndrScounted Economic Cost Totak Under "Cop+Rec ", Eximng */ 
/* VOCS " and "Total Econ. Costs ? nte values ore W e n  to file: "COAD12iiV*DAT */ 
/* Then it extract NP V vakes to another file: OUTPUT. DAT. */ 
P Note t h  if the files CONZ)ITN.DAT and OUTPUTBAT exit they will be appended. */ 
/* For each new run ofan qerimentîù boldr, the user har to move or rename */ 
/* the files SOURCEDAT, COMIITN.DAT and OUPUT.DAT */ 
/* ïïiis version assumes (Base, seace) combinankn: (1, 2), Le, */ 
P Asphait Cernent (AC) on Granulh buse */ 
/**S*****************************It**********I********I********I*********** */ 

void cost-sum(int case-num); 
void extract(int case-num); 
void maino 

{ 
nLE *fp_data; P pointer for the S e t h  A source &ta */ 
RLE *fp_format; P pointer for the fommted Svies A data */ 
char input-str[1000]; P poinrer for reoding one Line of input */ 
char terne-input[300]; 
float xq39j; P an m a y  vm*&le for breaking down the fine string inro ind values */ 



int count,foopvar; P corner vatfable V 

int num-liaes =O; 

Q-data=fopen('source.dat "r "); 
if (@-data = = NULL) 

{ 
pM("Error. Cannot open the input data file\nR); 
printf("Exithg\n "); 
aborto; 

1 
while ((fgeu(inpu~str.SOO,fp_data))! = NULL) 

{ 
/* Get a srnitg of data */ 
î* And the next six lines as well, because one set of dotn is in a 7 lines */ 

for (loopvar = 1 : loopvar < 7; loopvar + +) 

{ 
fgets(ternp_input,300, @-data); 

sacat(@ut-s~,tempPiaput); 

1 
/* Now break the daru down im indivi<luolPoatrng point ruunbers */ 

strcpy(temp~sa,satok(input~str, " \nM)); 
î* throw the fim item out. f i  is a Iirte identiser */ 

for (count =&count < 39;count + +) 

strcpy(temp-str,strtok(NULL," ")); 

x@ount] = atof(temp-str); 

1 
/* Now &te the data 10 fZe */ 

fjfonnat =fopen("paveûa.bct n, "w "); 
if (&format = =NULL) 

fclose(fp_data); 
printf("Error annot open the output file for writing the fonnaned data\nW); 
printf("Exiting\n"); 
aborto; 

1 



fpcintf   focma mat, "LINK TtO3Nyaaguge - Magu 1 Al01 \nn); 
fprintf (@-formatt, "SECTION 1 26.0 AIM \nu); 
fprintf (fp-format, ' SECMON DATA P ALL A201 in"); 

P nau lets wnfe in HDM fm the read miables into the@ "paveIa.mR */ 
fprintf(fp_format, " ENVIRONMENT %6.4€ X6.M A202 \ o W ~ ~ 0 ] 1 1 0 0 0 . . ~ l ] ) ;  
f'prinif (kfomiat. " GEOMETRY 766. I f  %6.lf%6.3f%6.2f%6.4f%6Af A203 

/* select snength code: and insert correspnding values of SN or DEF */ 
if (xf114) = = 1) 

fprintf (fp_fonnat. " STRENGTH PARAMETERS 1 X6.4f X6.2f A206\nm. xQ13. 

x r l w  
1 

else 

if (xf1141 == 2) 

Fprintf (@-format, " STRENGTH PARAMETERS 2 766.4f A2O6\nN. x q  lq); 

1 
else 

fprintf(fp_fomat, ' STRENGTH PARAMETERS 3 %6.2f A206\nU.xfl16J); 

1 
} P end i f f r  m n g t h  code */ 

fprintf (@-fomat. " DETERIORATION FACTORS %6.3€%6.3€%6.3i%6.3f%dd3f %6.3f 
%6.3f A208\n",x~17],x~18],xf[19],xq20],xf[2l],x~22],~~23]); 

$rintf (fp_Çormat, " CONDITION %6. If  %6.lf%6.1€%6. lf %6.lf%6.2f%6.3f%i 
A209\nW ,xfi24] .xq3S1,xf12qt,xfl127],xf128 J,xf[29],xfi30],(iot)xfl3 11); 

fpnntf (@-formatt, " HISTORY %6i%6i%6i%6.2f%6.2f %OOlf%5. 1 f A2 10\nU. (int)xf132], 
(in0xfl331, (Wxq341, xf135I,M3qt, ~437,  xfI381); 

fprintf (@-format. "END LINK A2 1 1 \on); 



/* Now cul1 the HDM-III program by DOS Chmand. Note that the barchfilr */ 
/* RUNHDM.BAT m u t  be in the same directory as this code. me batch file is &O */ 
P mod~Fed to supply the ma controlflle &y m g  the üne "C:PAïXWDMI.EXE <RU'XXTw; */ 
/* Wtere "R UN-ïXTu Is another tatflle with filename for */ 
/* run contrai; and PATH = directory of HDM e~ecu~able~les.  */ 

if (system("runhdm") = =-1) 

printf("cannot run hdmin"); 
printf( "Exiting\nU); 
exit(0); 

1 
/* Now cal1 the codes which extracts the darafrom the rdcrrltsflle */ 

printf('Number of ruas so far: %i\nn. + +num_lines); 
cost~sum(num~lines); 
extract(num-lines); 

) P end h i l e  Ioop */ 
fclose(fp_data); 
fçlose(ti>_format); 
exit(0); 

return; 
) /* end main */ 
/* î l e  following code enruas the wdiscounred O s t  Summruy for w R e p o r t o ~ w ~ l e  */ 

void cost-sum (it case-num) 

FILE *@,*fp3; 

char inp-sa[lM]; 
float trfl50j; 
char anp-str[20]; 
int count =O; 

int found; 
int linkid =O; 



if (fp = = NULL) 

( 
printf("Error! Cannot Open Results Fie!!\nW); 
aborto; 

1 
if (fgets(inp-str,500,fp) = = N U )  

I 
fprintf(m3,"Case #Xi NA NA NA NA NA NA NA NA". case-nu); 
fprina(fp3." NA NA NA NA NA NA NA NA NA NA NA NA\nn); 
fclose(Q3); 
fçlose($); 

return; 

1 
for (linkid =O;linkid < 5;Iinkid + +) 

{ 
found =O; 
while (found = =O) 

{ 
fgets(mp-su. i 20. f p )  ; 
strcpy(tmpPstr, strto k(inp-str, " in ")); 
if (strcmp(tmp-str. "ECONOMIC: ") = =O) found = 1 ; 

1 
for (count -0;count < 8;count + + ) 

strcpy(mpPstr, s t r t o k ( N U  n)); 

trfIcount] = atof(tmp-str); 

1 
fprintf@3,"%9.3f 89.3f %9.3F,eO] +tql].trfl2].tflfl); 

1 
fprintf(fp3, "inn); 

fclose(fp3); 
fclose(fp); 

retum; 

}/* end m a c t  Cost Sumnory Routine */ 

/* The following code enract NPV values fiom the HDM reporrjile: #REPORT. RPT" */ 
void extract (int case-num) 

I 



int count=O; 
int nu-oJar =O; 

FILE *fp**fp2; 
int found =O; 

char input-str[300]; 
char temp_sa[20]; 

@ = fopen("report.outn, "ru); 
/* the HûM-II' Outpu (report #II )  nuut be M füe Mmed REPûRT.OüT */ 
@2 =fopen("ourput.datw, "a+ *); 
/* NP V values will be stored in a file m e d  OCITPWT-DAT *f 
if (Fp = = NULL) 

I 
printf("Error!! Cannot open results file\nn); 
printf("Exiting\nn); 
exit( t ); 

I 
if (fgets(input-str.SOO,f@)= = NULL) 

{ 
fprintf(fp2, "Case #% i NA NA NA NA NA NA NA NAn, case-mm); 

fprintf(fp2," NA NA NA NA NA NA NA NA NA NA NA NA\nn); 
fclose(fp2); 
fçlose(fp); 

return; 

I 
/*Now throw o u  al2 the irreIevant liws in the@ */ 
found =O; 
while (found = =O) 

fgets(input-str,SOO,fp); 
strcpy(temp~str,strtok(input~str, " ")); 
if (sncmp(temp~str,"ï703 ") = =O) î* nie code apects the lin& code used ro be ï703 */ 

found = 1 ; 

1 
/* Now get the NPV values. niere should be 20 of them */ 
/* ~hrow out the n a  line. */ 
fge<s(input-s&,500.@); 

while ((fgets (input-strT500,Q))! =NULL) 



{ 
strcpy (terne-str,satok (input-str, " ")); 

for (count = 1;count < IQ;count + +) 

sucpy (terne-str.strtok(NULL. " ")); P get the I& item, net pres vul */ 
if (strcmp (terne-str. "\O ")! =O) 

$rintf (fp2, " % 7.2f " . atof (temp-sa)); 
num-so-far+ +; 

1 
if (num-so-fiu = =4) 

found =O; 
num-so-f' =O; 

while ((found = =O)&& ((fgets (hput-SB. 500. fp))  ! = N u ) )  

sucpy (terne-sa.smok (input-str, " Y; 
if (strcmp (temp-str, T703 ") = =O) 

found = 1 ; 

1 
i 
Fgets (input-str,500,@); I*throw out every 2nd line *I 

1 
fprintf (fp2, "\nn); 
fclose (fp); 
fctose (fp2); 

) P End extract NPV values RoutUie */ 



Diagnosis of the Stocbastic Redictor: Cross Validation Residual Plots 

Figure D.1 The predided NPV (ADT 264) versus the predicîor variables 

(See Section 6.3.2.1 and Figure 6.8) 

Figure D.2 The p d d e d  LCC-VOC (ADT 1000) versus the ptedictor variables 

(See Section 6 -3.2.3) 

Key: NPV = net present value of the totol life cycle costs savings of the R U  

strategy SrPl over STPO; pavement type: asphait concrac (AC) on 

granular base; m&c: 264 ADC  disco^ rate = 10% per yeat. 

LCC-VOC = users' (VOC) üfe-cycle cms for the R&M strategy STP4; pavement 

type: osphalt concrete (AC) on grmlar base; trmc: Zoo0 ADT 
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FIGURE D.1 Cmss vaWWon msiduals: NPV tag&st predictor vtuiables 

(Symbols uccording to the Glossary) 
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FIGURE D.2 Cmss voüdoaon nsÙiU(ICS: NPV against pmikl~r varirrbiks (con&) 

(Symttols according to the Glossmy) 
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FICURE D.1 Cross volidkatibn residuals: NPV against pmdictor v&&s (cont.) 

(Symbols according ta the Glosscuy) 
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Cross vaifühthn nsidW: NPV agoinst pmdictor v ~ i e s  (cont.) 

(Symboli according to the Glosscuy) 
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(e) 

FIGURE D.1 Cross v-n m s i d d :  NPV agahst predictor vOCi46ks (con&) 
(Symbok according to the Glossary) 
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FIGURE D.1 Cmss vaiidhtbn msùthak: NPV agahst prr&tur vruiables (CON&) 

(Symbols according m the Glossary) 



(a) 

FIGURE D.2 Cross validàtbn residuals: LCC-VOC agriinst pm&îw v M & s  

(Syrnbok according ro the Gbssary) 



(b) 

FIGURE D.2 Cross vtalùtàhn residuais: LCC-VOC againstpredicîor voricrbles (cont.) 
(Symbois according to the Glosscuy) 



FIGURE D.2 Cross vd&&n nsidUCJS: LCC-VOC againstptvdicl~r vQCi4bïes (cont.) 
(Symbols according to the Glossary) 
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FIGURE 0.2 Cross v d ~ n  rrsiduals: LCC-VOC agaulstpredictor variables (cont.) 

(Symbais according to the Gfossary) 
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FIGURE 0.2 Cmss vcrl&!bn wsid&: LCC-VOC agahstp~&t@r v&ks (conL) 
(SyrnùoLs according to the Glossary) 
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FIGURE 0.2 

RRF 

Cross vtdMztibn residuals: LCC-VOC against pre&&r v(Vi46les @on&) 

(Symùols according tu the Glossary) 



GLOSSARY 

AC 

ACIGB 

(AADT) 
ASCII 

BI 
BLiJP 
CPU 
CBR 
DOS 
EBM 
ESAi 

HDM-VOC 

HDM4 
HDM-III 
HDM-PC 
IR1 
IRR 
ISOHDM 
LCC 
MoW 
MLE 
NPV 

pdf 
PMS 

R&M 
RODEMAN 
RONIS 
RTiM3 (RTiM2) 
SD 
SDfCB 
SDfGB 
SSA 
S m  (. .- STP4) 
VOC 

Asphalt coacrete; hot roUed asptiait mk pavement w m  course. 

Asphalt concrete on gradar base pavement. 

Average Daiiy T d c  (Annual Average M y  T e ) .  
American Standard Code for Infodon Imerchange; 256 character set also called plah text 

B m p  Integrator. the TRRL's Mrh wheel Towed Bump Integrator M e x  of Roughwss. 

Best l b  unbiased estimaior (predictot). 
Central processing unit. 

California Bewbg Ratio. 

Disk operathg system. 

Expenditure Budgethg Model manatada a%]. 
Equivalent Standard Axle load. The 8.2 ton (18 000 Ib), duai whel axle load equivalent. 
The HDM-III Vehicle ûperating Cost Model; a limited version of HDM-III model. 

The fonhcoming upgrade of HDM-III USOHDM 931. 
The Highway Design and Mainteamce Srandards Model [Watanatada 87aI. 
The micro-computer (DOS) version of the HDM-III model 891. 

Intetnational Roughness Index; mît of eoad roughoess. 

Interna1 rate of r e m .  
intemationai Study on Highway Development and Management tools PSOHDM 931. 
Lifecycle costs; LCC-VOC: wrs' Me-cycle cosa; LCC-MM: agency Iifecycie costs . 
Ministry of Transportation, Communication ancl Worb, Taazania. 

Maximum likelihood estimator (estimation). 
Net present value (worth). 

probability density tùnction. 

pavement management system. 

rehabilimtion and maintenance; r d  presefvation activities. 

Road Deterioration and Maintenance Effects Model, A Iimited version of HDM-[II model. 

R d  Network Unprovernent Systan [Turay 90. 911. 

Road Transport Investinent Model; version 3 (2) [TRRL 86, Cundill95J. 
SurFace (double) dressing, also called surface (double, triple) treament, 

Surface deessing on cernent stabilized base pavemem. 

Surface dressing on granuiar base pavement. 

Sub-Saharan fia. The Afiica region south of the Sahara excluding the South Africa. 

Codes for paved road R&M matment saategies, ako called maintenance alteniatives. 

Vehicle ûperating Costs. 



Link Charactetization Variables 

A 

ACRA 

ACRAb 

ACRW 

ACR Wb 

AGEl 

AGE2 

AGE3 

APOT 

ARAV 

C 

CMOD 

COMP 

ce 
CRP 

DEF 

ELAN 

HSNEW 

HSOLD 

Kci 

KCP 

Kge 

&?P 

KPP 
&P 
Kvi 

MMP 

QI 
RDM 

RDS 

RF 
RRF 
SN 

SNSG 

Altitude [above mean sea level] (m) . 
Area of al1 cracks (%). 
Area of previous al1 cracks (%). 

Area of wide cracks ( X ) .  
Area of previous wide cracks (76). 

Age of preventive matment (y-). 

Age of smfhcing (years). 

Age h m  1st reî011struction (years). 

Area of potholes (75). 

Atea raveled (%) - 
Horizontal curvatllfe (degreeslkm) . 
Resilient rnodulus of soi1 cernent (GPa). 

Relative compaction (%). 

Conswction hulty code [yes /no]. 

Cracking retardation time (years) . 
Benkelman beam deflection (mm). 

Effective number of lanes. 

Thickaess of new surfâce layers (mm)- 

Thickness of old surface layers (mm). 
Cracking initiation calibration factor (dimensioniess) . 
Cracking progression calibration factor. 

Rougimess-age term caibration façtor. 

Roughaess progression cal8ration factor. 

Pothole progression calibration factor. 

Rut depih progression calibration factor. 

Raveling initiation calibration -or. 

Average monthly rainfall (mm). 

Roughness (IRI d a n ,  other units: BI mm/ka and QI kuil). 

Mean nit deptb (mm). 
Standard deviation of rut depth (mm). 

Rise plus fall (mh). 

Raveling retardation factor. 

Stmchual aumber. 

Subgrade smngth in CBR (X) [ =California bearing ratio J. 



SP Superelevation (%) . 
W Carriageway width (m). 

WS Shoulder width (m) . 

Vehicle chararte-on variables 

A m 3  

ALPHAI 
BETA 

COLH 
CUSP 

COTC 
CLHPC 
CMQI 
CRPM 

CSPQI 

CTm 
E VUo 

GVW 

HPDRIVE 

m o  

HP- 
PAKOAD 

QIOSP 
KûESBOPV 

vehicle base annual utilisation. 
Unit €uel efficiency factor. 
Weibul shape parametet. 
Constant tenn in the I;H - PC equan*on, 
Constant tenn in the exponent of the QI - PC equation- 
Constant tenn in the tire wear equation. 
The PC exponent in the LH - PC equation. 
QI ktor in the exponent of the LH - PC equation. 
Caîibrated engine speed (rpm). 
Roughaess codocien in ihe exponent of the QI - PC equation. 
Tire Wear coet5cient. 
Base elasticity of vehicle annuai utilisation. 
Gross vehicle weight (metric tons). 
Usable driving power (metric horse power, HP). 
Base nmber of hours dxiven per year. 
Usable brakhg power (HP). 
Ebyload (metric tons). 
Limitbg QI at which the QI - PC equation becornes lineat. 
Limitiug desired speed for paved r d  ( d s ) .  




