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Abstract

The first part of the thesis studies a decentralized network of separate transmitter-
receiver (Tx-Rx) pairs. The users are asynchronous meaning there exists a mutual delay
between their transmitted codewords. Each Tx stays silent permanently after it sends
its codeword. The channel from each Tx to each Rx is modelled by a static and non-
frequency selective coefficient followed by additive white Gaussian noise. Each Tx sends
a preamble sequence before transmitting its codeword to ensure its affiliated Rx knows
the exact arrival time for the codeword. The network being decentralized, different users
are unaware of each other’s preamble sequences. As such, the receivers can not determine
the exact positions of interference bursts. We introduce a learning technique based on
piecewise-linear regression where it is shown how each Rx successfully estimates the number
of interferers, the coefficients of the channels carrying interference and the mutual delays.
The estimates for the mutual delays are not perfect, however, they are reliable enough to
guarantee successful decoding of the codewords.

The second part of the thesis addresses a centralized Gaussian interference channel of
two Tx-Rx pairs under stochastic data arrival (GIC-SDA). The information bits arrive
at the transmitters according to independent and asynchronous Bernoulli processes (Tx-
Tx asynchrony). The transmissions are asynchronous (Tx-Rx asynchrony) in the sense
that a Tx immediately sends a codeword to its Rx when there are enough information
bits gathered in its buffer. Such immediate style of transmission is in contrast to the Tx-
Rx synchronous style discussed in [20]. In a setting where the transmitters only know the
statistics of Tx-Tx asynchrony, it is shown how each user designs its codebook rate in order
to maximize the probability of successful decoding at the receivers. An achievable region is
characterized for the codebook rates in a two-user GIC-SDA under the requirements that
the transmissions be immediate and the receivers treat interference as noise. This region is
described as the union of uncountably many polyhedrons and is in general disconnected and
non-convex due to infeasibility of time sharing. Special attention is given to the symmetric
case where closed-form expressions are developed for the achievable codebook rates.
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Chapter 1

Introduction

1.1 Motivation and Previous Work

Characterizing the capacity region for Gaussian interference channels has been an open
problem for more than thirty years. Even the two-user case is only partially solved [1, 2,
3, 4]. Some pivotal assumptions made in [1, 2, 3, 4] and the references therein are:

1. The network is centralized, i.e., there is a central controller that assigns the resources
(such as time or bandwidth) to the users. Moreover, users know each other’s code-
books (through the central controller or direct communication among users) which
enables the receivers to perform interference cancellation or multiuser decoding. In
decentralized setups such as ad hoc networks [5], there is no central node to assign
the resources to the users and issues such as fairness and rate assignment must be
handled locally by each transmitter-receiver pair. The well-known ALOHA system
[6] is a potential candidate for data communication in such scenarios. Modelled
based on the so-called collision channel, each user randomly stays silent or transmits
a packet independently from packet interval1 to packet interval. If two users collide,
the transmitters are required to retransmit the lost packets which in turn drops the
overall spectral efficiency and leads to extra delay and stability2 issues regarding the
backlogged packets [7, 8, 9]. The seminal paper of Massey and Mathys [10] studies the
collision channel without feedback in the context of random multiple access where the
packets sent by different transmitters incur independent delays. The transmitters can

1A packet interval is the communication period it takes each transmitter to send a packet.
2An ALOHA system is called stable if the random process of backlogged packets is ergodic.
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not be synchronized due to the lack of feedback from the common receiver. Instead,
each transmitter is assigned a “protocol sequence” in order to enable the receiver
to identify and decode the transmitted packets regardless of the delays. Design of
protocol sequences (signature coding) is further explored in [11, 12].

2. The number of users is fixed. In a network with invariable underlying infrastruc-
ture such as frequency division (FD), if the number of active users is less than the
design target, part of the spectrum remains unused. Despite its simplicity, FD is
optimal in various setups that comply with (i) and (ii) above. For example, [13]
demonstrates that in a Gaussian interference channel, every pareto-optimal rate as-
signment is realized by FD under the assumptions that users treat each other as noise
and the crossover channel gains are sufficiently larger than the direct channel gains.
In practice, the majority of users are most likely inactive in a typical snapshot of the
network. This results in a low spectral efficiency for FD.

3. Users are block-synchronous. This assumption is not necessarily valid in practice,
because different users do not become active simultaneously. Information theoretic
studies on a network of block-asynchronous users is investigated in [14, 15] in the
context of centralized multiple access channels. Reference [16] combines the scheme
of [15] with the so-called generalized time sharing [17] to derive an achievable rate
region for a centralized interference channel in the presence of block asynchrony.
The authors in [18] study a centralized Gaussian interference channel with block-
asynchronous users. Invoking the general formula for capacity in [19], a multi-letter
expression is derived for the capacity region of such channels.

4. Each transmitter constantly communicates with its affiliated receiver. In some ap-
plications such as wireless sensor networks, transmitters stop sending data intermit-
tently. Moreover, no user knows a priori the times that other users start or end their
transmissions.

The goal of this thesis is to explore the possibility and limits of reliable communication
in a network where the number of users is random, users are block-asynchronous with burst
transmissions and the coordination among the users is minimal. In the next section, we
present an overview of the main results.
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1.2 Contributions

1. In the first part of the thesis, a decentralized wireless network of separate transmitter-
receiver pairs is studied where there is no central controller to assign the resources
to the users and users do not explicitly cooperate. For simplicity, we focus on a
single-burst scenario where each transmitter sends a single codeword upon activation
and remains silent afterwards. Users are block-asynchronous meaning there exists a
mutual delay between their transmitted codewords.

We show how the receivers learn about the number of active users, channel coefficients
and activation times of the transmitters based on locally available measurements. It
is essential that each receiver finds the exact arrival time of the codeword sent by its
corresponding transmitter. To achieve this goal, preamble sequences are embedded at
the beginning of a transmitted codeword. As different users do not necessarily know
each other’s preamble sequences, there is no guarantee that a receiver can estimate
the arrival times of interference bursts along its desired data with vanishingly small
probability of error. Nevertheless, the estimates are reliable enough to guarantee
successful decoding at each receiver.

2. In the second part of the thesis, we study a two-user Gaussian interference channel
(GIC) with stochastic data arrival (SDA). The input bit streams at the transmitters
are independent and asynchronous Bernoulli processes. The information source at
each transmitter turns off after randomly generating a given total number of bits.
Let us consider two transmission schemes:

1- Each transmitter begins to send a codeword only at a predetermined set of time
slots t1 < t2 < · · · agreed upon between both Tx-Rx pairs. Transmission of a
codeword at time instant t1 is subject to availability of enough data bits to represent
a codeword. If the number of available information bits is not enough, the transmitter
waits until the earliest time slot tm for m ≥ 2 when enough data is gathered in its
buffer. This scheme is introduced in [20] which we refer to as the Tx-Rx synchronous
scheme.

2- Each transmitter begins to send a codeword immediately when there are enough
bits gathered in its buffer. In this case, each receiver does not know a priori the time
slots when the codewords are dispatched by the transmitters. We refer to this style
of transmission immediate or Tx-Rx asynchronous.

Under both the Tx-Rx synchronous and the Tx-Rx asynchronous schemes, the data
sent by both transmitters can potentially look like intermittent bursts along the
time axis. In the synchronous scheme, all symbols in a transmitted codeword are

3



received either in the absence of interference or in the presence of interference. In the
asynchronous scheme, however, a number of symbols per transmitted codeword may
be received interference-free while the rest are received in the presence of interference.

We compare both schemes in terms of the underlying relative delay induced in the
transmission process. More precisely, if the first symbol of the jth transmitted
codeword is sent at time slots T

(j)
synch and T

(j)
asynch under the synchronous and asyn-

chronous schemes, respectively, then there exists a δ > 0 such that the probability of
T

(j)
synch−T

(j)
asynch

T
(j)
asynch

> δ occurring grows to 1 in the limit of large codeword length.

Applying sequential joint typicality decoding [21], the receivers estimate and learn
about the positions of the transmitted bursts along the time axis. We study funda-
mental constraints on the codebook rates in order to guarantee immediate transmis-
sion at the transmitters and successful decoding at the receivers. For simplicity of
presentation, we employ random Gaussian codebooks and assume all receivers treat
interference as noise. The achievable region for codebook rates is characterized as
the union of uncountably many polyhedrons which is in general non-convex and dis-
connected due to infeasibility of time sharing. In a setup where the exact asynchrony
between the input bit streams is unknown to the transmitters, the number of trans-
mitted codewords at each transmitter is optimized to achieve a target transmission
rate and minimize the probability of unsuccessful decoding at the receivers.

Our analysis directly incorporates the burst-like nature of incoming data in the stan-
dard information-theoretic framework for reliable communications.

4



Chapter 2

Decentralized Networks with
Asynchronous Users and Burst
Transmissions

2.1 Notations and terminology

The set of real and complex numbers are shown by R and C, respectively. Random quan-
tities are shown in bold such as x. A realization of x is denoted by x. Vectors are shown
by an arrow on top, e.g., ~x. A sequence (a1, · · · , am) is denoted by (al)

m
l=1. A circularly

symmetric complex Gaussian random sequence (xi)
m
i=1 of length m with zero mean and

covariance matrix Σ is denoted by CN(~0,Σ). The probability density function (PDF)

of a CN(0, σ2) random variable is denoted by g(x;σ2) = 1
πσ2 e

− |x|
2

σ2 . A Bernoulli random
variable with parameter θ is denoted by Ber(θ). We use P(E) for the probability of an
event E , 1E for the indicator function of an event E and px(·) for the PDF of a ran-
dom variable x. The mutual information between random variables x and y is denoted
by I(x;y), h(x) denotes the differential entropy of a continuous random variable x and
hb(x) := −x log x− (1− x) log(1− x) denotes the binary entropy function. For x ∈ R, bxc
is the floor of x and x+ = x1x>0. We write f(x) = Θ(g(x)) to mean there exist constants

c1, c2 > 0 such that c1 < |f(x)
g(x)
| < c2 for sufficiently large x. For any set A, |A| and Ac

show the cardinality and complement of A, respectively. For any two sets A and B, A\B
denotes the difference between these sets. Throughout the chapter,

• i.i.d. stands for “independent and identically distributed”.
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• We refer to the inequality a− 1 < bac ≤ a for any a ∈ R as “the floor inequality”.

• Any equality, inequality or convergence involving random quantities is understood in
the “almost sure” sense unless otherwise stated. We avoid using the term “almost
surely” hereafter.

2.2 System Model

2.2.1 Channel model and the signalling scheme

We consider a wireless network of separate transmitter-receiver pairs. From the perspective
of each active user, say user 0, there are a number K of other active users that are referred
to as potential interferers. The static and non-frequency selective channel coefficient from
transmitter i to receiver j is denoted by the complex number hi,j. For notational simplicity,

we denote hi,0 by hi and define ~h = (hi)
K
i=0. The channel from each transmitter to each

receiver is slotted and the time slots on different channels coincide. Therefore, all active
users are synchronous at the symbol level.1 Transmitter i chooses its message from a set
of size 2bnRic where n and Ri are the codeword length and the code rate, respectively.
The corresponding codeword (xi,l)

n−1
l=0 is transmitted during n consecutive time slots. The

elements of (xi,l)
n−1
l=0 are realizations of independent CN(0, Pi) random variables. To address

the fact that in practice users do not stay active forever, we assume each transmitter sends
one codeword upon activation and remains silent afterwards. Due to fairness, the code
rates and average transmission powers of all users are identical, i.e.,

Ri = R, Pi = P, 0 ≤ i ≤ K. (2.1)

2.2.2 Modelling the asynchrony

Fixing an origin t = 0 on the discrete time axis as shown in Fig. 2.1 and recalling the code-
word length is n for all users, transmitter i starts its activity at time slot ti,n, referred to as
the delay associated to user i. The delay ti,n takes its values in the set {0, 1, · · · , bn/αc − 1}
where bn/αc− 1 is the index of the latest time slot that any transmitter starts its activity

1See the discussion at the end of Section 2.2.2 on how synchronization at the symbol level is achieved
in practice.
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t = 0

user 0

user 1

user 2

t0;nt1;n t2;n t3;n bn=αc � 1

user 3

preamble sequence

codeword

Figure 2.1: A decentralized network of four active users (user 0 together with K = 3 poten-
tial interferers). Different users become active at different time slots. The activation time
ti,n for user i is a realization of a discrete uniform random variable over {0, 1, · · · , bn/αc−1}.

and 0 < α < 1 is referred to as the congestion factor. A smaller α implies a less congested
network. For any 0 ≤ i ≤ K, one can write

ti,n = bbn/αc νic , (2.2)

where ν0, · · · , νK are distinct numbers in the interval (0, 1). We denote the sequence (νi)
K
i=0

by ~ν. No user is aware of ~ν a priori, however, all users are aware of α.

The motivation for the model considered in this chapter is that in practical wireless
systems, users become active after enough data (determined by the codeword length) is
available in their buffers. Due to the random nature of the data arrival, buffers of different
nodes will reach to such a state (from now on called the transmission state) at different
times. The conclusion of this model is that, if each unit is allowed to decide for the start of
its transmission based on the local content of its buffer, rather than waiting for all units to
have enough data, the overall delay experienced by each unit will be significantly reduced.
However, each unit, upon reaching its transmission state, can synchronize its transmission
at a symbol level by waiting for the start of the next symbol interval (referred to as “time
slot” in the article). This results in a minor additional delay (less than a single time slot).
The question is how one can guarantee that such separate users can detect and synchronize
their transmissions at a time slot level. This requires the following:

1. Access to a central clock (measure of time)

2. The ability of each unit to deal with small errors in synchronizing with such a central
clock

7



• Answer to (1): Access to a central clock is part of most modern wireless systems,
e.g., through a GPS clock, through the timing information embedded in the TV
signals [22], or through access to a backbone network using Network Time Protocol
(NTP) [23]. Even in the absence of such systems, it is fairly easy to provide a
coarse time synchronization mechanism by using a dedicated node to occasionally
broadcast a training signal and having separate units to look for such a training
signal in order to synchronize. The latter option, however, is against the definition
of a decentralized network in this chapter where the presence of a central node is out
of the question. This conflict can be settled if one restricts the role of a central node
to only broadcasting training signals for time slot synchronization.

• Answer to (2): In practice, many wireless systems rely on a mechanism that re-
duces their sensitivity to synchronization errors. In particular, most modern wireless
systems rely on orthogonal frequency division multiple access (OFDM/OFDMA). In
OFDM, the time slot can be defined as a single OFDM symbol, and it is well known
that the use of cyclic prefix in OFDM provides total immunity to timing errors as
long as such timing errors are less than the length of the cyclic prefix. The cyclic
prefix is long enough (is always set to be longer than the length of the channel mem-
ory) to guarantee that the timing errors in synchronizing with the central clock are
totally absorbed within the OFDM cyclic prefix.

2.3 Channel estimation and user identification

It is assumed that receiver 0 knows h0, i.e., the channel coefficient from its affiliated
transmitter. However, receiver 0 is required to estimate K, (hi)

K
i=1 and ~ν. Towards this

goal, each transmitter starts its activity by sending a preamble sequence, namely, (x′i,l)
bnδc
l=0

for transmitter i consisting of bnδc independent complex Gaussian random variables with
average power P where 1

2
< δ < 1.2 This sequence is revealed to both ends of user i

and is transmitted in bnδc consecutive time slots upon activation. Each user generates its
preamble sequence independently of other users. As a shorthand notation, let n

δ
= bnδc.

The signal received by receiver 0 at time slot 0 ≤ t ≤ bn/αc+ n
δ

+ n− 1 is given by

y0[t] = h0s0[t] +
K∑

i=1

hi si[t] + z0[t], (2.3)

2The constraint 1
2 < δ < 1 is required in the proof of Proposition 2.
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where z0[t] ∼ CN(0, 1) is the ambient noise at receiver 0 at time slot t and si[t] is the
signal transmitted by user i at time slot t given by

si[t] =





x′i,t−ti,n ti,n ≤ t ≤ ti,n + n
δ
− 1

xi,t−ti,n−nδ ti,n + n
δ
≤ t ≤ ti,n + n

δ
+ n− 1

0 t < ti,n or t > ti,n + n
δ

+ n− 1

(2.4)

Since the ambient noise has unit variance, P is a measure of SNR. Note that |ti,n− t0,n| ≥
n+ n

δ
if and only if there is no interference between user 0 and user i.

2.3.1 Estimating the number of users, channel coefficients and
the delays

Let Tn be the latest time slot that a transmitter may send the last symbol in its codeword,
i.e., Tn = bn/αc+n

δ
+n− 1. Define the random continuous function3 F n : [0, 1]→ [0,∞)

by F n(0) = 0, F n( l
Tn

) = 1
PTn

∑l
t=1 |y0[t]|2 for 1 ≤ l ≤ Tn and let F n be linear over each

interval [ l−1
Tn
, l
Tn

]. Also, define

ψ(τ) := τ1τ≤ α
1+α

+
α

1 + α
1τ> α

1+α
. (2.5)

and

F (τ) :=
τ

P
+

K∑

i=0

|hi|2ψ
(
τ − νi

1 + α

)
, 0 ≤ τ ≤ 1. (2.6)

The following proposition is essential towards estimating K, (hi)
K
i=1 and ~ν :

Proposition 1. For any ε > 0, let n be large enough such that n
δ
≥ 2 and εTn >

max{cn
δ
, c′} where c and c′ are constants that only depend on K, ~h and P . Then

P(‖F n − F‖∞ > ε) ≤ Θ(1)e−ε
2Θ(n). (2.7)

In particular,
lim
n→∞

‖F n − F‖∞ = 0, (2.8)

where for any bounded real-valued function f on [0, 1], ‖f‖∞ := supτ∈[0,1] |f(τ)| is the
so-called uniform norm of f .

3All realizations of F n are continuous.
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Proof. See Appendix A.

Explicit expressions for the constants c and c′ in Proposition 1 are

c = 45(K2 + 5K + 6) max
{

max
0≤i≤K

|hi|, max
0≤i,j≤K

|hi||hj|
}
,

c′ = 5
( 1

P
+

K∑

i=0

|hi|2
)
. (2.9)

To explain Proposition 1, let ki denote the index of the (i+1)st transmitter that becomes
active, i.e., νk0 < νk1 < · · · < νk

K
. The function F in (2.6) is a piecewise linear function.

The slope of F is 1
P

over the interval [0,
νk0

1+α
]. As transmitter k0 becomes active, the slope

of F jumps to 1
P

+ |hk0 |2. Let us distinguish two cases:

• If νk1 > νk0 + α, the slope of F is 1
P

+ |hk0 |2 over the interval [
νk0

1+α
,
νk0

+α

1+α
], drops to

1
P

over the interval [
νk0

+α

1+α
,
νk1

1+α
] and jumps to 1

P
+ |hk1|2 as transmitter k1 becomes

active.

• If νk0 < νk1 < νk0 +α, the slope of F is 1
P

+ |hk0 |2 over the interval [
νk0

1+α
,
νk1

1+α
], jumps

to 1
P

+ |hk0|2 + |hk1|2 as transmitter k1 becomes active and stays at this value over

the interval [
νk1

1+α
,
νk0

+α

1+α
].

The function Fn converges uniformly to F , i.e., for arbitrary ε > 0, ‖Fn − F‖∞ < ε
for sufficiently large n. As a specific example, let us consider a scenario where there are
K + 1 = 3 active users in the network, νk0 = 0.3106, νk1 = 0.4104, νk2 = 0.6959 and
hk0 = 1.4878e0.2932

√
−1, hk1 = 0.9014e3.0291

√
−1, hk2 = 1.1134e−2.7195

√
−1. It is assumed that

α = 0.5, δ = 0.6, θ = 0.6 and P = 20 dB. Fig. 2.2 presents plots of the sample paths Fn(τ)
in terms of τ for different values of n. We observe that as n increases, Fn becomes closer
to F in the sense that ‖Fn − F‖∞ decreases. This property of Fn enables receiver 0 to

obtain estimates |ĥki | and ν̂ki for |hki | and νki , respectively4, by applying piecewise-linear
regression to the graph of Fn. The slopes and breaking points of the resulting piecewise-
linear approximation are used to obtain |ĥki | and ν̂ki .

4 It is more accurate to write ̂|hki | instead of |ĥki | as receiver 0 only estimates the absolute value of

hki . However, we adopt the notation |ĥki | for simplicity. Moreover, |ĥki | and ν̂ki depend on n which is
again dropped from notation for simplicity.
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To describe the estimation procedure in more detail, Fig. 2.3 presents schematic plots of
Fn(τ) and F (τ)±ε in terms of τ near the point τ =

νki
1+α

where transmitter ki becomes active.
It is assumed that n is large enough so that ‖Fn − F‖ ≤ ε. Activation of transmitter ki
results in a jump in the slope of F . Let us denote the slope of F immediately before
and after τ =

νki
1+α

by a− and a+ , respectively. We assume ε is sufficiently small so that

receiver 0 is able to find points (shown in filled squares) on the graph of Fn for τ <
νki
1+α

,

while the slope of F is a− and for τ >
νki
1+α

, while the slope of F is a
+

. Receiver 0 constructs
the regression lines (shown in dashed lines) for these two groups of points and announces

the τ -coordinate of the point where the regression lines intersect as
ν̂ki
1+α

. Moreover, the

jump in the slope of the regression line is the estimate |ĥki |2 for |hki |2. This estimation
technique is analyzed in Appendix B where we prove the following corollary:

Corollary 1. The estimators |ĥki | and ν̂ki satisfy

P(
∣∣|ĥki | − |hki |

∣∣ > ε) ≤ Θ(1)e−ε
2Θ(n) (2.10)

and

P(|ν̂ki − νki | > ε) ≤ Θ(1)e−ε
2Θ(n). (2.11)

In particular, limn→∞ |ĥki | = |hki | and limn→∞ ν̂ki = νki.

Proof. See Appendix B.

Motivated by Corollary 1, we assume receiver 0 has learnt the exact values of K and
|hki |. However, it is unrealistic to assume receiver 0 knows the exact values of νki . This
is because a small difference ν̂ki − νki can translate to a large difference t̂ki,n − tki,n =
bbn/αcν̂kic − bbn/αcνkic. Let us formalize our observations under Assumption 1:

Assumption 1. Receiver 0 is able to find the exact values of K and |hki | for 0 ≤ i ≤ K.
Moreover, it is able to construct an estimator ν̂ki for νki such that P(|ν̂ki − νki | > ε) ≤
Θ(1)e−ε

2Θ(n) for any ε > 0.

2.3.2 Estimating the activation time t0,n

It is essential for receiver 0 to identify the exact time slot t0,n when transmitter 0 starts its
activity. According to our results thus far, receiver 0 can obtain the estimate

t̂ki,n = bbn/αcν̂kic, (2.12)
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for tki,n. By Assumption 1, ν̂ki can be made arbitrarily close to νki , however, there is no
guarantee that P( t̂ki,n 6= tki,n) vanishes as n increases. Sending a preamble sequence by
transmitter 0 enables receiver 0 to obtain a finer estimate for t0,n.

We start with the following lemma:

Proposition 2. There exists a positive integer N depending on c, c′, α and δ such that

P
(
|̂tki,n − tki,n| > 2cn

δ

)
≤ Θ(1)e−Θ(n2δ−1), (2.13)

for any i and n ≥ N .

Proof. By the floor inequality, | t̂ki,n−tki,n| > 2cn
δ

implies | ν̂ki−νki | >
2α(cn

δ
−1)

n
. Therefore,

P(| t̂ki,n − tki,n| > 2cn
δ
) ≤ P

(
| ν̂ki − νki | >

2α(cn
δ
− 1)

n

)
≤ Θ(1)e−

(
2α(cn

δ
−1)

n

)2

Θ(n), (2.14)

where the last step is due to (2.11) for the choice of ε = εn :=
2α(cn

δ
−1)

n
and n is assumed

to be large enough so that cn
δ
> 1. By Proposition 1, one needs to check if εnTn >

max{cn
δ
, c′} in order to guarantee (2.14) holds. Since εnTn =

2α(cn
δ
−1)Tn
n

= Θ(n
δ
) and c′ is

a constant, there is N1 such that εnTn > c′ for n ≥ N1. Moreover, αTn
n
>

α(n
α
−1+n+n

δ
−1)

n
=

1+
n+n

δ
−2

n
α ≥ 1. Therefore, εnTn = αTn

n
×2(cn

δ
−1) > 2(cn

δ
−1). As such, εTn > cn

δ
holds

if cn
δ
> 2. Let N2 be such that cn

δ
> 2 for n ≥ N2. Finally, (

2α(cn
δ
−1)

n
)2Θ(n) = Θ(

n2
δ

n
) =

Θ(n2δ−1). This completes the proof of proposition by letting N = max{N1, N2}.

Motivated by Proposition 2, we make the following assumption:

Assumption 2. Receiver 0 estimates the delay tki,n within an interval of length at most
4cn

δ
around its actual value, i.e., | t̂ki,n− tki,n| ≤ 2cn

δ
for any i. Without loss of generality,

2c is an integer. Otherwise, one can replace 2c by max{1, b2cc}.

In fact, for given ε > 0, one can assume n is large enough such that P(∃i : | t̂ki,n−tki,n| ≤
2cn

δ
) > 1 − ε and add ε to the probability of error in decoding the message sent by

transmitter 0.

By Assumption 2, the preamble sequence for transmitter ki starts no earlier than time
slot t̂ki,n − 2cnδ and ends no later than time slot t̂ki,n + (2c+ 1)nδ. Define

Ai,n := {t̂ki,n − 2cnδ, · · · , t̂ki,n + (2c+ 1)nδ}. (2.15)
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The burst for transmitter ki starts no earlier than time slot t̂ki,n − 2cnδ and no later than
time slot t̂ki,n + 2cnδ. Define

Bi,n := {t̂ki,n − 2cnδ, · · · , t̂ki,n + 2cnδ}. (2.16)

The burst for transmitter ki ends no earlier than time slot t̂ki,n + n + (1 − 2c)nδ − 1 and
no later than time slot t̂ki,n + n+ (1 + 2c)nδ − 1. Define

Ci,n := {t̂ki,n + n+ (1− 2c)nδ − 1, · · · , t̂ki,n + n+ (1 + 2c)nδ − 1}. (2.17)

The next assumption simplifies the description and analysis for the sequential typicality
decoder:

Assumption 3. For any i 6= j, there exists a constant N∗ ≥ 1 such that Ai,n
⋂

Bj,n = ∅
and Ai,n

⋂
Cj,n = ∅ for any n ≥ N∗. This implies that no transmitter starts or ends its

transmission while another transmitter is sending its preamble sequence.

The next proposition justifies Assumption 3:

Proposition 3. For any ε > 0, there is an integer Nε such that the probability of Assump-
tion 3 being false is less that ε if one selects N∗ = Nε.

Proof. See Appendix C.

To find t0,n, receiver 0 uses the so-called sequential typicality decoder [21]. Recall that
for given ε > 0, m ≥ 1 and a PDF p(·, ·) on C2 with marginals p1 and p2 , the typical set

A
(m)
ε [p] is the set of all pairs (~x, ~y ) where ~x, ~y ∈ Cm and the following three inequalities

hold:

∣∣∣∣
1

m

m∑

i=1

log p1(xi) + h(p1)

∣∣∣∣ < ε, (2.18)

∣∣∣∣
1

m

m∑

i=1

log p2(yi) + h(p2)

∣∣∣∣ < ε (2.19)

and

∣∣∣∣
1

m

m∑

i=1

log p(xi, yi) + h(p)

∣∣∣∣ < ε. (2.20)
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We refer to any (~x, ~y ) ∈ A(m)
ε [p] as an ε-jointly typical pair with respect to p [28].

In order to describe how the sequential typicality decoder operates, we find it best to
look at the specific example in Fig. 2.2. By Assumption 3, the number of active users is

fixed while transmitter 0 is sending its preamble sequence (x′l,0)
n
δ
−1

l=0 . Let us denote the

PDF of noise plus interference in each time slot during the transmission of (x′l,0)
n
δ
−1

l=0 by
p

NI
(·). According to Fig. 2.2, if transmitter 0 is the first active transmitter (k0 = 0),

p
NI

(w) = p
NI,k0(w) := g(w; 1), (2.21)

if transmitter 0 is the second active transmitter (k1 = 0),

p
NI

(w) = p
NI,k1(w) := g

(
w; 1 + |hk0|2P

)
(2.22)

and if transmitter 0 is the third active transmitter (k2 = 0),

p
NI

(w) = p
NI,k2(w) := g

(
w; 1 + (|hk0|2 + |hk1|2)P

)
. (2.23)

Let pki(x, y) = g(x;P )p
NI,ki

(y − h0x) be the joint PDF of the input and output of user 0
while this user is transmitting its preamble sequence. Receiver 0 estimates t0,n as the
unique integer t ∈ Bi,n such that

(
(x′0,l)

n
δ
−1

l=0 , (y0[l])
t+n

δ
−1

l=t

)
∈ A(n

δ
)

ε [pki ], (2.24)

for exactly one choice of 0 ≤ i ≤ 2. We denote this estimate of t0,n by ̂̂t0,n. The next
proposition shows that the probability of error in estimating t0,n vanishes as n grows to
infinity.

Proposition 4. Let ̂̂t0,n be the estimator of t0,n as described in above. Then

P
(̂̂t0,n = t0,n

)
≥ 1−Θ(n2

δ)e
−Θ(nδ). (2.25)

In particular, limn→∞ P
(̂̂t0,n = t0,n

)
= 1.

Proof. See Appendix D.
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2.4 Decoding strategy and achievable rates

In the previous section, we demonstrated how receiver 0 estimates the number K of po-
tential interferers, the channel gains and delays of active transmitters. Moreover, it was
established that the probability of error in estimating t0,n by receiver 0 vanishes as n grows.
In this section, we explore reliable communication between transmitter 0 and receiver 0.
For simplicity, it is assumed K = 1 throughout this section and the only potential interferer
on user 0 is user 1. Extending the achievability results to general K is straightforward.

We begin by listing several assumptions that facilitate the description of the decoding
strategy and error analysis:

Assumption 4. Receiver 0 knows the exact value of t0,n.

Assumption 4 is motivated by Proposition 4. In fact, for given ε > 0, one can assume

n is large enough such that P
(̂̂t0,n = t0,n

)
> 1− ε and add ε to the probability of error in

decoding the message sent by transmitter 0.

Having the assumptions in above, let us explain the decoding scheme. Description of
the decoding scheme depends on the sign of ν1−ν0 and whether |ν1−ν0| is smaller or larger
than α. Here, we only consider the case 0 < ν1 − ν0 < α. Other cases can be explained
similarly. By Assumption 2, transmitter 1 starts its activity no earlier than t̂1,n−2cn

δ
and

no later than t̂1,n + 2cn
δ
. Recalling that t0,n + n

δ
and t0,n + n

δ
+ n− 1 are the time slots

transmitter 0 sends the first and last symbols in its codeword, respectively, we have

( t̂1,n − 2cn
δ
)− (t0,n + n

δ
)

(a)

≥ (t1,n − 2cn
δ
− 2cn

δ
)− (t0,n + n

δ
)

= t1,n − t0,n − (4c+ 1)n
δ

(b)
>

(
(n/α− 1)ν1 − 1

)
− (n/α)ν0 − (4c+ 1)n

δ

>
ν1 − ν0

α
n− (4c+ 1)n

δ
− ν1 − 1, (2.26)

and

(t0,n + n
δ

+ n− 1)− ( t̂1,n + 2cn
δ
)

(a)

≥ (t0,n + n
δ

+ n− 1)− ( t1,n + 2cn
δ

+ 2cn
δ
)

= n+ t0,n − t1,n − (4c− 1)n
δ

(b)
> n+

(
(n/α− 1)ν0 − 1

)
− (n/α)ν1 − (4c− 1)n

δ

> n
(

1− ν1 − ν0

α

)
− (4c+ 1)n

δ
− ν0 − 1, (2.27)
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where in both (2.26) and (2.27), (a) is due to Assumption 2 and (b) is due to the floor
inequality. Since 0 < ν1 − ν0 < α, the terms on the right sides of (2.26) and (2.27) are
positive if n is sufficiently large. As such, user 0 experiences partial interference on its
codeword in the sense that there exists t0,n + n

δ
< t < t0,n + n

δ
+ n − 1 such that any

symbol in the codeword of user 0 transmitted in time slot t or later is received in the
presence of interference. By Assumption 4, receiver 0 knows the exact value of t0,n and
therefore, it can divide the collection of time slots t0,n +n

δ
, · · · , t0,n +n

δ
+n− 1 into three

groups as shown in Fig. 2.4, namely,

• The initial interval consisting of time slots t0,n +n
δ
, · · · , t̂1,n− 2cn

δ
− 1. The number

of time slots in this interval is t̂1,n − t0,n − (2c+ 1)n
δ
.

• The ambiguity interval consisting of time slots t̂1,n−2cn
δ
, · · · , t̂1,n+2cn

δ
. The number

of time slots in this interval is 4cn
δ

+ 1.

• The final interval consisting of time slots t̂1,n + 2cn
δ

+ 1, · · · , t0,n + n
δ

+ n− 1. The
number of time slots in this interval is t0,n − t̂1,n − (2c− 1)n

δ
+ n− 1.

Receiver 0 knows for a fact that there is no interference during the initial interval, it is
uncertain about the presence of interference in any time slot during the ambiguity interval
and it knows for a fact that interference is present in each time slot during the final interval.
Therefore, the PDF of noise plus interference per time slot at receiver 0 during the initial
interval and the final interval is given by

p
NI,I

(w) = g(w; 1) (2.28)

and
p

NI,F
(w) = g(w; 1 + |h1|2P ), (2.29)

respectively. Let
p

I
(x, y) = g(x;P )p

NI,I
(y − h0x) (2.30)

and
p

F
(x, y) = g(x;P )p

NI,F
(y − h0x). (2.31)

Receiver 0 finds the unique codeword (x0,l)
n−1
l=0 such that both

(
(x0,l)

t̂1,n−t0,n−(2c+1)n
δ
−1

l=0 , (y0[l])
t̂1,n−2cn

δ
−1

l=t0,n+n
δ

)
∈ A( t̂1,n−t0,n−(2c+1)n

δ
)

ε [ p
I
] (2.32)
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and
(

(x0,l)
n−1

l=t̂1,n−t0,n+(2c−1)n
δ
+1
, (y0[l])

t0,n+n
δ
+n−1

l=t̂1,n+2cn
δ
+1

)
∈ A( t0,n−t̂1,n−(2c−1)n

δ
+n−1)

ε [ p
F
] (2.33)

are satisfied. The decoding rule in (2.32) requires the first t̂1,n − t0,n − (2c+ 1)n
δ

symbols
in a codeword be jointly typical with the received signals during the initial interval. Also,
the decoding rule in (2.33) requires that the last t0,n− t̂1,n− (2c− 1)n

δ
+ n− 1 symbols in

a codeword be jointly typical with the received signals during the final interval.

We are ready to present the main result of this section:

Proposition 5. Define the achievable rate for user 0 by

R := min {1, |ν1 − ν0|/α} log(1 + |h0|2P ) + (1− |ν1 − ν0|/α)+ log
(

1 +
|h0|2P

1 + |h1|2P
)
.

(2.34)

If R < R, the probability of error in decoding the message of user 0 can be made arbitrarily
small by letting n be sufficiently large.

Proof. See Appendix E.
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Figure 2.2: Plots of F (τ) and Fn(τ) in terms of τ for different values of n. It is assumed
that there are K + 1 = 3 active transmitters, νk0 = 0.3106, νk1 = 0.4104, νk2 = 0.6959,
hk0 = 1.4878e0.2932

√
−1, hk1 = 0.9014e3.0291

√
−1, hk2 = 1.1134e−2.7195

√
−1, P = 20 dB, α = 0.5,

δ = 0.6 and θ = 0.6. Note that activation of user ki corresponds to τ =
νki
1+α

on the τ -axis,

i.e.,
νk0

1+α
= 0.2071,

νk1

1+α
= 0.2736 and

νk2

1+α
= 0.464. By increasing n, Fn becomes closer to

F in the sense that ‖Fn − F‖∞ decreases.
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νki
1+α

ν̂ki
1+α

2ǫ

F (τ)± ǫ

piecewise linear regression

Fn(τ)

τ

2ǫ

Figure 2.3: Plots of F (τ) ± ε and Fn(τ) in terms of τ . Transmitter ki become active
at τ =

νki
1+α

which results in an increase in the slope of F . Let us denote the slope of

F immediately before and after τ =
νki
1+α

by a− and a+ , respectively. We assume ε is
sufficiently small so that receiver 0 is able to find points (shown in filled squares) over the
graph of Fn for τ <

νki
1+α

, while the slope of F is a− and for
νki
1+α

< τ , while the slope of F
is a+ . Receiver 0 finds the regression lines (shown in dashed lines) for these two groups of
points and announces the τ -coordinate of the point where these regression lines intersect

as
ν̂ki
1+α

. Moreover, the increase in slope of the regression lines is |ĥki |2.
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t0,n + n
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δ
t̂1,n + 2cn

δ
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δ
+ n − 1
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user 0

user 1 as receiver 0 sees

preamble sequence

codeword
ambiguity interval

t̂1,n

p
NI,I

(·) p
NI,F

(·)

Figure 2.4: Relative positions of the codewords sent by transmitter 0 and transmitter 1
across the time axis from the viewpoint of receiver 0. It is assumed that 0 < ν1−ν0 < α. By
Assumption 4, receiver 0 knows the value of t0,n, however, it does not know the value of t1,n.
Receiver 0 is able to find the estimate t̂1,n such that |t̂1,n − t1,n| ≤ 2cn

δ
by Assumption 2.

The codeword of user 0 is received during the time slots t0,n+n
δ
, · · · , t0,n+n

δ
+n−1. These

time slots are divided into three intervals, namely, the initial interval where receiver 0 knows
for a fact that interference is absent, the ambiguity interval where receiver 0 is unable to
identify the presence of interference and the final interval where receiver 0 knows for a fact
that interference is present.
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Chapter 3

Asynchronous Communication over
Gaussian Interference Channels with
Stochastic Data Arrival

3.1 Notations and terminology

Random quantities are shown in bold such as x with realization x. Sets and in particular,
events are shown using capital calligraphic or cursive letters such that A or A . The set
difference for two sets A and B is denoted by A \ B. The underlying probability measure
and the expectation operator are denoted by P(·) and E[·], respectively. For a real number
x, the floor of x is bxc and the ceiling of x is dxe. A binomial random variable with
parameters n (number of trials) and p (probability of success) is denoted by Bin(n, p).
A negative binomial random variable with parameters k and p, denoted by NB(k, p), is
defined to be the number of trials until k successes are observed where p is the probability
of success. The probability density function (PDF) of a Gaussian random variable with

zero mean and variance σ2 is denoted by g(x;σ2) := 1√
2πσ

e−
x2

2σ2 . The differential entropy

of a continuous random variable x with PDF p(·) is denoted by h(x) or h(p). For two
functions f and g of a real variable x, we write f = Θ(g) if there is x0 and constants c1

and c2 such that c1g(x) ≤ f(x) ≤ c2g(x) for x ≥ x0. We define

C(x) :=
1

2
log(1 + x). (3.1)

All logarithms have base 2. Throughout the chapter,
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z2;t ∼ N(0; 1)

x1;t
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y1;t

y2;t

encoder

encoder

source

source
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buffer

Figure 3.1: This figure shows a two-user GIC with stochastic data arrival (GIC-SDA). The
source of Tx i generates ki bits per time slot with a probability of qi and turns off after
a total of kin bits are generated. The links from each transmitter to each receiver are
modelled by static and non-frequency selective coefficients. The signals at the transmitters
are subject to an average power constraint and the noise at each receiver is an AWGN
process with unit variance.

• Any equality or inequality involving random variables is understood in the “almost
sure” sense unless otherwise stated. We avoid repeating “almost surely” throughout
the chapter.

• “SLLN” stands for “the strong law of large numbers”.

• The symbol “:=” means “is defined by”

3.2 System Model

3.2.1 Signalling and channel model

We consider a GIC with two users of separate Tx-Rx pairs shown in Fig. 3.1. The channel
from Tx i to Rx j is modelled by a static and non-frequency selective coefficient hi,j
where h1,1 = h2,2 = 1, h2,1 =

√
a2 and h1,2 =

√
a1. The channel from each transmitter

to each receiver is slotted in time and the time slots on any of the four channels from
different transmitters to different receivers coincide. Therefore, the two users are symbol-
synchronous. Throughout the chapter, we show the time slots using the index t = 1, 2, · · · .
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If we are describing a property for user i, the index i′ refers to the other user, i.e., i′ = 3− i
for i = 1, 2. Denoting the signal at Tx i in time slot t by xi,t, we impose the average power
constraint

Qi :=
1

|Ti|
∑

t∈Ti

x2
i,t ≤ Pi, (3.2)

where Ti is the communication period of interest for Tx i and |Ti| denotes the length of Ti.
The signal yi,t received at Rx i in time slot t is given by

yi,t = xi,t +
√
ai′ xi′,t + zi,t, i = 1, 2, (3.3)

where zi,t is the additive noise at Rx i in time slot t. The noise at each receiver is an
additive white Gaussian noise (AWGN) process with unit variance.

3.2.2 Data arrival

Each transmitter is connected to an information source through a buffer as shown in
Fig. 3.1. At the “beginning” of time slot t = 1, the buffers are empty. At the “end” of
each time slot, a number of ki bits arrive at the buffer of Tx i with a probability of qi or
no bits arrive with a probability of 1− qi.1 The rate of data arrival at Tx i is denoted by

λi := kiqi. (3.4)

The bit streams entering the buffers of the two users are independent processes. Source i
is turned off permanently after it generates a total number of kin bits where n runs in the
set of positive integers. To transmit its data, Tx i employs a codebook consisting of 2bnηic

codewords of length
ni := bnθic, (3.5)

where ηi, θi > 0. Note that the codebook rate for Tx i is bnηicbnθic . Assuming ηi has the
particular expression

ηi =
ki
Ni

, (3.6)

for integers N1 and N2, we see that Tx i sends a total number of Ni codewords where each
codeword represents bnηic = bkin

Ni
c of the bits stored in its buffer. The number of bits that

are not transmitted is equal to kin−NibkinNi c ≤ Ni which is negligible in the limit of large

1All results in the chapter are still valid as long as the incoming bit stream is a random process with
independent and identically distributed inter-arrival periods with finite mean value.
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Figure 3.2: This figure shows the first transmission burst of Tx i along the t-axis. At
the end of time slot τ

(1)
i the number of bits in the buffer of Tx i become larger than

or equal to bnηic for the first time. A number of bnηic bits in the buffer of Tx i are
represented by a codeword which together with the preamble sequence are sent during
time slots τ

(1)
i + 1, · · · , τ (1)

i + n′ + ni.

n. Before a codeword is transmitted over the channel, each transmitter sends a preamble
sequence of length n′ where2

n′ = o(n). (3.7)

Each preamble sequence enables the receivers to identify the arrival of a codeword. Details
on the preamble sequences and how they are utilized are provided in Section 3.3.

Let bi,t be the number of bits in the buffer of user i at the “beginning” of time slot t,

b′i,t be the number of bits entering the buffer of user i at the “end” of time slot t and τ
(1)
i

be the smallest index t ≥ 1 such that bi,t + b′i,t ≥ bnηic. At time slot t = τ
(1)
i + 1, a number

of bnηic bits in the buffer of Tx i are represented by a codeword which together with the

preamble sequence are sent during time slots τ
(1)
i + 1, · · · , τ (1)

i +n′+ni. This is referred to
as a transmission burst or simply a burst as shown in Fig. 3.2. These bnηic bits are erased
from the buffer of Tx i, i.e.,

b
i,τ

(1)
i +1

= b
i,τ

(1)
i

+ b′
i,τ

(1)
i

− bnηic. (3.8)

Let τ
(2)
i be the smallest index t ≥ τ

(1)
i + n′ + ni such that bi,t + b′i,t ≥ bnηic. At time slot

t = τ
(2)
i , a second group of bnηic bits in the buffer are scheduled for transmission. These

bits are represented by a codeword which together with the preamble sequence are sent

2This means limn→∞ n′

n = 0.
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during time slots τ
(2)
i + 1, · · · , τ (2)

i + n′ + ni and we have

b
i,τ

(2)
i +1

= b
i,τ

(2)
i

+ b′
i,τ

(2)
i

− bnηic. (3.9)

In general, τ
(j)
i is defined by

τ
(j)
i = min

{
t ≥ τ

(j−1)
i + n′ + ni : bi,t + b′i,t ≥ bnηic

}
. (3.10)

At time slot τ
(j)
i , a number of bnηic bits in the buffer of Tx i are represented by a codeword

which together with the preamble sequence are sent during time slots τ
(j)
i + 1, · · · , τ (j)

i +
n′ + ni. Moreover,

b
i,τ

(j)
i +1

= b
i,τ

(j)
i

+ b′
i,τ

(j)
i

− bnηic. (3.11)

This style of transmission is Tx-Rx asynchronous in the sense that Rx i does not know a
priori the time slots τ

(1)
i + 1, τ

(2)
i + 1, · · · when Tx i begins to send its bursts.

A few remarks are in order:

1. The Tx-Rx asynchronous transmission considered in this paper is in contrast to
the Tx-Rx synchronous scheme3 studied in [20] in the context of networking and
information theory. In this scheme, Tx i sends its codewords only at time slots
mni + 1 where m ≥ 1 is an integer.4 The so-called augmented codebook of Tx i
consists of 2bnηic data codewords of length ni and one additional codeword referred
to as the null codeword with the same length ni. At the “end” of time slot mni, if
there are at least bnηic bits in the buffer, a data codeword is transmitted over the
channel during time slots mni + 1, · · · , (m+ 1)ni. If the number of bits at the “end”
of time slot mni is less than bnηic, the null codeword is transmitted over the channel
during time slots mni + 1, · · · , (m + 1)ni and Tx i repeats this process at time slot
(m+1)ni. Transmission of the null codeword facilitates the synchronization between
a receiver and its corresponding transmitter. Lemma 24.1 in [20] guarantees that the
buffer of Tx i is stable, i.e., supt≥0E[bi,t] <∞, if and only if

µi :=
ηi
λi

=
1

Niqi
> θi. (3.12)

3See chapter 24 on page 600.
4The description provided here for the scheme in [20] is given in terms of the notations introduced in

this paper. Moreover, the communication scenarios studied in [20] are the point to point channel and the
multiple access channel.
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In the scheme considered in this paper, stability of the buffers is not an issue because
Tx i only transmits a finite number kin of bits and hence, the backlog (buffer content)
is bounded from above by kin at any time slot. However, we still impose the constraint
in (3.12) for Ni > 1 because it guarantees immediate data transmission described in
the next remark.

2. It is desirable that the transmissions be immediate in the following sense:

We say the transmissions of Tx i are immediate if Tx i sends a codeword immediately
after there are at least bnηic bits stored in its buffer.

Such immediate transmission is not possible if a previously scheduled codeword is
not completely transmitted. More precisely, let

τ̃
(1)
i := min

{
t ≥ τ

(1)
i + 1 : bi,t + b′i,t ≥ bnηic

}
. (3.13)

Then τ̃
(1)
i is the earliest time slot such that the buffer of Tx i contains at least

bnηic bits after the transmission of the first burst begun at time slot τ
(1)
i + 1. If

τ̃
(1)
i ≤ τ

(1)
i + n′ + ni − 1, these bnηic bits must stay in the buffer until time slot

τ
(1)
i + n′ + ni when the transmission of the first scheduled codeword is complete.

In Appendix F it is shown that if (3.12) holds, then

P
(
τ̃

(1)
i ≤ τ (1)

i + n′ + ni − 1
)
≤ e−cin, (3.14)

where ci > 0 is a constant that does not depend on n. In virtue of (3.14) and
for sufficiently large n, the second transmission is immediate with arbitrarily large
probability. Next, define

τ̃
(2)
i := min

{
t ≥ τ

(2)
i + 1 : bi,t + b′i,t ≥ bnηic

}
. (3.15)

Then τ̃
(2)
i is the earliest time slot such that the buffer of Tx i contains at least

bnηic bits after the transmission of the second burst begun at time slot τ
(2)
i + 1. If

τ̃
(2)
i ≤ τ

(2)
i + n′ + ni − 1, then these bnηic bits must stay in the buffer until time slot

τ
(2)
i + n′ + ni when the transmission of the second scheduled codeword is complete.

Similar to (3.14),

P
(
τ̃

(2)
i ≤ τ (2)

i + n′ + ni − 1
∣∣ τ̃ (1)

i ≥ τ (1)
i + n′ + ni

)
≤ e−cin (3.16)

holds under the condition µi > θi. By (3.14) and (3.16), the probability that both
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Figure 3.3: If µi > θi, the signals sent by Tx i look like intermittent bursts along the t-axis
with high probability.

the second and third transmissions are immediate is bounded from above by 2e−cin.
Simple induction shows that the probability of all Ni transmissions by Tx i being
immediate is bounded from above by Nie

−cin.

3. By the previous remark and under the constraint in (3.12), the signals sent by
Tx i look like intermittent bursts along the t-axis with high probability as shown
in Fig. 3.3. After sending a codeword, the transmitter must wait to receive enough
bits in its buffer to transmit the next codeword. In contrast to [20], no “null code-
word” is utilized in this paper, i.e., Tx i stays silent if it does not have enough bits
in its buffer to represent a codeword.

4. Since transmissions are immediate, τ
(j)
i = τ̃

(j)
i with high probability and one may

redefine τ
(j)
i in (3.10) by

τ
(0)
i := 0, τ

(j)
i := min

{
t ≥ τ

(j−1)
i + 1 : bi,t + b′i,t ≥ bnηic

}
, j ≥ 1. (3.17)

Without loss of generality, let n be a multiple of N1N2. Then bnηic becomes divisible
by ki for both i = 1, 2 and the inequality bi,t + b′i,t ≥ bnηic in (3.17) can be replaced
by bi,t + b′i,t = bnηic, i.e.,

τ
(0)
i := 0, τ

(j)
i := min

{
t ≥ τ

(j−1)
i + 1 : bi,t + b′i,t = bnηic

}
, j ≥ 1. (3.18)

Moreover, the buffer dynamics can be written as

bi,t+1 =

{
bi,t + b′i,t bi,t + b′i,t < bnηic

0 bi,t + b′i,t = bnηic . (3.19)
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The following proposition compares the times when Tx i begins to send its jth burst
under the immediate Tx-Rx asynchronous scheme considered in this paper and the Tx-
Rx synchronous scheme in [20]:

Proposition 6. Assume µi is not an integer multiple of θi,
θi
2
, · · · , θi

Ni
. Let ς

(j)
i + 1 for

1 ≤ j ≤ Ni be the time slot that Tx i begins to send its jth codeword under the Tx-
Rx synchronous scheme in [20]. There exists δ > 0 such that

lim
n→∞

P
(
ς

(j)
i > (1 + δ)τ

(j)
i

)
= 1, (3.20)

for any 1 ≤ j ≤ Ni.

Proof. See Appendix G.

Remark- Under the assumptions in Proposition 6, one can prove the existence of δ > 0

such that limn→∞
ς

(j)
i −τ

(j)
i

τ
(j)
i

> δ for any 1 ≤ j ≤ Ni which is stronger than the statement in

(3.20).

3.2.3 Tx-Tx asynchrony

In the previous section the incoming bit streams at the transmitters where assumed to
be synchronous in the sense that both start to run at time slot t = 1. In practice, the
activation times for these processes are different. Let Tx 1 and Tx 2 start their activity at
time slots t = bnν1c and t = bnν2c, respectively, where ν1, ν2 > 0. Then (3.18) is rewritten
as

τ
(0)
i := bnνic, τ

(j)
i := min

{
t ≥ τ

(j−1)
i + 1 : bi,t + b′i,t = bnηic

}
, j ≥ 1. (3.21)

We see that τ
(j)
i is the smallest t ≥ τ

(j−1)
i + 1 such that Tx i receives packets of ki bits in

exactly bnηic
ki

slots among the time slots with indices τ
(j−1)
i +1, · · · , t. Therefore, τ

(j)
i −τ (j−1)

i

is a negative binomial random variable with parameters bnηic
ki

and qi, i.e.,

τ
(j)
i − τ (j−1)

i ∼ NB
(bnηic

ki
, qi

)
, j ≥ 1. (3.22)

Alternatively, if ξi,1, · · · , ξi,j is a sequence of independent NB( bnηic
k
, q) random variables,

one can write
τ

(j)
i = ξi,1 + · · ·+ ξi,j + bnνic − 1, j ≥ 1. (3.23)
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Defining
ξ

(j)
i := ξi,1 + · · ·+ ξi,j, (3.24)

then ξ
(j)
i ∼ NB( jbnηic

ki
, qi) and we get our final expression for τ

(j)
i , i.e.,

τ
(j)
i = ξ

(j)
i + bnνic − 1. (3.25)

We end this subsection with the following remarks:

Remark- Throughout the chapter, ν1 and ν2 are realizations of independent and con-
tinuous random variables ν1 and ν2.

Remark- In Remark (iv) in the previous subsection we assumed that n is a multiple
of N1N2. If we do not make such an assumption, each ξi,l for 1 ≤ l ≤ j turns out to be

a NB
(
b bnηic

ki
c + ml, qi

)
random variable where ml is an integer that depends on n, ki and

Ni and 0 ≤ |ml| < ki. This does not affect the results in the forthcoming sections. The
assumption that n is a multiple of N1N2 is made only for notational simplicity.

3.2.4 The Average transmission power and the average trans-
mission rate

The incoming bit stream at the buffer of Tx i starts at time slot bnνic and Tx i sends the

last symbol in its N th
i burst (last burst) at time slot τ

(Ni)
i +n′+ni. Therefore, the activity

period Ti appearing in (3.2) is given by

Ti =
{
bnνic, bnνic+ 1, · · · , τ (Ni)

i + n′ + ni

}
. (3.26)

The elements of each codeword and the preamble sequence for Tx i are realizations of
independent N(0, γi) random variables where γi > 0 is a constant designed to ensure that
the average transmission power at Tx i does not exceed Pi. In the following, we compute
the average transmission power Qi and the average transmission rate Ri for Tx i:
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Average transmission power

Tx i sends out Ni bursts where the jth burst lasts from time slot τ
(j)
i + 1 to time slot

τ
(j)
i + n′ + ni. The average transmission power Qi is a random variable given by

Qi =
1

|T i|

τ
(Ni)
i +n′+ni∑

t=bnνic

x2
i,t =

n′ + ni
|T i|

Ni∑

j=1

1

n′ + ni

τ
(j)
i +n′+ni∑

t=τ
(j)
i +1

x2
i,t. (3.27)

By SLLN,

lim
n→∞

1

n′ + ni

τ
(j)
i +n′+ni∑

l=τ
(j)
i +1

x2
i,t = γi, (3.28)

for any 1 ≤ j ≤ Ni. Recalling the expression for τ
(j)
i in (3.25),

n′ + ni
|T i|

=
n′ + ni

τ
(Ni)
i + n′ + ni − bnνic+ 1

=
n′ + ni

ξ
(Ni)
i + n′ + ni

=
n′ + ni

Nibnηic
ki

ξ
(Ni)
i

Nibnηic
ki

+ n′ + ni

. (3.29)

Since ξ
(Ni)
i ∼ NB(Nibnηic

ki
, qi) is the sum of Nibnηic

ki
independent geometric random variables

with parameter qi, we invoke SLLN one more time to write

lim
n→∞

ξ
(Ni)
i

Nibnηic
ki

=
1

qi
. (3.30)

By (3.27), (3.28), (3.29) and (3.30), the average transmission power in the limit of large n
is given by

lim
n→∞

Qi = lim
n→∞

(n′ + ni)Niγi
Nibnηic

ki

1
qi

+ n′ + ni
=

θiNiγi
Niηi
kiqi

+ θi
=

Niγi
1 + 1

qiθi

, (3.31)

30



where we replaced ηi = ki
Ni

in the last step.

Average transmission rate

Tx i sends a total number of kin bits over its whole period of activity Ti. Then the average
transmission rate Ri is a random variable given by

Ri =
kin

|T i|
=

kin

ξ
(Ni)
i + n′ + ni

. (3.32)

Using (3.30), the average transmission rate in the limit of large n is

lim
n→∞

Ri =
ki

Niηi
λi

+ θi
=

λi
1 + qiθi

. (3.33)

We will use the expressions in (3.31) and (3.33) in Section 3.5.1 where we study system
design.

3.3 Estimating the arrival times and transmitter iden-

tification at the receivers

Let (s
(j)
i,l )ni−1

l=0 for 1 ≤ j ≤ Ni be the Ni codewords of length ni sent by Tx i. Also, let

(s′i,l)
n′−1
l=0 be the preamble sequence for user i. The signal xi,t in (3.3) can be written as

xi,t =





s′
i,t−τ (j)

i −1
τ

(j)
i + 1 ≤ t ≤ τ

(j)
i + n′

s
(j)

i,t−τ (j)
i −n′−1

τ
(j)
i + n′ + 1 ≤ t ≤ τ

(j)
i + n′ + ni

0 otherwise

, (3.34)

for 1 ≤ i ≤ 2 and 1 ≤ j ≤ Ni. The preambles (s′1,l)
n′−1
l=0 and (s′2,l)

n′−1
l=0 are revealed to both

receivers. The following assumption considerably simplifies the analysis in this section.
Assumption- For any integers 1 ≤ j1 ≤ N1 and 1 ≤ j2 ≤ N2,

j2µ2 − j1µ1 + ν2 − ν1 /∈
{

0, θ1,−θ2, θ1 − θ2

}
. (3.35)

Remark- Since we are assuming that ν1 and ν2 are realizations of independent and con-
tinuous random variables ν1 and ν2, the restrictions in (3.35) are considered “mild” in the
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sense that the probability of j2µ2− j1µ1 + ν2− ν1 lying in {0, θ1,−θ2, θ1− θ2} for some j1

and j2 is equal to zero.

We will use the assumption in (3.35) throughout the chapter. Its first application
appears in the following proposition:

Proposition 7. Assuming (3.35) holds, the probability of Tx i starting or ending a trans-
mission burst while Tx i′ is sending a preamble sequence tends to zero as n grows.

Proof. See Appendix H.

In view of Proposition 7 and for given ε > 0, we assume n is large enough so that the
probability of Tx i starting or ending a transmission burst while Tx i′ is sending a preamble
sequence is less than ε and add ε to the probability of error in decoding the codewords. In
other words, we assume no transmitter starts or ends a transmission burst while the other
transmitter is sending a preamble sequence.

Next, we study the detection/estimation procedure at Rx 1. A similar procedure is
carried out at Rx 2. Define the PDFs p(1)(·, ·), · · · , p(4)(·, ·) on R2 as follows:

• For 1 ≤ j ≤ N1 and τ
(j)
1 + 1 ≤ t ≤ τ

(j)
1 +n′, Tx 1 is sending the preamble sequence in

its jth burst. If Tx 2 is not transmitting during this time interval, then px1,t,y1,t
(x, y) =

g(x; γ1)g(y − x; 1). We define

p(1)(x, y) := g(x; γ1)g(y − x; 1). (3.36)

• For 1 ≤ j ≤ N1 and τ
(j)
1 + 1 ≤ t ≤ τ

(j)
1 +n′, Tx 1 is sending the preamble sequence in

its jth burst. If Tx 2 is transmitting during this time interval, then px1,t,y1,t
(x, y) =

g(x; γ1)g(y − x; 1 + a2γ2). We define

p(2)(x, y) := g(x; γ1)g(y − x; 1 + a2γ2). (3.37)

• For 1 ≤ j ≤ N2 and τ
(j)
2 + 1 ≤ t ≤ τ

(j)
2 +n′, Tx 2 is sending the preamble sequence in

its jth burst. If Tx 1 is not transmitting during this time interval, then px2,t,y1,t
(x, y) =

g(x; γ2)g(y − a2x; 1). We define

p(3)(x, y) := g(x; γ2)g(y − a2x; 1). (3.38)
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Figure 3.4: A scenario where where Tx 1 and Tx 2 send only two and one bursts, respec-
tively, i.e., N1 = 2 and N2 = 1. It is assumed that n1 < n2. For simplicity of presentation,
we call t1 := τ

(1)
1 + 1, t2 := τ

(1)
2 + 1 and t3 := τ

(2)
1 + 1.

• For 1 ≤ j ≤ N2 and τ
(j)
2 + 1 ≤ t ≤ τ

(j)
2 +n′, Tx 2 is sending the preamble sequence in

its jth burst. If Tx 1 is transmitting during this time interval, then px2,t,y1,t
(x, y) =

g(x; γ2)g(y − a2x; 1 + γ1). We define

p(4)(x, y) := g(x; γ2)g(y − a2x; 1 + γ1). (3.39)

To identify the arrival time of a transmission burst, each receiver applies the so-called
sequential joint typicality decoder [21]. To describe how Rx 1 estimates τ

(j)
i for different

i and j and without loss of generality, we find it best to consider the particular situation
shown in Fig. 3.4 where N1 = 2, N2 = 1 and n1 < n2. The arrival time estimation and
user identification are performed in the following steps:

1. By Fig. 3.4, t1 := τ
(1)
1 + 1 is the time slot that the first active transmitter sends the

first symbol in its preamble sequence. Rx 1 estimates t1 by

t̂1 = min
{
t ≥ 0 :

(
(s′1,l)

n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(1)] or
(
(s′2,l)

n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(3)]
}
,

(3.40)
where the PDFs p(1) and p(3) are defined in (3.36) and (3.38), respectively. By
Proposition 7, we can assume px1,l,y1,l

= p(1) for any t1 ≤ l ≤ t1 + n′ − 1. Then the
weak law of large numbers yields

lim
n→∞

P
((

(s′1,l)
n′−1
l=0 , (y1,l)

t1+n′−1
l=t1

)
∈ A(n′)

ε [p(1)]
)

= 1. (3.41)
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By (3.41), limn→∞ P( t̂1 ≤ t1) = 1. As such, to show that t̂1 = t1 holds with high
probability, it is enough to show that P( t̂1 < t1) is negligible for sufficiently large n.
This is the content of the following proposition:

Proposition 8. We have

P( t̂1 < t1) ≤ Θ(n)e−Θ(n′). (3.42)

In particular, limn→∞ P( t̂1 < t1) = 0.

Proof. See Appendix I.

Motivated by Proposition 8, we assume Rx 1 knows the exact value of t1. In fact,
for given ε > 0, we assume n is large enough so that the probability of error in
estimating the first arrival time is less than ε and add ε to the probability of error
in decoding the codewords. Not only does Rx 1 know the exact value of t1, but also
it realizes that t1 is τ

(1)
1 + 1 and not τ

(1)
2 + 1, i.e., it knows the first arriving burst

belongs to Tx 1. This is described in the next step.

2. After finding t1, Rx 1 decides whether the first burst belongs to Tx 1 or Tx 2. Towards
this goal, Rx 1 verifies if

(
(s′1,l)

n′−1
l=0 , (y1,l)

t1+n′−1
l=t1

)
∈ A(n′)

ε [p(1)] (3.43)

or

(
(s′2,l)

n′−1
l=0 , (y1,l)

t1+n′−1
l=t1

)
∈ A(n′)

ε [p(3)]. (3.44)

If (3.43) holds, the first arriving burst is assumed to belong to Tx 1. If (3.44) holds,
the first arriving burst is assumed to belong to Tx 2. As mentioned earlier in (3.41),
(3.43) holds with high probability in the limit of large n. In Appendix J, it is shown
that

P
((

(s′2,l)
n′−1
l=0 , (y1,l)

t1+n′−1
l=t1

)
∈ A(n′)

ε [p(3)]
)
≤ e−Θ(n′). (3.45)

Therefore, (3.44) holds with a probability that decays exponentially with n′ and
hence, Rx 1 can identify the sender of the first burst with high probability.

3. Up to this point, Rx 1 knows that the first burst belongs to Tx 1 and it lasts from
time slot t1 to time slot t1 +n′+n1−1. If another burst arrives during this period, it
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must belong to Tx 2. As shown in Fig. 3.4, a burst belonging to Tx 2 indeed arrives
at time slot t2 := τ

(1)
2 + 1 when the first burst of Tx 1 is still arriving. The preamble

sequence in the first burst by Tx 2 extends from time slot t2 to time slot t2 + n′ − 1.
By Proposition 7, px2,l,y1,l

= p(4) for any t2 ≤ l ≤ t2 + n′ − 1 where p(4) is defined in
(3.39). Based on these observations, Rx 1 estimates t2 by

t̂2 = min
{
t1 ≤ t ≤ t1 + n′ + n1 − 1 :

(
(s′2,l)

n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(4)]
}
. (3.46)

Following similar lines of reasoning in the proof of Proposition 8, one can show that
P( t̂2 6= t2) ≤ Θ(n)e−Θ(n′). As such, we can assume that Rx 1 knows the exact value

of t2, i.e., Rx 1 knows τ
(1)
2 .

Remark- If (3.47) fails to return an estimate for t2, Rx 1 concludes that no burst of
Tx 2 is received by the time Tx 1 finishes its first burst. As such, starting at time
slot t1 + n′ + n1, Rx 1 looks for the arrival time t∗ of a new transmission burst that
might belong to Tx 1 or Tx 2. The time slot t∗ is estimated similar to (3.40), i.e., t̂∗

is the smallest value of t ≥ t1 + n′ + n1 such that
(
(s′1,l)

n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(1)]

or
(
(s′2,l)

n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(3)].

4. After finding t2 in step (iii), Rx 1 knows that the first burst of Tx 2 lasts from
time slot t2 to time slot t2 + n′ + n2 − 1. Since the first burst of Tx 1 ends at time
slot t1 +n+n1− 1, Rx 1 looks for possible arrival of the second burst of Rx 1 during
time slots t1 + n′ + n1 to t2 + n′ + n2 − 1. In fact, as shown in Fig. 3.4, the second
burst of Tx 1 arrives at time slot t3 := τ

(2)
1 + 1 when the first burst by Tx 2 is still

arriving. The preamble sequence in the second burst of Tx 1 extends from time slot
t3 to t3 + n′ − 1. By Proposition 7, px1,l,y1,l

= p(2) for any t3 ≤ l ≤ t3 + n′ − 1 where

p(2) is defined in (3.37). Based on these observations, Rx 1 estimates t3 by

t̂3 = min
{
t1 + n′ + n1 ≤ t ≤ t2 + n′ + n2 − 1 :

(
(s′1,l)

n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(2)]
}
,

(3.47)

where following the proof of Proposition 8, it can be shown that P( t̂3 6= t3) ≤
Θ(n)e−Θ(n′).

The detection/estimation procedure described here can be easily extended to scenarios
other than the one depicted in Fig. 3.4. Throughout the rest of the chapter, we assume
both receivers know the values of τ

(j)
i for any i = 1, 2 and 1 ≤ j ≤ Ni.

35
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(a)
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t̄-axis

j2µ2 + ν2 + θ2

(b)

Figure 3.5: If (3.50) holds for i = 1, the jth2 burst of Tx 2 overlaps (with high probability
for large n) with the jth1 codeword of Tx 1 over its “left end” as shown in panel (a), while
if (3.51) holds for i = 1, the jth2 burst of Tx 2 overlaps with the jth1 codeword of Tx 1 over
its “right end” as shown in panel (b).

3.4 Decoding strategy and achievability results

In the previous section, we described how each receiver is capable of estimating τ
(j)
i with

vanishingly small probability of error. Our analysis heavily relied on the conditions in
(3.35) which are also used in the following proposition:

Proposition 9. Let i = 1, 2 and 1 ≤ ji ≤ Ni. Assuming (3.35) holds, the jthi codeword of
Tx i and the jthi′ burst of Tx i′ overlap with arbitrarily large probability in the limit of large
n if and only if

ji′µi′ − jiµi + νi′ − νi ∈ (0, θi)
⋃

(−θi′ , θi − θi′). (3.48)

Proof. See Appendix K.

The result of Proposition 9 can be intuitively described as follows. Define the scaled
time variable

t̄ :=
t

n
. (3.49)
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On the t̄-axis, Tx i sends its jthi codeword at times 1
n
(τ

(ji)
i +n′+ 1) to 1

n
(τ

(ji)
i +n′+ni). In

virtue of SLLN, limn→∞
1
n
τ

(ji)
i = jiµi + νi. As such, in the limit as n grows to infinity, the

jthi codeword of Tx i lies on the interval
(
jiµi+νi, jiµi+νi+θi

)
along the t̄-axis. Similarly,

one sees that the jthi′ burst of Tx i′ lies on the interval
(
ji′µi′+νi′ , ji′µi′+νi′+θi′

)
along the

t̄-axis. Provided (3.35) holds, the condition in (3.48) is equivalent to saying that the two
intervals

(
jiµi+νi, jiµi+νi+θi

)
and

(
ji′µi′+νi′ , ji′µi′+νi′+θi′

)
overlap. More specifically,

if
− θi′ < ji′µi′ − jiµi + νi′ − νi < min{0, θi − θi′}, (3.50)

the jthi′ burst of Tx i′ overlaps (with high probability for large n) with the jthi codeword of
Tx i at its “left end” as shown in Fig. O.1(a) for i = 1, while if

max{0, θi − θi′} < ji′µi′ − jiµi + νi′ − νi < θi, (3.51)

the jthi′ burst of Tx i′ overlaps with the jthi codeword of Tx i at its “right end” as shown in
Fig. O.1(b) for i = 1. Finally,

min{0, θi − θi′} < ji′µi′ − jiµi + νi′ − νi < max{0, θi − θi′}, (3.52)

implies that the jthi codeword of Tx i is contained in the jthi′ burst of Tx i′ or the other
way around depending on whether θi < θi′ or θi′ < θi, respectively.

Remark- The geometric interpretation of the conditions in (3.35) is that the endpoints
of the intervals

(
jiµi + νi, jiµi + νi + θi

)
and

(
ji′µi′ + νi′ , ji′µi′ + νi′ + θi′

)
do not coincide.

We make the following definitions:

• Fixing ji = j, there exists at most one positive integer ji′ that satisfies (3.50). We
denote this value of ji′ by ω−i,j. In fact, ω−i,j is the index of the burst of Tx i′ that

overlaps with the left end of the jth codeword of Tx i. In case ω−i,j does not exist, we
write ω−i,j = 0.

• Fixing ji = j, there exists at most one positive integer ji′ that satisfies (3.51). We
denote this value of ji′ by ω+

i,j. In fact, ω+
i,j is the index of the burst of Tx i′ that

overlaps with the right end of the jth codeword of Tx i. In case ω+
i,j does not exist,

we write ω+
i,j = 0.

• We define ωi,j as the number of bursts of Tx i′ that are completely contained within
the jth codeword of Tx i.
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Figure 3.6: Positions of the bursts along the t-axis in a scenario where N1 = 3 and N2 = 5.

For example, Fig. 3.6 presents a scenario where N1 = 3 and N2 = 5 and we have

(ω−1,1, ω
+
1,1, ω1,1) = (1, 2, 0), (ω−1,2, ω

+
1,2, ω1,2) = (0, 0, 1), (ω−1,3, ω

+
1,3, ω1,3) = (0, 5, 1). (3.53)

Next, we study achievability results for the jth transmitted codeword of Tx i, i.e., we look
for sufficient conditions that guarantee the jth transmitted codeword by Tx i is decoded
successfully at Rx i. In order to describe the decoding strategy, we focus on Rx 1. For
notational simplicity, in some equations we show ω−1,j and ω+

1,j by ω− and ω+, respectively.

• Assume ω− 6= 0, ω+ 6= 0 and ω1,j = 0. Then

τ
(ω−)
2 + 1 < τ

(j)
1 + n′ + 1 ≤ τ

(ω−)
2 + n′ + n2 ≤ τ

(ω+)
2 + 1 ≤ τ

(j)
1 + n′ + n1 < τ

(ω+)
2 + n′ + n2.

(3.54)

This situation is shown in Fig. 3.7. The jth codeword of Tx 1 is transmitted during
time slots τ

(j)
1 + n′ + 1 to τ

(j)
1 + n′ + n1. The interference pattern over this codeword

is described as follows:

– Any symbol of the codeword transmitted during time slots τ
(j)
1 + n′ + 1 to

τ
(ω−)
2 +n′+n2 is received in the presence of interference. For any τ

(j)
1 +n′+ 1 ≤

l ≤ τ
(ω−)
2 + n′ + n2, we have px1,l,y1,l

= p(2) where the PDF p(2) is defined in
(3.37).

– Any symbol of the codeword transmitted during time slots τ
(ω−)
2 +n′+n2 +1 to

τ
(ω+)
2 does not experience interference. For any τ

(ω−)
2 + n′ + n2 + 1 ≤ l ≤ τ

(ω+)
2 ,

we have px1,l,y1,l
= p(1) where the PDF p(1) is defined in (3.36).

– Any symbol of the codeword transmitted during time slots τ
(ω+)
2 +1 to τ

(j)
1 +n′+
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τ
(j)
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τ
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τ
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burst of index ! of Tx 2 burst of index !+ of Tx 2

burst of index j of Tx 1

Figure 3.7: A scenario where ω−1,j 6= 0, ω+
1,j 6= 0 and ω1,j = 0. For notational simplicity, we

have shown ω−1,j and ω+
1,j by ω− and ω+, respectively.

n1 is received in the presence of interference. For any τ
(ω+)
2 +1 ≤ l ≤ τ

(j)
1 +n′+n1,

we have px1,l,y1,l
= p(2) where the PDF p(2) is defined in (3.37).

According to the interference pattern just described, Rx 1 finds the unique codeword
(s1,l)

n1−1
l=0 such that all three statements

(
(s1,l)

τ
(ω−)
2 −τ (j)

1 +n2−1

l=0 , (y1,l)
τ

(ω−)
2 +n′+n2

l=τ
(j)
1 +n′+1

)
∈ A(τ

(ω−)
2 −τ (j)

1 +n2)
ε [p(2)], (3.55)

(
(s1,l)

τ
(ω+)
2 −τ (j)

1 −n′−1

l=τ
(ω−)
2 −τ (j)

1 +n2

, (y1,l)
τ

(ω+)
2

l=τ
(ω−)
2 +n′+n2+1

)
∈ A(τ

(ω+)
2 −τ (ω−)

2 −n′−n2)
ε [p(1)] (3.56)

and

(
(s1,l)

n1−1

l=τ
(ω+)
2 −τ (j)

1 −n′
, (y1,l)

τ
(j)
1 +n′+n1

l=τ
(ω+)
2 +1

)
∈ A(τ

(j)
1 −τ

(ω+)
2 +n′+n1)

ε [p(2)] (3.57)

hold. We have the following proposition:

Proposition 10. Given the index j of a transmitted codeword of Tx i, assume ω−i,j 6=
0 and ω+

i,j 6= 0. If ω−i,j 6= ω+
i,j, then

ηi −
1

λi′
(1 + ωi,j)(κi − κ′i)ηi′ < θiκ

′
i − θi′(1 + ωi,j)(κi − κ′i), (3.58)

39



is a sufficient condition for reliable decoding of the jth message of Tx i where

κi := C(γi), κ
′
i := C

( γi
1 + ai′γi′

)
(3.59)

and the function C(·) is defined in (3.1). If ω−i,j = ω+
i,j, then (3.58) is replaced by

ηi < θiκ
′
i. (3.60)

Proof. See Appendix L.

• Assume ω− 6= 0, ω+ = 0 and ω1,j = 0. Then

τ
(ω−)
2 + 1 < τ

(j)
1 + n′ + 1 ≤ τ

(ω−)
2 + n′ + n2 ≤ τ

(j)
1 + n′ + n1 < τ

(ω−+1)
2 + 1. (3.61)

This situation is shown in Fig. 3.7 after removing the bust with index ω+ of Tx 2
from the picture. The interference pattern over the jth codeword of Tx 1 is described
as follows:

– Any symbol of the codeword transmitted during time slots τ
(j)
1 + n′ + 1 to

τ
(ω−)
2 +n′+n2 is received in the presence of interference. For any τ

(j)
1 +n′+ 1 ≤

l ≤ τ
(ω−)
2 + n′ + n2, we have px1,l,y1,l

= p(2) where the PDF p(2) is defined in
(3.37).

– Any symbol of the codeword transmitted during time slots τ
(ω−)
2 +n′+n2 +1 to

τ
(j)
1 +n′+n1 does not experience interference. For any τ

(ω−)
2 +n′+n2 + 1 ≤ l ≤

τ
(j)
1 + n′ + n1, we have px1,l,y1,l

= p(1) where the PDF p(1) is defined in (3.36).

According to the interference pattern just described, Rx 1 finds the unique codeword
(s1,l)

n1−1
l=0 such that the two constraints

(
(s1,l)

τ
(ω−)
2 −τ (j)

1 +n2−1

l=0 , (y1,l)
τ

(ω−)
2 +n′+n2

l=τ
(j)
1 +n′+1

)
∈ A(τ

(ω−)
2 −τ (j)

1 +n2)
ε [p(2)] (3.62)

and

(
(s1,l)

n1−1

l=τ
(ω−)
2 −τ (j)

1 +n2

, (y1,l)
τ

(j)
1 +n′+n1

l=τ
(ω−)
2 +n′+n2+1

)
∈ A(τ

(j)
1 −τ

(ω−)
2 +n1−n2)

ε [p(1)] (3.63)

hold.
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Proposition 11. Given the index j of a transmitted codeword of Tx i, assume ω−i,j 6=
0 and ω+

i,j = 0. Then

(
1− j

λi
(κi − κ′i)

)
ηi +

ω−i,j
λi′

(κi − κ′i)ηi′ < θiκi −
(
νi′ − νi + θi′(1 + ωi,j)

)
(κi − κ′i)

(3.64)

is a sufficient condition for reliable decoding of the jth message of Tx i where κi and
κ′i are defined in (3.59).

Proof. See Appendix M.

• Assume ω+ 6= 0, ω− = 0 and ω1,j = 0. We have

τ
(ω+−1)
2 +n′+n2 < τ

(j)
1 +n′+ 1 ≤ τ

(ω+)
2 + 1 ≤ τ

(j)
1 +n′+n1 < τ

(ω+)
2 +n′+n2. (3.65)

This situation is shown in Fig. 3.7 after removing the burst with index ω− of Tx 2
from the picture. The interference pattern over the jth codeword of Tx 1 is described
as follows:

– Any symbol of the codeword transmitted during time slots τ
(j)
1 + n′+ 1 to τ

(j+)
2

does not experience interference. For any τ
(j)
1 + n′ + 1 ≤ l ≤ τ

(ω+)
2 , we have

px1,l,y1,l
= p(1) where the PDF p(1) is defined in (3.36).

– Any symbol of the codeword transmitted during time slots τ
(ω+)
2 +1 to τ

(j)
1 +n′+

n1 is received in the presence of interference. For any τ
(ω+)
2 +1 ≤ l ≤ τ

(j)
1 +n′+n1,

we have px1,l,y1,l
= p(2) where the PDF p(2) is defined in (3.37).

According the to the interference pattern just described, Rx 1 finds the unique code-
word (s1,l)

n1−1
l=0 such that the two constraints

(
(s1,l)

τ
(ω+)
2 −τ (j)

1 −n′−1

l=0 , (y1,l)
τ

(ω+)
2

l=τ
(j)
1 +n′+1

)
∈ A(τ

(ω+)
2 −τ (j)

1 −n′)
ε [p(1)] (3.66)

and

(
(s1,l)

n1−1

l=τ
(ω+)
2 −τ (j)

1 −n′
, (y1,l)

τ
(j)
1 +n′+n1

l=τ
(ω+)
2 +1

)
∈ A(τ

(j)
1 −τ

(ω+)
2 +n′+n1)

ε [p(2)] (3.67)

hold.
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Proposition 12. Given the index j of a transmitted codeword of Tx i, assume ω−i,j =
0 and ω+

i,j 6= 0. Then

(
1 +

j

λi
(κi − κ′i)

)
ηi −

ω+
i,j

λi′
(κi − κ′i)ηi′ < θiκ

′
i + (νi′ − νi − θi′ωi,j)(κi − κ′i). (3.68)

is a sufficient condition for reliable decoding of the jth message of Tx i where κi and
κ′i are defined in (3.59).

Proof. The proof is similar to the proof of Proposition 11 and is omitted.

• If ω−i,j = ω+
i,j = 0,

ηi < θiκi − θi′ωi,j(κi − κ′i) (3.69)

is a sufficient condition for reliable decoding of the jth message of Tx i.

Corollary 1. If ηi < θiκ
′
i, the probability of error in decoding the jth message of Tx i

vanishes by increasing n for any j regardless of the values of ω−i,j, ω
+
i,j, ωi,j, νi and νi′.

If ηi ≥ θiκi, the probability of error in decoding any message of Tx i approaches one by
increasing n.

Proof. Let ηi < θiκ
′
i. We consider the following cases:

• Assume ω−i,j 6= 0, ω+
i,j 6= 0 and ω−i,j 6= ω+

i,j. Since ηi < θiκ
′
i and θi′ < µi′ by (3.12),

we must have ηi < θiκ
′
i + (µi′ − θi′)(1 + ωi,j)(κi − κ′i) which is exactly (3.58) after

rearranging terms.

• Assume ω−i,j 6= 0 and ω+
i,j = 0. On the t-axis, the interval J0 = (jµi+νi, ω

−µi′+νi′+θi′)
together with ωi,j intervals J1, · · · ,Jωi,j each of length θi′ corresponding to the bursts
of indices ω− + 1, · · · , ω− + ωi,j of Tx i′ are disjoint intervals and all are included
in the interval J = (jµi + νi, jµi + νi + θi) corresponding to the jth codeword of
Tx i. Hence, the sum of the lengths of the intervals J0,J1, · · · ,Jωi,j which is ϑ :=
ω−µi′ + νi′ + θi′ − (jµi + νi) + θi′ωi,j must be less than or equal to the length θi of
J . Then one can write θiκ

′
i ≤ (θi − ϑ)κi + ϑκ′i due to θi − ϑ ≥ 0. Since ηi < θiκ

′
i

by assumption, we get ηi < (θi− ϑ)κi + ϑκ′i which is exactly (3.64) after rearranging
terms.

• The cases ω−i,j = 0, ω+
i,j 6= 0 and ω−i,j = ω+

i,j = 0 are analyzed similarly. We omit the
details.
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Figure 3.8: This picture shows the bursts of both users on the t-axis in a situation where
ω−i,j 6= 0 and ω+

i,j = 0

A = jµi + νi A′ = jµi + νi + θi

Bm = (ω−i,j +m)µi′ + νi′

m = 0, 1, · · · , ωi,j

B′m = (ω−i,j +m)µi′ + νi′ + θi′

m = 0, 1, · · · , ωi,j

(3.70)

If ηi > θiκi, reliable communication is impossible due to the fact that the capacity of an
AWGN channel with SNR γi is κi. The codebook rate for Tx i is limn→∞

bnηic
bnθic = ηi

θi
. The

probability of error tends to one if ηi
θi
≥ κi.

Remark- Let us describe a simple method to obtain the constraints (3.58), (3.64) and
(3.68) in Propositions 10, 11 and 12, respectively. For example, let us discuss how to
obtain (3.64) by looking at the positions of the bursts on the t-axis. Fig. 3.8 depicts the
jth codeword of Tx i in a situation where ω−i,j 6= 0 and ω+

i,j = 0. The table in (3.70) shows
the numbers on the t-axis corresponding to different points in Fig 3.8. The interval during
which the jth burst of Tx i is sent can be divided into two subintervals, i.e., subinterval 1
where the two users interfere and subinterval 2 where there is no interference. Using (3.70)
it is easy to see that

length of subinterval 1 = AB′0 +B1B
′
1 + · · ·+Bωi,jB

′
ωi,j

= ω−i,jµi′ + νi′ + θi′ − (jµi + νi) + ωi,jθi′ (3.71)
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and

length of subinterval 2 = θi − length of subinterval 1

= θi −
(
ω−i,jµi′ + νi′ + θi′ − (jµi + νi) + ωi,jθi′

)
. (3.72)

Finally, the criterion for successful decoding of the jth transmitted codeword of Tx i is
given by

ηi < (length of subinterval 1)κ′i + (length of subinterval 2)κi. (3.73)

Substituting (3.71) and (3.72) in (3.73) and rearranging terms, we get (3.64).

3.5 The admissible set A for (ν1, ν2) and the probabil-

ity of outage

3.5.1 System Design

In Section 3.2.4 we obtained the average transmission power and the average transmission
rate for Tx i as Qi = Niγi

1+ 1
qiθi

and Ri = λi
1+qiθi

, respectively, in the limit of large n. Throughout

this section we assume none of the transmitters performs power control and both transmit
at full power, i.e.,

Qi = Pi, i = 1, 2. (3.74)

We get

θi = θ̂i :=
1

qi

( λi
Ri

− 1
)

(3.75)

and

γi = γ̂i :=
Pi
Ni

(
1 +

1

qiθ̂i

)
=
Pi
Ni

λi
λi −Ri

. (3.76)

If Ni > 1, then (3.12) together with (3.75) imply that

Ni

Ni + 1
λi < Ri < λi. (3.77)

If Ni = 1, we simply have
0 < Ri < λi. (3.78)
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In Section 3.4, we derived sufficient conditions for successful decoding at the receivers.
Letting θi = θ̂i and γi = γ̂i, we aim to characterize an admissible region A for (ν1, ν2) such
that reliable communication is guaranteed for all transmitted codewords. Define

κ̂i := κi
∣∣
γi=γ̂i

, κ̂′i := κ′i
∣∣
γ1=γ̂1,γ2=γ̂2

(3.79)

If ηi ≥ θ̂iκ̂i, reliable communication is impossible for Tx i as stated in Corollary 1. For
any value of Ni, define5

Ri(Ni) := sup{Ri : ηi < θ̂iκ̂i}. (3.80)

By (3.77), (3.78) and (3.80), we demand that Ri be in the interval

Ni

Ni + 1
1Ni>1λi < Ri < min{λi, Ri(Ni)} = Ri(Ni), (3.81)

where we have used the fact that6 Ri(Ni) < λi. For any R1, R2 define

NR1,R2 :=
{

(N1, N2) : Ri satisfies (3.81) for i = 1, 2
}
. (3.82)

We call NR1,R2 the active set for the pair (R1, R2). Note that NR1,R2 is finite due to the
constraint Ni

Ni+1
1Ni>1 <

Ri
λi
< 1 in (3.81).

By Corollary 1, if ηi < θ̂iκ̂
′
i, the codewords of user i are received reliably regardless of

the values of ν1 and ν2. A more interesting situation occurs when R1, R2 satisfy

min
(N1,N2)∈NR1,R2

max

{
η1

θ̂1κ̂′1
,
η2

θ̂2κ̂′2

}
≥ 1. (3.83)

The inequality in (3.83) implies that for any (N1, N2) ∈ NR1,R2 , there is i ∈ {1, 2} such that

ηi ≥ θ̂iκ̂
′
i and hence, the values of ν1 and ν2 may potentially affect reliable communication

for Tx i.

Remark- Throughout the rest of this section, we are only interested in rate pairs

5Using the change of variable x := − 1
Ni

λi
λi−Ri −

1
Pi

, the inequality ηi < θ̂iκ̂i can be written as x2x >

− 1
Pi

2
− 1
Ni
− 1
Pi which is equivalent to x > x0 for some x0. This in turn results in the solution 0 < Ri < Ri(Ni)

for Ri.
6Recall from Footnote 5 that ηi < θ̂iκ̂i is equivalent to 0 < Ri < Ri(Ni). It is easy to see that

limRi→λ−i θ̂iκ̂i = 0. Hence, there exists a 0 < δ < λi such that θ̂iκ̂i < ηi for Ri = λi − δ. This gives

Ri(Ni) ≤ λi − δ as desired.
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(R1, R2) and system parameters q1, q2, λ1, λ2, a1, a2, P1, P2 such that (3.83) holds.

Towards characterizing an admissible regionA for (ν1, ν2), we need to define the concept
of the state in a GIC-SDA under immediate transmissions. Let Al = lµ1 + ν1 and A′l =
lµ1 + ν1 + θ1 be the starting point and the ending point of the lth codeword of Tx 1 on the
t-axis. The points Al, A

′
l for 1 ≤ l ≤ N1 partition the t-axis into 2N1 + 1 disjoint intervals

I1 := (−∞, A1)
I2 := (A1, A

′
1)

I3 := (A′1, A2)
...

I2N1−1 := (A′N1−1, AN1)
I2N1 := (AN1 , A

′
N1

)
I2N1+1 := (A′N1

,∞)

. (3.84)

For any 1 ≤ j ≤ N2, we assign a tuple (uj, vj) to the jth transmitted codeword of Tx 2
where

• uj is the unique index m such that the starting point of the jth codeword of Tx 2
lies in interval Im.

• vj is the unique index m such that the ending point of the jth codeword of Tx 2 lies
in interval Im.

Define the state of the asynchronous GIC-SDA by

S = {(j;uj, vj) : 1 ≤ j ≤ N2}. (3.85)

The set of all states is denoted by S . For example, Fig. 3.9 depicts a situation where
N1 = 3 and N2 = 4. The t-axis is partitioned into seven intervals I1, · · · , I7. We have
(u1, v1) = (1, 2), (u2, v2) = (3, 4), (u3, v3) = (5, 6), (u4, v4) = (7, 7) and the state of the
channel is given by

S = {(1; 1, 2), (2; 3, 4), (3; 5, 6), (4; 7, 7)}. (3.86)

In general, the number of states in a two-user asynchronous GIC-SDA is |S | =
(

2N1+2N2

2N2

)
.

A proof of this fact is given in Appendix N. Note that any state uniquely determines the
parameters ω−i,j, ω

+
i,j and ωi,j for any 1 ≤ i ≤ 2 and 1 ≤ j ≤ Ni.

For any state S, we impose two sets of constraints on (ν1, ν2) referred to as the geometric

constraints A(geom)
S and the reliability constraints A(rel)

S . The admissible region A is defined
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I1 I2 I3 I4 I5 I6 I7

Tx 1

Tx 2

t-axisA1 A
0

1
A2 A

0

2
A

0

3A3

Figure 3.9: This picture shows the positions of the bursts of both users on the t-axis in
a situation where N1 = 3 and N2 = 4. For 1 ≤ l ≤ 3, the points Al = lµ1 + ν1 and
A′l = lµ1 + ν1 + θ1 are the starting point and the ending point of the lth codeword of Tx 1.
These points partition the t-axis into seven disjoint intervals I1, · · · , I7.

Tx 1

Tx 2

I1 I2 I3

t-axis

Figure 3.10: This picture shows the positions of the bursts of both users on the t-axis in a
situation where N1 = 1 and N2 = 2. The state of the channel is {(1; 1, 2), (2; 2, 3)}.

by

A :=
⋃

S∈S

(
A(geom)
S

⋂
A(rel)
S

)
. (3.87)

The geometric constraints are dictated by the positions of the bursts on the t-axis. For
example, let N1 = 1, N2 = 2 and the state of the channel be S = {(1; 1, 2), (2; 2, 3)} as
shown in Fig. 3.10. Then

A(geom)
S =

{
(ν1, ν2) : µ2+ν2 < µ1+ν1 < µ2+ν2+θ2 < 2µ2+ν2 < µ1+ν1+θ1 < 2µ2+ν2+θ2

}
.

(3.88)
The reliability constraints guarantee reliable communications for all transmitted code-
words. For example, for the situation in Fig. 3.10 there are three reliability constraints:
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• For the first codeword of Tx 1, ω−1,1 = 1, ω+
1,1 = 2 and ω1,1 = 0. By Proposition 10,

η1 −
1

λ2

(κ̂1 − κ̂′1)η2 < θ̂1κ̂
′
1 − θ̂2(κ̂1 − κ̂′1). (3.89)

• For the first codeword of Tx 2, ω−2,1 = 0, ω+
2,1 = 1 and ω2,1 = 0. By Proposition 12,

(
1 +

1

λ2

(κ̂2 − κ̂′2)
)
η2 −

1

λ1

(κ̂2 − κ̂′2)η1 < θ̂2κ̂
′
2 + (ν1 − ν2)(κ̂2 − κ̂′2). (3.90)

• For the second codeword of Tx 2, ω−2,2 = 1, ω+
2,2 = 0 and ω2,2 = 0. By Proposition 11,

(
1− 2

λ2

(κ̂2 − κ̂′2)
)
η2 +

1

λ1

(κ̂2 − κ̂′2)η1 < θ̂2κ̂2 − (ν1 − ν2 + θ̂1)(κ̂2 − κ̂′2). (3.91)

ThenA(rel)
S for S = {(1; 1, 2), (2; 2, 3)} is the set of all (ν1, ν2) such that the three inequalities

in (3.89), (3.90) and (3.91) hold.

We are ready to state our design problem. Let (R1, R2) be such that (3.83) holds and ν1

and ν2 be realizations of independent uniform random variables7 ν1 and ν2, respectively,
with support [0, d] for some d > 0. We aim to find (N1, N2) ∈ NR1,R2 such that the
probability of (ν1,ν2) not being in the admissible region A is minimized, i.e.,

(N̂1, N̂2) = arg min
(N1,N2)∈NR1,R2

P
(
(ν1,ν2) /∈ A

)
. (3.92)

In words, (3.92) answers the following question:

Given the value of d and assuming the rate pair (R1, R2) is such that (3.83) holds,
What is the optimum number of transmission bursts Ni for Tx i in order to minimize the
probability of the outage event, i.e., the event that (ν1,ν2) does not lie in the admissible
region A?

Since the sets A(geom)
S

⋂A(rel)
S are disjoint8 for different states S, we can write

P
(
(ν1,ν2) /∈ A

)
= 1−

∑

S∈S

P
(
(ν1,ν2) ∈ A(geom)

S

⋂
A(rel)
S

)
. (3.93)

7One can consider any arbitrary continuous distribution for ν1 and ν2. We consider the uniform
distribution due to its realistic nature.

8This is due to the fact that the geometric constraints A(geom)
S are disjoint for different states S.
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Define

α := ν2 − ν1. (3.94)

Each constraint (ν1,ν2) ∈ A(geom)
S

⋂A(rel)
S is in fact a constraint on α, i.e., for any state

S there are real numbers α
(l)
S and α

(u)
S such that9

(ν1,ν2) ∈ A(geom)
S

⋂
A(rel)
S ⇐⇒ α

(l)
S < α < α

(u)
S . (3.95)

By (3.93) and (3.95),

P
(
(ν1,ν2) /∈ A

)
= 1−

∑

S∈S

(
Fα(α

(u)
S )− Fα(α

(l)
S )
)
, (3.96)

where Fα(α) = 1
d
(1− |α|

d
)1|α|≤d is the cumulative distribution function of α.

The next proposition provides conditions on the parameter d > 0 such that reliable
communication is guaranteed for both users regardless of the values of ν1, ν2 ∈ [0, d]:

Proposition 13. Let Sd := (0, d)× (0, d). Then P
(
(ν1,ν2) /∈ A

)
= 0 if and only if

Sd
⋂

(A(geom)
S \ A(rel)

S ) = ∅, (3.97)

for any S ∈ S .

Proof. Assume P
(
(ν1,ν2) ∈ A

)
=
∑

S∈S P
(
(ν1,ν2) ∈ A(geom)

S

⋂A(rel)
S

)
= 1. Since

{A(geom)
S : S ∈ S } is a partition of the sample space,

∑
S∈S P

(
(ν1,ν2) ∈ A(geom)

S

)
= 1.

But, P
(
(ν1,ν2) ∈ A(geom)

S

⋂A(rel)
S

)
≤ P

(
(ν1,ν2) ∈ A(geom)

S

)
for any S ∈ S . Hence,

P
(
(ν1,ν2) ∈ A(geom)

S

⋂A(rel)
S

)
= P

(
(ν1,ν2) ∈ A(geom)

S

)
or equivalently, P

(
(ν1,ν2) ∈

A(geom)
S \ A(rel)

S

)
= 0 for any S ∈ S . This in turn means Sd

⋂
(A(geom)

S \ A(rel)
S ) has

Lebesgue measure zero. But, A(geom)
S \ A(rel)

S is a union of a finite number of (disjoint)
strips of the form {(ν1, ν2) : β(l) < ν2 − ν1 < β(u)} where β(l) and β(u) are real numbers.

As such, Sd
⋂

(A(geom)
S \ A(rel)

S ) is empty by virtue of being an open set with Lebesgue
measure zero.

9For example, look at the geometric and reliability constraints given for the state depicted in Fig. 3.10.
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Motivated by Proposition 13, we define

dmax := sup
{
d > 0 : Sd

⋂
(A(geom)

S \ A(rel)
S ) = ∅ for any S ∈ S

}
. (3.98)

If dmax > 0, then the probability of outage is zero for any d < dmax. In the next subsection,
we offer simulation results to study the effects of different system parameters on the optimal
choices for N1, N2 in (3.92). In particular, we will see an example of a rate tuple (R1, R2)
that satisfies (3.83) and still there exists d > 0 such that (3.97) holds for any S ∈ S .
Therefore, if (R1, R2) satisfies (3.83), it does not necessarily mean that P

(
(ν1,ν2) /∈ A

)
>

0.

3.5.2 Simulations

In this subsection, we study the optimum choices for N1, N2 in (3.92) in a few examples.

Example- Let k1 = 3, k2 = 2, q1 = 0.3, q2 = 0.4, a1 = 0.5, a2 = 0.7 and P1 = P2 =
30 dB. We consider several possibilities for (R1, R2):

• Let R1 = 0.4λ1 = 0.36 and R2 = 0.4λ2 = 0.32. Then NR1,R2 = {(1, 1)}, however,
condition (3.83) is not satisfied. This means that by setting N1 = N2 = 1, both
receivers successfully decode the messages regardless of the values of ν1 and ν2.

• Let R1 = 0.5λ1 = 0.45 and R2 = 0.5λ2 = 0.4. Then NR1,R2 = {(1, 1)} and the
condition in (3.83) is satisfied. We fix N1 = N2 = 1. Fig. 3.11 in panel (a) shows the

region
⋃
S∈S (A(geom)

S \ A(rel)
S ). By Proposition 13, if d < dmax ≈ 0.83, the probability

of outage is zero. Fig. 3.11 in panel (b) shows the probability of outage in terms of
d.

• LetR1 = 0.7λ1 = 0.63 andR2 = 0.7λ2 = 0.56. ThenNR1,R2 = {(1, 1), (1, 2), (2, 1), (2, 2)}
and the condition in (3.83) is satisfied. Fig. 3.12 in panel (a) shows the probabil-
ity of outage in terms of d for different values of (N1, N2) ∈ NR1,R2 . If d < 2,
(N1, N2) = (1, 2) and if d > 2, (N1, N2) = (1, 1) are the optimum choices.

• Let R1 = 0.8λ1 = 0.72 and R2 = 0.8λ2 = 0.64. Then NR1,R2 = {(m1,m2) : 1 ≤
m1,m2 ≤ 3} and the condition in (3.83) is satisfied. It turns out that depending
on the value of d, the best choices are (N1, N2) = (1, 1), (1, 2) or (1, 3). Fig. 3.12 in
panel (b) shows the probability of outage in terms of d for these values of (N1, N2).
If d < 1.43, (N1, N2) = (1, 3), if 1.43 < d < 2.51, (N1, N2) = (1, 2) and if d > 2.51,
(N1, N2) = (1, 1) are the best choices.
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Example- It is possible that dmax = 0. By Proposition 13, this happens when the
line ν1 = ν2 lies in the interior of the region

⋃
S∈S (A(geom)

S \ A(rel)
S ) in the ν1-ν2 plane.

An example of this situation is a symmetric scenario where k1 = k2 = 5, q1 = q2 = 0.2,
a1 = a2 = 0.5, R1 = 0.7λ1 = 0.7 and R2 = 0.7λ2 = 0.7. We consider two cases for the
average transmission power, i.e., P1 = P2 = 10 dB and P1 = P2 = 30 dB. It turns out that
in both cases, NR1,R2 = {(1, 1), (1, 2), (2, 1), (2, 2)} and the condition in (3.83) is satisfied.

• Let P1 = P2 = 10 dB. Fig. 3.13 in panel (a) presents the probability of outage in
terms of d for different values of (N1, N2). Due to symmetry, the cases N1 = 1, N2 = 2
and N1 = 2, N2 = 1 offer the the same performance. We see that N1 = N2 = 1 is the
optimum choice for any value of d.

• Let P1 = P2 = 30 dB. Fig. 3.13 in panel (b) presents the probability of outage in
terms of d for different values of (N1, N2). In contrast to the case P1 = P2 = 10 dB
in panel (a), the situation is reversed. Here, N1 = N2 = 2 is the optimum choice for
any value of d.

3.6 An achievable region for the asynchronous GIC-

SDA

3.6.1 The General Model

In this section we consider a different setting where

• The source of Tx i no longer turns off after generating a number of kin bits.

• The parameters ν1 and ν2 are known at both transmitters10. As before, we let
α := ν2 − ν1.

Accordingly, we adopt a slightly different notation where we assume Tx i has a codebook
with rate Rc,i consisting of 2bniRc,ic codewords of length ni = bnθic where θi > 0 is a
constant. We pose the following problem:

Given positive integers N1 and N2, determine the possible values for the codebook rates
(Rc,1, Rc,2) such that

10This requires a certain level of coordination between the two transmitters in order to inform each other
about their initial instants of activity.
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1. The first Ni codewords sent by Tx i are transmitted immediately in the sense defined
in Section 3.2.2 and decoded successfully at Rx i.

2. The average transmission power for Tx i satisfies (3.2) where Ti is the period of
activity for Tx i until the time slot it transmits the last symbol in its N th

i burst.

Since the codewords are transmitted immediately, the content of the buffer of Tx i
never exceeds bniRc,ic + ki and therefore, the buffers are stable. The first Ni bursts sent
by Tx i represent a total number of NibniRc,ic bits. Therefore, the average transmission

rate for Tx i is Ri =
NibniRc,ic
|Ti| . Following similar steps in Section 3.2.4,

Ri =
NiRc,i

1 +
NiRc,i
λi

, (3.99)

and the average transmission power for Tx i is

Qi =
Niγi

1 +
NiRc,i
λi

, (3.100)

in the limit of large n. Then the average power constraint Qi ≤ Pi in (3.2) becomes

0 ≤ γi ≤
( 1

Ni

+
Rc,i

λi

)
Pi. (3.101)

Before proceeding further, let us reiterate the major differences between the current setup
and the setup in the previous section:

• We show the codebook rate of Tx i by Rc,i. No notation was selected for the
codebook rate ηi

θi
in the previous section. All the achievability results in Proposi-

tions 10, 11 and 12 remain valid after replacing ηi by θiRc,i.

• Ni and θi are constants, while they served as design parameters in the previous
section.

• The parameters ν1 and ν2 are known at both transmitters, while νi was unknown to
Tx i′ in the previous section.

• The information source at Tx i turns on at time slot bnνic and remains active inde-
terminately.
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We aim to characterize a region R of all codebook rate tuples (Rc,1, Rc,2) such that
both transmitters send their codewords immediately and reliably and such that the power
constraints in (3.2) are not violated. We call R the achievable (codebook) rate region. One
can also define an achievable rate region R′ of all transmission rate tuples (R1, R2) such
that the aforementioned properties hold. Since R′ and R are related through the mappings
in (3.99), we only focus on R. Immediate transmission of a scheduled codeword is impos-
sible if a previously scheduled codeword is not fully transmitted. By (3.12), immediate

transmission of the codewords is guaranteed if
θiRc,i
λi

> θi for Ni > 1, i.e.,

Rc,i > λi1Ni>1, i = 1, 2. (3.102)

An achievable Rc,i must satisfy11

Rc,i <
1

2
log(1 + γi). (3.103)

Combining (3.101) and (3.103),

Rc,i <
1

2
log
(

1 +
( 1

Ni

+
Rc,i

λi

)
Pi

)
. (3.104)

This is equivalent to
Rc,i < Rc,i, i = 1, 2, (3.105)

where Rc,i is the unique positive solution12 for Rc,i in the equation Rc,i = 1
2

log(1 + ( 1
Ni

+
Rc,i
λi

)Pi). By (3.102) and (3.105), R lies inside the rectangle [λ11N1>1, Rc,1]×[λ21N2>1, Rc,2].

To describe R, we need the concept of the state introduced in Section 3.5.1 for a GIC-
SDA with immediate transmissions. For each state S, we impose two sets of constraints on
(Rc,1, Rc,2), i.e., the geometric constraints and the reliability constraints shown by R(geom)

S

and R(rel)
S , respectively. To describe these constraints, let us consider the situation shown

in Fig. 3.14 where N1 = N2 = 2 and the state of the channel is S = {(1; 1, 2), (2; 2, 4)}.
This is only one of

(
8
4

)
= 70 possible states. The table in (3.106) shows the numbers on

the t-axis corresponding to different points in Fig 3.14.

11By Corollary 1, we must have θiRc,i < θiκi which simplifies to (3.103).
12Define f(x) = x − 1

2 log(1 + ( 1
Ni

+ x
λi

)Pi). Note that f(0) = − 1
2 log(1 + Pi

Ni
) < 0, limx→∞ f(x) = ∞

and f ′(x) = 1− 1
2 ln 2

Pi
λi

1+( 1
Ni

+ x
λi

)Pi
. If f ′(x) > 0 for all x > 0, then f(x) = 0 has only one positive solution.

If there is x0 > 0 such that f ′(x0) = 0, then f is decreasing over (0, x0) and increasing over (x0,∞). This
again implies that f(x) = 0 has only one positive solution.
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• The geometric constraints are imposed by the positions of the bursts along the t-axis.
For example, point B1 is on left of point A1 which gives θ2Rc,2

λ2
+ ν2 <

θ1Rc,1
λ1

+ ν1. A
complete list of the geometric constraints is given by the polyhedron




− θ1
λ1

θ2
λ2

θ1
λ1

− θ2
λ2

− θ1
λ1

2θ2
λ2

2θ1
λ1

−2θ2
λ2

−2θ1
λ1

2θ2
λ2

−1 0
0 −1




[
Rc,1

Rc,2

]
<




−α
θ2 + α
θ1 − α
θ2 + α

θ1 − θ2 − α
−λ1

−λ2




, (3.107)

i.e., R(geom)
S for S = {(1; 1, 2), (2; 2, 4)} in the set of all (Rc,1, Rc,2) such that (3.107)

holds. The last two constraints in (3.107) are the inequalities in (3.102).

• The reliability constraints guarantee successful decoding for all N1 +N2 = 2 + 2 = 4
transmitted codewords subject to the power conditions in (3.101). For example, the
second codeword of Tx 1 in Fig. 3.14 only interferes with the second codeword of
Tx 2 at its “left end”, i.e., ω−2,2 = 2, ω+

2,2 = 0, ω2,2 = 0. We invoke Proposition 11 to
write

(
1− 2

λ1

(κ1 − κ′1)
)
θ1Rc,1 +

2

λ2

(κ1 − κ′1)θ2Rc,2 < θ1κ1 − (α + θ2)(κ1 − κ′1). (3.108)

A complete list of reliability constraints is given by the polyhedra




θ1 − 1
λ2

(κ1 − κ′1)θ2

(1− 2
λ1

(κ1 − κ′1))θ1
2
λ2

(κ1 − κ′1)θ2

− 1
λ1

(κ2 − κ′2)θ1 (1 + 1
λ2

(κ2 − κ′2))θ2

− 1
λ1

(κ2 − κ′2)θ1 θ2

−1 0
0 −1




[
Rc,1

Rc,2

]
<




θ1κ
′
1 − θ2(κ1 − κ′1)

θ1κ1 − (α + θ2)(κ1 − κ′1)
θ2κ
′
2 − α(κ2 − κ′2)

θ2κ
′
2 − θ1(κ2 − κ′2)
λ1(1

2
− γ1

P1
)

λ2(1
2
− γ2

P2
)



,

(3.109)

for some γ1, γ2 ≥ 0, i.e., R(rel)
S for S = {(1; 1, 2), (2; 2, 4)} is the set of all (Rc,1, Rc,2)

such that (3.109) holds for some γ1, γ2 ≥ 0. The last two constraints in (3.109) are

the inequalities in (3.101). Note that R(rel)
S is the union of infinitely many polyhe-

dra. More precisely, if we denote the polyhedron in (3.109) for fixed γ1, γ2 ≥ 0 by
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PS(γ1, γ2), then

R(rel)
S =

⋃

γ1,γ2≥0

PS(γ1, γ2). (3.110)

It is needless to mention that κi and κ′i are functions of γ1, γ2.

Having R(geom)
S and R(rel)

S defined for any state S, the achievable rate region R is given by

R =
⋃

S∈S

(
R(geom)
S

⋂
R(rel)
S

)
. (3.111)

A few remarks are in order:

• In general, none of R(geom)
S and R(rel)

S is a subset of the other.

• Depending on system parameters, there may exist a state S such that
R(geom)
S

⋂R(rel)
S = ∅.

• Full power transmission, i.e., γi = ( 1
Ni

+
Rc,i
λi

)Pi is not in general optimum. For
example, let N1 = 3, N2 = 2, θ1 = θ2 = 1, k1 = 2, k2 = 3, q1 = 0.2, q2 = 0.1, a1 =
1.5, a2 = 0.5, P1 = 20 dB, P2 = 30 dB and α = 1. Fig. 3.15 in panel (a) shows the

regions R(geom)
S in grey and R(rel)

S in black for S = {(1; 2, 3), (2; 3, 4)}. Fig. 3.15 in

panel (b) shows the same regions under full power transmission. It is seen that R(rel)
S

under full power transmission is strictly smaller than R(rel)
S =

⋃
γ1,γ2≥0PS(γ1, γ2).

• In order to plot R(rel)
S for a given state S, we choose a finite set of values for γi,

namely Γi, and approximate R(rel)
S by

R̃(rel)
S :=

⋃

γ1∈Γ1,γ2∈Γ2

PS(γ1, γ2) ⊆ R(rel)
S . (3.112)

To choose Γi, we observe that

0 ≤ γi < γi :=
( 1

Ni

+
Rc,i

λi

)
Pi, (3.113)

due to (3.101) and (3.105). Fix a natural number m and let

Γi :=
{ l

m
γi : 1 ≤ l ≤ m− 1

}
. (3.114)

55



The set differenceR(rel)
S \R̃(rel)

S becomes smaller as m increases. For example, Fig. 3.16

shows the region R̃
(rel)
S for S = {(1; 2, 3), (2; 3, 4)} in a setup where N1 = 3, N2 =

2, θ1 = θ2 = 1, k1 = 2, k2 = 3, q1 = 0.2, q2 = 0.1, a1 = 1.5, a2 = 0.5, P1 = 20 dB, P2 =
30 dB and α = 1. In panel (a), we have Γi = { l

5
γi : 1 ≤ l ≤ 4} and in panel (b),

Γi = { l
10
γi : 1 ≤ l ≤ 9}.

In the next two examples, we fix θ1 = θ2 = 1, k1 = k2 = 2, q1 = q2 = 0.3, a1 = a2 = 0.5,
P1 = P2 = 20 dB and study the effects of N1, N2 and α on R in (3.111). We also fix
Γi = { l

10
γi : 1 ≤ l ≤ 9}.

Example- Let α = 0, i.e., both users become active at the same time. Fig. 3.17 shows
the region R for different values of N1 = N2. As the number of transmitted codewords
increases, R becomes strictly smaller.

Example- Let N1 = N2 = 2. Fig. 3.18 shows the region R for different values of α. As
α increases, the region R converges to the square {(Rc,1, Rc,2) : λi < Rc,i < Rc,i, , i = 1, 2}
where Rc,1 = Rc,2 ≈ 4.8774.

3.6.2 The Symmetric Model

In this section we study a symmetric setting where except for ν1 and ν2, other system
parameters for the two users are identical. In this case, we drop the index i = 1, 2, i.e.,
N1 = N2 = N , λ1 = λ2 = λ, Rc,1 = Rc,2 = Rc, θ1 = θ2 = θ, a1 = a2 = a, γ1 = γ2 = γ and
P1 = P2 = P . Without loss of generality,

ν2 ≥ ν1. (3.115)

Let13 Rsym be the set of all Rc > λ1N>1 such that

• All 2N transmitted codewords are decoded successfully.

• The average transmission power for Tx i satisfies 1
|Ti|
∑

t∈Ti x
2
i,t ≤ P where Ti is the

period of activity for Tx i until the time slot it transmits the last symbol in its N th

burst.

13More precisely, Rsym is the set of codebook rates Rc > λ1N>1 such that γ < ( 1
N + Rc

λ )P and all
2N transmitted codewords are decoded successfully according to the sufficient conditions put forth by
Propositions 10, 11 and 12.
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Towards characterizing Rsym, we define the set P(x, y; γ) for real numbers x and y by

P(x, y; γ) =

{
Rc > λ1N>1 :

(
1− x

λ
(κγ − κ′γ)

)
Rc < κ′γ − (κγ − κ′γ)

y

θ
, γ <

( 1

N
+
Rc

λ

)
P

}
,

(3.116)
where

κγ := C(γ), κ′γ := C
( γ

1 + aγ

)
. (3.117)

One can rephrase the statements in Propositions 10, 11 and 12 in Proposition 14:

Proposition 14. For 1 ≤ i ≤ 2 and 1 ≤ j ≤ N assume the following conditions hold:

• If ω−i,j, ω
+
i,j 6= 0, then Rc ∈ P(1, θ; γ).

• If ω−i,j 6= 0 and ω+
i,j = 0, then Rc ∈ P(j − ω−i,j, νi′ − νi; γ).

• If ω−i,j = 0 and ω+
i,j 6= 0, then Rc ∈ P(ω+

i,j − j, νi − νi′ ; γ).

• If ω−i,j = ω+
i,j = 0, then Rc ∈ P(0,−θ; γ).

Then the probability of error in decoding the jth message of Tx i can be made arbitrarily
small by choosing n sufficiently large.

If N = 1, one can easily find Rsym by considering the cases α < θ and α > θ, separately.
If α < θ, the two transmitted codewords overlap and we have (ω−1,1, ω

+
1,1, ω1,1) = (0, 1, 0)

and (ω−2,1, ω
+
2,1, ω2,1) = (1, 0, 0). Applying Proposition 14, Rc ∈ P(1 − 1, ν1 − ν2; γ) =

P(0,−α; γ). If α > θ, none of the transmitted codewords experiences interference and
hence, Rc ∈ P(0,−θ; γ). Therefore,

Rsym =

{ ⋃
γ≥0P(0,−α; γ) α < θ⋃
γ≥0P(0,−θ; γ) α > θ

. (3.118)

Define
Rc := Rc,1 = Rc,2, (3.119)

where Rc,i is given in (3.105) and let γ∗ be the unique positive solution for γ in the equation
κ′γ + α

θ
(κγ − κ′γ) =

(
γ
P
− 1
)
λ. Then it is easy to see that Rsym

∣∣
N=1

=
(
0, Rc,max

)
where

Rc,max is given by

Rc,max =

{ (
γ∗

P
− 1

N

)
λ α < θ

Rc α > θ
. (3.120)
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For N ≥ 2, it is not necessarily the case that Rsym =
(
λ,Rmax

)
. For example, consider

the setup in panel (a) of Fig. 3.18 where the line Rc,1 = Rc,2 is shown in red. We see that
Rsym is the union of two disjoint intervals.

Throughout the rest of this section let N ≥ 2. Our goal is to characterizeRsym. Define14

µ :=
θRc

λ
. (3.121)

Recall from Section 3.4 that the burst with index j of Tx i extends from jµ+νi to jµ+νi+θ
on the t-axis. Let j∗ ≥ 1 be such that

j∗µ+ ν1 < µ+ ν2 < (j∗ + 1)µ+ ν1, (3.122)

or equivalently,15

α

j∗
< µ <

α

j∗ − 1
. (3.123)

i.e., the starting point of the first burst of Tx 2 lies between the starting points of the
bursts with indices j∗ and j∗ + 1 of Tx 1 as shown in Fig. 3.19. The interference pattern
on the transmitted codewords depends on how the numbers µ, α−θ

j∗−1
and α+θ

j∗
compare with

each other. For example, Fig. 3.19 shows the case where α−θ
j∗−1

< µ < α+θ
j∗

. As a result, each
codeword of Tx 1 with index j ≥ j∗+1 experiences interference at both ends, the codeword
of Tx 1 with index j∗ experiences interference only at its right end and any codeword of
Tx 1 with index j ≤ j∗ − 1 does not experience any interference. In general, it is easy to
see that

ω−1,j =





0 j ≤ j∗

j − j∗ µ < α+θ
j∗
, j ≥ j∗ + 1

0 µ > α+θ
j∗
, j ≥ j∗ + 1

, (3.124)

ω+
1,j =





0 j ≤ j∗ − 1
j − j∗ + 1 µ > α−θ

j∗−1
, j ≥ j∗

0 µ < α−θ
j∗−1

, j ≥ j∗
, (3.125)

14In Section 3.2.2 we defined µi := ηi
λi

in (3.12). Since ηi is replaced by θiRi in our new system model in

this section, the choice of the letter µ for the quotient θR
λ in (3.121) is in accordance with the one in (3.12).

15If j∗ = 1, we drop the upper bound in (3.123).
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ω−2,j =





j + j∗ − 1 µ > α−θ
j∗−1

, j ≤ N − j∗ + 1

0 µ < α−θ
j∗−1

, j ≤ N − j∗ + 1

0 j ≥ N − j∗ + 2

(3.126)

and

ω+
2,j =





j + j∗ µ < α+θ
j∗
, j ≤ N − j∗

0 µ > α+θ
j∗
, j ≤ N − j∗

0 j ≥ N − j∗ + 1

. (3.127)

In view of the interference pattern described in (3.124) to (3.127) and considering the
constraints in (3.123), we define the four disjoint sets

Aj∗ :=

{
Rc > λ :

α− θ
j∗ − 1

< µ <
α + θ

j∗
,
α

j∗
< µ <

α

j∗ − 1

}

=

{
Rc > λ : max

{ α− θ
j∗ − 1

,
α

j∗

}
< µ < min

{α + θ

j∗
,

α

j∗ − 1

}}
, (3.128)

Bj∗ :=

{
Rc > λ : µ < min

{ α− θ
j∗ − 1

,
α + θ

j∗

}
,
α

j∗
< µ <

α

j∗ − 1

}

=

{
Rc > λ :

α

j∗
< µ < min

{ α− θ
j∗ − 1

,
α + θ

j∗

}}
, (3.129)

Cj∗ :=

{
Rc > λ : µ > max

{ α− θ
j∗ − 1

,
α + θ

j∗

}
,
α

j∗
< µ <

α

j∗ − 1

}

=

{
Rc > λ : max

{ α− θ
j∗ − 1

,
α + θ

j∗

}
< µ <

α

j∗ − 1

}
(3.130)

and

Dj∗ :=

{
Rc > λ :

α + θ

j∗
< µ <

α− θ
j∗ − 1

,
α

j∗
< µ <

α

j∗ − 1

}

=

{
Rc > λ :

α + θ

j∗
< µ <

α− θ
j∗ − 1

}
. (3.131)

Next, we explicitly compute the sets Rsym

⋂
Aj∗ ,Rsym

⋂
Bj∗ ,Rsym

⋂
Cj∗ and Rsym

⋂
Dj∗ .

We will frequently invoke Proposition 14 without specific mention.
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• Computing Rsym

⋂
Aj∗ :

1. Conditions for successful decoding at Rx 1

– Any codeword of Tx 1 with index j ≤ j∗ − 1 does not experience any
interference.

– The codeword of Tx 1 with index j∗ experiences interference only at its
right end and ω+

1,j∗ = 1. We require Rc ∈ P(1 − j∗, ν1 − ν2; γ) = P(1 −
j∗,−α; γ).

– Any codeword of Tx 1 with index j∗ + 1 ≤ j ≤ N experiences interference
at both ends. We require Rc ∈ P(1, θ; γ).

2. Conditions for successful decoding at Rx 2

– Any codeword of Tx 2 with index 1 ≤ j ≤ N − j∗ experiences interference
at both ends. We require Rc ∈ P(1, θ; γ).

– The codeword of Tx 2 with index j = N − j∗ + 1 experiences interference
only at its left end and ω−2,N−j∗+1 = N . We require Rc ∈ P

(
(N − j∗ + 1)−

N, ν1 − ν2; γ
)

= P(1− j∗,−α; γ).

– Any codeword of Tx 2 with index N − j∗ + 2 ≤ j ≤ N does not experience
any interference.

It follows that

Rsym

⋂
Aj∗ =





⋃
γ≥0

(
P(1, θ; γ)

⋂P(1− j∗,−α; γ)
)⋂

Aj∗ 1 ≤ j∗ ≤ N − 1⋃
γ≥0P(1−N,−α; γ)

⋂
AN j∗ = N⋃

γ≥0P(0,−θ; γ)
⋂

Aj∗ j∗ ≥ N + 1
.

(3.132)

• Computing Rsym

⋂
Bj∗ :

1. Conditions for successful decoding at Rx 1

– Any codeword of Tx 1 with index j ≤ j∗ does not experience any interfer-
ence.

– Any codeword of Tx 1 with index j∗ + 1 ≤ j ≤ N experiences interference
only at its left end and ω−1,j = j − j∗. We require Rc ∈ P

(
j − (j − j∗), ν2 −

ν1; γ
)

= P(j∗, α; γ).

2. Conditions for successful decoding at Rx 2
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– Any codeword of Tx 2 with index 1 ≤ j ≤ N − j∗ experiences interference
only at its right end and ω+

2,j = j+ j∗. We require Rc ∈ P
(
(j+ j∗)− j, ν2−

ν1; γ
)

= P(j∗, α; γ).

– Any codeword of Tx 2 with index N − j∗ + 1 ≤ j ≤ N does not experience
any interference.

It follows that

Rsym

⋂
Bj∗ =

{ ⋃
γ≥0P(j∗, α; γ)

⋂
Bj∗ 1 ≤ j∗ ≤ N − 1⋃

γ≥0P(0,−θ; γ)
⋂

Bj∗ j∗ ≥ N
. (3.133)

• Computing Rsym

⋂
Cj∗ :

1. Conditions for successful decoding at Rx 1

– Any codeword of Tx 1 with index j ≤ j∗ − 1 does not experience any
interference.

– Any codeword of Tx 1 with index j∗ ≤ j ≤ N experiences interference only
at its right end and ω+

1,j = j − j∗ + 1. We require Rc ∈ P
(
(j − j∗ + 1) −

j, ν1 − ν2; γ
)

= P(1− j∗,−α; γ).

2. Conditions for successful decoding at Rx 2

– Any codeword of Tx 2 with index 1 ≤ j ≤ N−j∗+1 experiences interference
only at its left end and ω−2,j = j + j∗ − 1. We require Rc ∈ P

(
j − (j + j∗ −

1), ν1 − ν2; γ
)

= P(1− j∗,−α; γ).

– Any codeword of Tx 2 with index N − j∗ + 2 ≤ j ≤ N does not experience
any interference.

It follows that

Rsym

⋂
Cj∗ =

{ ⋃
γ≥0P(1− j∗,−α; γ)

⋂
Cj∗ 1 ≤ j∗ ≤ N⋃

γ≥0P(0,−θ; γ)
⋂

Cj∗ j∗ ≥ N + 1
. (3.134)

• Computing Rsym

⋂
Dj∗ : In this case, any codeword sent by Tx 1 or Tx 2 is received

in the absence of interference. Hence,

Rsym

⋂
Dj∗ =

⋃

γ≥0

P(0,−θ; γ)
⋂

Dj∗ , j∗ ≥ 1. (3.135)

In general, one can characterize Rsym for N ≥ 2 by taking the following steps:
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1. Write

Rsym =
∞⋃

j∗=1

Rj∗ , (3.136)

where

Rj∗ = Rsym

⋂(
Aj∗

⋃
Bj∗

⋃
Cj∗

⋃
Dj∗
)
. (3.137)

2. Use (3.132), (3.133), (3.134) and (3.135) to describe Rj∗ for any j∗ ≥ 1.

If α < θ,
Aj∗ = Bj∗ = Cj∗ = Dj∗ = ∅, (3.138)

for any j∗ ≥ 2, i.e., Rsym = R1. The following proposition characterizes Rsym provided
that α < θ.

Proposition 15. Assume α < θ. Let γ0, γ1 and γ2 be the solutions for γ in 2κ′γ = κγ,
κ′γ = λ and κ′γ + α

θ
(κγ − κ′γ) = λ, respectively. If γ1 does not exist, let γ1 =∞.

• If λ < κ′γ0
, define

f(γ) :=

{
0 γ ≤ γ1

λ γ > γ1
, g(γ) =





0 γ ≤ γ1
2κ′γ−κγ

1− 1
λ

(κγ−κ′γ)
γ1 < γ ≤ γ2

κ′γ + α
θ
(κγ − κ′γ) γ > γ2

. (3.139)

• If λ ≥ κ′γ0
, define

f(γ) :=





0 γ ≤ γ2
2κ′γ−κγ

1− 1
λ

(κγ−κ′γ)
γ2 < γ ≤ γ1

λ γ > γ1

, g(γ) =

{
0 γ ≤ γ2

κ′γ + α
θ
(κγ − κ′γ) γ > γ2

.(3.140)

Then

Rsym =
⋃

γ≥0

(
max

{
f(γ),

( γ
P
− 1

N

)
λ
}
, g(γ)

)
. (3.141)

Proof. See Appendix J.
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A few remarks are in order:

• Explicit expressions for γ0 and γ1 are

γ0 =
1 +
√

1 + 4a2

2a2
, γ1 =

22λ − 1

1− a(22λ − 1)
. (3.142)

There is no closed-form expression for γ2 and it must be computed numerically.

• If P is sufficiently large, e.g., P > N max{γ1, γ2}, it is easy to see that Rsym =
(λ,Rc,max) where Rc,max is given in (3.120). For “smaller” values of P , infRc∈Rsym Rc

can be larger than λ as we will see in the example in below.

• In (3.141), Rsym is given as the union of uncountably many intervals. It is more
convenient to represent Rsym as follows. Define the regions Ω′, Ω′′ and Ω by

Ω′ :=
{

(γ,Rc) : f(γ) < Rc < g(γ)
}
, (3.143)

Ω′′ :=
{

(γ,Rc) : Rc ≥
( γ
P
− 1

N

)
λ
}

(3.144)

and
Ω := Ω′

⋂
Ω′′, (3.145)

i.e., Ω′ is the set of all (γ,Rc) such that the 2N transmitted codewords are sent
immediately and decoded successfully at the receivers and Ω′′ is the set of all (γ,Rc)
such that the average power constraint in (3.101) holds. Then

Rsym = Π(Ω) (3.146)

where the map Π(γ,Rc) = Rc is the projection on the Rc-axis.

Example- LetN = 4, θ = 1, a = 0.5 and α = 0.5. Then γ0 ≈ 6.84 dB and κ′γ0
≈ 0.6358.

We consider two cases:

• If λ < 0.9κ′γ0
= 0.5722, then f(γ) and g(γ) are given by (3.139). Assuming P ≈

3.617 dB, Fig. 3.20 in panel (a) shows f(γ), g(γ) and ( γ
P
− 1

N
)λ as functions of γ.

The set Rsym is shown by a red strip as the projection of the region Ω on the Rc-axis.

63



• If λ ≥ 0.9κ′γ0
= 0.5722, then f(γ) and g(γ) are given by (3.140). Assuming P =

10 dB, Fig. 3.20 in panel (b) shows f(γ), g(γ) and ( γ
P
− 1

N
)λ as functions of γ. The

set Rsym is shown by a red strip as the projection of the region Ω on the Rc-axis.
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Figure 3.11: Let k1 = 3, k2 = 2, q1 = 0.3, q2 = 0.4, a1 = 0.5, a2 = 0.7, P1 = P2 = 30 dB,
R1 = 0.5λ1 = 0.45 and R2 = 0.5λ2 = 0.4. Then NR1,R2 = {(1, 1)} and (3.83) is satisfied.

Fixing N1 = N2 = 1, panel (a) shows the region
⋃
S∈S (A(geom)

S \ A(rel)
S ) in grey shade.

Panel (b) shows the probability of outage in terms of d.
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N1 = N2 = 1
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(a) R1 = 0.7λ1, R2 = 0.7λ2
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N1 = N2 = 1

N1 = 1, N2 = 2

N1 = 1, N2 = 3

(b) R1 = 0.8λ1, R2 = 0.8λ2

Figure 3.12: Let k1 = 3, k2 = 2, q1 = 0.3, q2 = 0.4, a1 = 0.5, a2 = 0.7 and P1 = P2 = 30 dB.
If R1 = 0.7λ1 = 0.63 and R2 = 0.7λ2 = 0.56, then NR1,R2 = {(m1,m2) : 1 ≤ m1,m2 ≤ 2}
and (3.83) is satisfied. Panel (a) shows the probability of outage in terms of d for different
values of (N1, N2). If R1 = 0.8λ1 = 0.72 and R2 = 0.8λ2 = 0.64, then NR1,R2 = {(m1,m2) :
1 ≤ m1,m2 ≤ 3} and (3.83) is satisfied. It turns out that depending on the value of d, the
best choices are (N1, N2) = (1, 1), (1, 2) or (1, 3) as shown in panel (b).
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N1 = N2 = 1

N1 = 1, N2 = 2

N1 = N2 = 2

(a) P1 = P2 = 10 dB
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N1 = N2 = 1

N1 = 1, N2 = 2

N1 = N2 = 2

(b) P1 = P2 = 30 dB

Figure 3.13: A symmetric scenario where k1 = k2 = 5, q1 = q2 = 0.2, a1 = a2 = 0.5,
R1 = 0.7λ1 = 0.7 and R2 = 0.7λ2 = 0.7. Panel (a) presents the probability of outage in
terms of d for different values of (N1, N2) for P1 = P2 = 10 dB. We see that N1 = N2 = 1
is the optimum choice for any value of d. Panel (b) presents the probability of outage in
terms of d for different values of (N1, N2) for P1 = P2 = 20 dB. Here, N1 = N2 = 2 is the
optimum choice for any value of d.
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Figure 3.14: This picture shows the positions of different bursts on the t-axis corresponding
to the state S = {(1; 1, 2), (2; 2, 4)} in a scenario where N1 = N2 = 2. The table in (3.106)
shows the numbers on the t-axis corresponding to different points on the t-axis.

Am = mθ1Rc,1
λ1

+ ν1 Bm = mθ2Rc,2
λ2

+ ν2

A′m = mθ1Rc,1
λ1

+ ν1 + θ1 B′m = mθ2Rc,2
λ2

+ ν2 + θ2

(3.106)
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(a) (b)

Figure 3.15: Consider a setup where N1 = 3, N2 = 2, θ1 = θ2 = 1, k1 = 2, k2 = 3, q1 =
0.2, q2 = 0.1, a1 = 1.5, a2 = 0.5, P1 = 20 dB, P2 = 30 dB and α = 1. Panel (a) shows the

regions R(geom)
S in grey and R(rel)

S in black for S = {(1; 2, 3), (2; 3, 4)}. Panel (b) shows

the same regions under full power transmission. It is seen that R(rel)
S under full power

transmission is strictly smaller than R(rel)
S in its general form given in (3.110).
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(a) (b)

Figure 3.16: Consider a setup where N1 = 3, N2 = 2, θ1 = θ2 = 1, k1 = 2, k2 = 3, q1 =
0.2, q2 = 0.1, a1 = 1.5, a2 = 0.5, P1 = 20 dB, P2 = 30 dB and α = 1. Panel (a) shows the

region R̃(rel)
S in (3.112) where S = {(1; 2, 3), (2; 3, 4)} and Γi = { l

5
γi : 1 ≤ l ≤ 4}. Panel (b)

shows the same region for Γi = { l
10
γi : 1 ≤ l ≤ 9}.
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(a) N1 = N2 = 1 (b) N1 = N2 = 2

(c) N1 = N2 = 3 (d) N1 = N2 = 4

Figure 3.17: A setting where θ1 = θ2 = 1, k1 = k2 = 2, q1 = q2 = 0.3, a1 = a2 = 0.5, P1 =
P2 = 20 dB and α = 0. As the number of codewords N1 = N2 increases, R becomes strictly
smaller.
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(a) α = 5 (b) α = 10

Figure 3.18: A setting where N1 = N2 = 2, θ1 = θ2 = 1, k1 = k2 = 2, q1 = q2 = 0.3, a1 =
a2 = 0.5 and P1 = P2 = 20 dB. As α increases, the region R converges to the square
{(Rc,1, Rc,2) : λi < Rc,i < Rc,i, i = 1, 2} where Rc,1 = Rc,2 ≈ 4.8774.

burst j∗ of Tx 1 burst j∗ + 1 of Tx 1

first burst of Tx 2

t̄-axis
j∗µ+ ν1 µ+ ν2 (j∗ + 1)µ+ ν1

second burst of Tx 2

2µ+ ν2

Figure 3.19: The integer j∗ ≥ 1 is such that the starting point of the first burst of Tx 2
lies between the bursts with indices j∗ and j∗ + 1 of Tx 1. The length of any burst
is θ on the t̄-axis. This picture shows the case where (µ + ν2) − (j∗µ + ν1) < θ and
((j∗ + 1)µ + ν1) − (µ + ν2) < θ, or equivalently, α−θ

j∗−1
< µ < α+θ

j∗
. This implies that each

codeword of Tx 1 with index j ≥ j∗+1 experiences interference at both ends, the codeword
with index j∗ experiences interference only at its right end and any codeword with index
j ≤ j∗ − 1 does not experience any interference.
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Figure 3.20: Panel (a) shows a setting where N = 4, θ = 1, λ = 0.5722, a = 0.5,
P ≈ 3.617 dB and α = 0.5. In this case, γ0 ≈ 6.84 dB and λ < κ′γ0

≈ 0.6358, i.e., f(γ) and
g(γ) are given by (3.139). Panel (b) shows a scenario where N = 4, θ = 1, λ = 0.7629,
a = 0.5, P = 10 dB and α = 0.5. In this case, γ0 ≈ 6.84 dB and λ > κ′γ0

≈ 0.6358, i.e.,
f(γ) and g(γ) are given by (3.140). The red strip on the Rc-axis is Rsym as the projection
of the region Ω on the Rc-axis. In both panel (a) and panel (b), infRc∈Rsym Rc > λ.
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Chapter 4

Conclusion

In the first half of the thesis we proposed a distributed learning scheme in a decentralized
wireless network with asynchronous users and burst transmission. It was shown how each
user estimates the locations and intensities of interference bursts along its transmitted
codeword. The main tool used in the learning process was piecewise linear regression.

In the second part of the thesis we have studied a two-user GIC-SDA with immediate
transmissions under two different settings. In one scenario, the information source at each
transmitter turned off after generating a given total number of bits and the transmitters
only knew the statistics of the mutual delay between their bit streams. The codebook
rate at each transmitter was optimized in order to achieve a target average transmission
rate and transmission power and maximize the probability of successful decoding at the
receivers. In another scenario, the information sources were active indeterminately and
the transmitters were aware of the exact mutual delay between their bit streams. We
characterized an achievable rate region for the codebook rates assuming the receivers treat
interference as noise. This region was given as a union of uncountably many polyhedrons
which is in general disconnected and non-convex due to infeasibility of time sharing.
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Appendix A

Proof of Proposition 1

Let τn = dτTne
Tn

and τ ′n = dτTne−1
Tn

. We have

|F n(τ)− F (τ)| ≤ |F n(τn)− F n(τ)|+ |F n(τn)− F (τn)|+ |F (τn)− F (τ)|
≤ |F n(τn)− F n(τ ′n)|+ |F n(τn)− F (τn)|+ |F (τn)− F (τ)|, (A.1)

where in the last step we use the fact that F n is nondecreasing and write |F n(τn)−F n(τ)| ≤
|F n(τn)− F n(τ ′n)|. Moreover,

|F n(τn)− F n(τ ′n)| ≤ |F n(τn)− F (τn)|+ |F n(τ ′n)− F (τ ′n)|+ |F (τn)− F (τ ′n)|. (A.2)

By (A.1) and (A.2),

|F n(τ)− F (τ)| ≤ 2|F n(τn)− F (τn)|+ |F n(τ ′n)− F (τ ′n)|+ |F (τn)− F (τ ′n)|
+|F (τn)− F (τ)|

≤ 2|F n(τn)− F (τn)|+ |F n(τ ′n)− F (τ ′n)|+ 2|F (τn)− F (τ ′n)|,
(A.3)

where the last step is due to the fact that F is increasing. Hence,

‖F n(τ)− F (τ)‖∞ ≤ 3 sup
τ∈[0,1]

|F n(τn)− F (τn)|+ 2 sup
τ∈[0,1]

|F (τn)− F (τ ′n)|. (A.4)

In order to show limn→∞ ‖F n(τ) − F (τ)‖∞ = 0, we use the fact that a sequence of real-
valued random variables (am)m≥1 tends to zero if

∑∞
m=1 P(|am| ≥ ε) < ∞ for any ε > 0.
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This is a direct consequence of the Borel-Cantelli lemma [29]. By (A.4),

P(‖F n(τ)− F (τ)‖∞ ≥ ε) ≤ P
(

3 sup
τ∈[0,1]

|F n(τn)− F (τn)|+ 2 sup
τ∈[0,1]

|F (τn)− F (τ ′n)| ≥ ε
)

≤ P
(

sup
τ∈[0,1]

|F n(τn)− F (τn)| ≥ ε

5

)
+ 1supτ∈[0,1] |F (τn)−F (τ ′n)|≥ ε

5
,

(A.5)

where the last step is due to the fact that if 3a+ 2b ≥ ε for two real numbers a and b, then
at least one of a and b must be greater than or equal to ε

5
. The function F is piecewise

linear and its slope never exceeds 1
P

+
∑K

i=0 |hi|2. Since |τn − τ ′n| = 1
Tn

, one can guarantee

supτ∈[0,1] |F (τn)− F (τ ′n)| < ε
5

if εTn
5
> 1

P
+
∑K

i=0 |hi|2. Under this constraint and by (A.5),

P(‖F n(τ)− F (τ)‖∞ ≥ ε) ≤ P
(

sup
τ∈[0,1]

|F n(τn)− F (τn)| ≥ ε

5

)
. (A.6)

We have

F n(τn) =
1

PTn

dτTne∑

t=1

|y0[t]|2 (A.7)

=
1

PTn

dτTne∑

t=1

|z0[t]|2 +
K∑

i=0

|hi|2
PTn

dτTne∑

t=1

|si[t]|2

+ 2
K∑

i=0

1

PTn

dτTne∑

t=1

Re (hisi[t]z
∗
0[t])

+ 2
∑

0≤i<j≤K

1

PTn

dτTne∑

t=1

Re
(
hih
∗
jsi[t]s

∗
j [t]
)
. (A.8)
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Recalling the definition of F in (2.6), we get

sup
τ∈[0,1]

|F n(τn)− F (τn)| ≤ 1

P
sup
τ∈[0,1]

∣∣∣ 1

Tn

dτTne∑

t=1

|z0[t]|2 − τn
∣∣∣

+
K∑

i=0

|hi|2 sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

|si[t]|2 − ψ
(
τn −

νi
1 + α

)∣∣∣

+2
K∑

i=0

sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Re (hisi[t]z
∗
0[t])

∣∣∣

+2
∑

0≤i<j≤K

sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Re
(
hih
∗
jsi[t]s

∗
j [t]
) ∣∣∣. (A.9)

Writing hi = |hi|e
√
−1]hi , the term e

√
−1]hi is absorbed into si[t] and we can write Re (hisi[t]z

∗
0[t]) =

|hi|Re (si[t]z
∗
0[t]) with a slight abuse of notation. Similarly, Re

(
hih
∗
jsi[t]s

∗
j [t]
)

= |hi||hj|Re
(
si[t]s

∗
j [t]
)
.

This leads to

sup
τ∈[0,1]

|F n(τn)− F (τn)| ≤ 1

P
sup
τ∈[0,1]

∣∣∣ 1

Tn

dτTne∑

t=1

|z0[t]|2 − τn
∣∣∣

+d
K∑

i=0

sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

|si[t]|2 − ψ
(
τn −

νi
1 + α

)∣∣∣

+2d
K∑

i=0

sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Re (si[t]z
∗
0[t])

∣∣∣

+2d
∑

0≤i<j≤K

sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Re
(
si[t]s

∗
j [t]
) ∣∣∣, (A.10)

where we define
d := max

{
max

0≤i≤K
|hi|, max

0≤i,j≤K
|hi||hj|

}
. (A.11)

By (A.6) and (A.10), P(‖F n(τ)−F (τ)‖∞ ≥ ε) is less than or equal to the probability that
the term on the right side of (A.10) is greater than or equal to ε

5
. Thinking of the right side

of (A.10) as a sum of 1+
∑K

i=0 1+
∑K

i=0 1+
∑

0≤i<j≤K 1 = 1+2(K+1)+ K(K+1)
2

= K2+5K+6
2

terms, we conclude that P(‖F n(τ) − F (τ)‖∞ ≥ ε) is less than or equal to the sum of the
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probabilities that each of these terms is at least ε′ := 2ε
5(K2+5K+6)

. Hence,

P(‖F n(τ)− F (τ)‖∞ ≥ ε) ≤ P
( 1

P
sup
τ∈[0,1]

∣∣∣ 1

Tn

dτTne∑

t=1

|z0[t]|2 − τn
∣∣∣ ≥ ε′

)

+
K∑

i=0

P
(
d sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

|si[t]|2 − ψ
(
τn −

νi
1 + α

)∣∣∣ ≥ ε′
)

+
K∑

i=0

P
(

2d sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Re (si[t]z
∗
0[t])

∣∣∣ ≥ ε′
)

+
∑

0≤i<j≤K

P
(

2d sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Re
(
si[t]s

∗
j [t]
) ∣∣∣ ≥ ε′

)
.(A.12)

In the following, we find an upper bound of the form Θ(1)e−ε
2Θ(n) on each term on the right

side of (A.9). Throughout the proof, we invoke the following lemmas in several occasions:

Lemma 1 (Etemadi’s inequality [30]). Let a1, · · · ,aN be independent real-valued random
variables and ε > 0. Then

P
(

max
m=1,··· ,N

∣∣∣
m∑

i=1

ai

∣∣∣ ≥ ε
)
≤ 3 max

m=1,··· ,N
P
(∣∣∣

m∑

i=1

ai

∣∣∣ ≥ ε

3

)
. (A.13)

Lemma 2 (Bernstein’s inequality [31]). Let a1, · · · ,aN be independent zero mean real-
valued random variables, ai ≤ 1 for any 1 ≤ i ≤ N and ε > 0. Then

P
( 1

N

N∑

i=1

ai ≥ ε
)
≤ e

− Nε2

2(σ2+ ε
3 ) , (A.14)

where σ2 is the arithmetic average of the variances of a1, · · · ,aN .
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A.0.1 The term P
(

supτ∈[0,1]

∣∣ 1
Tn

∑dτTne
t=1 |z0[t]|2 − τn

∣∣ ≥ ε′P
)

We have

P
(

sup
τ∈[0,1]

∣∣∣ 1

Tn

dτTne∑

t=1

|z0[t]|2 − τn
∣∣∣ ≥ ε′P

)
= P

(
sup
τ∈[0,1]

∣∣∣
dτTne∑

t=1

(|z0[t]|2 − 1)
∣∣∣ ≥ ε′PTn

)

= P
(

max
m=1,··· ,Tn

∣∣∣
m∑

t=1

(|z0[t]|2 − 1)
∣∣∣ ≥ ε′PTn

)

≤ 3 max
m=1,··· ,Tn

P
(∣∣∣

m∑

t=1

(|z0[t]|2 − 1)
∣∣∣ ≥ ε′PTn

3

)
,

(A.15)

where the last step is due to Etemadi’s inequality. But,

P
(∣∣∣

m∑

t=1

(|z0[t]|2 − 1)
∣∣∣ ≥ ε′PTn

3

)
= P

( m∑

t=1

|z0[t]|2 ≥ m+
ε′PTn

3

)

+P
( m∑

t=1

(1− |z0[t]|2) ≥ ε′PTn
3

)
. (A.16)

Let us find upper bounds on the two terms on the right side of (A.16). For 0 < a < 1 and
by the Chernoff bound [28],

P
( m∑

t=1

|z0[t]|2 ≥ m+
ε′PTn

3

)
≤ e−(m+ ε′PTn

3
)a
(
E
[
ea|z0[0]|2

])m
=
e−(m+ ε′PTn

3
)a

(
1− a

)m , (A.17)

where the last step is due to |z0[0]|2 being an exponential random variable with parameter 1.
Minimizing the right side of (A.17) over 0 < a < 1, we get a = 1− m

m+ ε′PTn
3

. Subbing this

value of a in (A.17),

P
( m∑

t=1

|z0[t]|2 ≥ m+
ε′PTn

3

)
≤
(

1 +
ε′PTn

3m

)m
e−

ε′PTn
3 . (A.18)

In order to find an upper bound on P
(∑m

t=1(1 − |z0[t]|2) ≥ ε′PTn
3

)
, we use Bernstein’s

inequality. Since at = 1 − |z0[t]|2 are independent random variables with zero mean and
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unit variance and at ≤ 1 for any 1 ≤ t ≤ m, we get

P
( m∑

t=1

(1− |z0[t]|2) ≥ ε′PTn
3

)
≤ e

− ε′2P2T2
n

2(9m+ε′PTn) . (A.19)

By (A.16), (A.18) and (A.19),

max
m=1,··· ,Tn

P
(∣∣∣

m∑

t=1

(|z0[t]|2 − 1)
∣∣∣ ≥ ε′PTn

3

)
≤ max

m=1,··· ,Tn

(
1 +

ε′PTn
3m

)m
e−

ε′PTn
3

+ max
m=1,··· ,Tn

e
− ε′2P2T2

n
2(9m+ε′PTn)

= e−( ε
′P
3
−ln(1+ ε′P

3
))Tn + e

− ε′2P2Tn
2(9+ε′P )

≤ e−
ε′2P2Tn

54 + e
− ε′2P2Tn

2(9+ε′P ) , (A.20)

where the penultimate step is due to the fact that both maximizations are achieved for
m = Tn and the last step is due to the inequality a− ln(1 + a) ≥ a2

6
for any 0 < a < 1.1

A.0.2 The term P
(
d supτ∈[0,1]

∣∣ 1
PTn

∑dτTne
t=1 |s0[t]|2 − ψ

(
τn − ν0

1+α

) ∣∣ ≥ ε′
)

This is the most demanding part of the proof. Following similar lines in (A.15), we have

P
(
d sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

|s0[t]|2 − ψ
(
τn −

ν0

1 + α

)∣∣∣ ≥ ε′
)

≤ 3 max
m=1,··· ,Tn

P
(∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣ ≥ ε′

3d

)

= 3 max
1≤i≤4
1≤j≤3

max
m∈Ei∩Fj

P
(∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣ > ε′

3d

)
(A.21)

where the last step is due to the fact that the maximum value of a sum of functions is less
than the sum of the maximum values of those functions and the sets Ei and Fj are defined

1Having the Taylor series ln(1 +a) = a− a2

2 + a3

3 − a4

4 + · · · and invoking Leibniz lemma for alternating

series, we get ln(1 + a) ≤ a− a2

2 + a3

3 . Since 0 < a < 1, we have a3 < a2 and a− ln(1 + a) ≥ a2

6 follows.
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as
E1 = {m : m < t0,n}

E2 = {m : t0,n ≤ m ≤ t0,n + n
δ
− 1}

E3 = {m : t0,n + n
δ
≤ m ≤ t0,n + n

δ
+ n− 1}

E4 = {m : m > t0,n + n
δ

+ n− 1}
(A.22)

and
F1 =

{
m : m

Tn
− ν0

1+α
< 0
}

F2 =
{
m : 0 ≤ m

Tn
− ν0

1+α
< α

1+α

}

F3 =
{
m : m

Tn
− ν0

1+α
≥ α

1+α

} . (A.23)

In (A.22) and (A.23), it is implicit that m ∈ {1, · · · , Tn}. It is straightforward to see that
Ei
⋂Fj = ∅ if (i, j) ∈ {(1, 2), (1, 3), (2, 3), (3, 1), (4, 1), (4, 2)} and n is sufficiently large such

that n
δ
≥ 2. For example, let us verify E3

⋂F1 = ∅. Verification of the other cases can be
carried out similarly and is omitted. We have E3

⋂F1 ⊆ {m : t0,n + n
δ
≤ m ≤ bν0Tn

1+α
c}.

This requires
t0,n + n

δ
≤ bν0Tn/(1 + α)c. (A.24)

By the floor inequality, t0,n > bnαcν0 − 1 and bν0Tn
1+α
c ≤ ν0Tn

1+α
. Using these inequalities in

(A.24),
(Tn − (1 + α)bn/αc)ν0 > (1 + α)(n

δ
− 1). (A.25)

But,

Tn − (1 + α)bn/αc = n
δ

+ n− 1− αbn/αc
≥ n

δ
+ n− 1− α× n/α

= n
δ
− 1. (A.26)

If n
δ
≥ 2, then Tn − (1 + α)bn/αc > 0 and (A.25) yields

ν0 >
(1 + α)(n

δ
− 1)

Tn − (1 + α)bn/αc

= 1 +
n
δ
− 1− (n

α
− bn

α
c)

Tn − (1 + α)bn/αc
≥ 1 +

n
δ
− 2

Tn − (1 + α)bn/αc , (A.27)

where the last step is due to 0 ≤ n
α
− bn

α
c < 1. Having n

δ
≥ 2, (A.27) results in ν0 > 1

which is a contradiction.
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We proceed by investigating the cases m ∈ Ei
⋂Fj for (i, j) taking on (1, 1), (2, 1),

(2, 2), (3, 2), (3, 3) and (4, 3):

• Let m ∈ E1

⋂F1. Since s0[t] = 0 for n ∈ E1 and ψ
(
m
Tn
− ν0

1+α

)
= 0 for m ∈ F1, we

get P
(∣∣ 1
PTn

∑m
t=1 |s0[t]|2 − ψ

(
m
Tn
− ν0

1+α

) ∣∣ ≥ ε′

3d

)
= 0.

• Let m ∈ E2

⋂F1. Then

∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣ (a)
=

1

PTn

(m−t0,n∑

t=0

|x′0,t|2 − |x′0,0|21t0,n=0

)

(b)

≤ 1

PTn

n
δ
−1∑

t=0

|x′0,t|2, (A.28)

where (a) is due to the fact that if t0,n = 0, then the first symbol in the preamble
sequence of user 0 is not included in the sum

∑m
t=1 |s0[t]|2 and (b) is due to m− t0,n ≤

n
δ
− 1 and |x′0,0|21t0,n=0 ≥ 0. Therefore,

P
(∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣ ≥ ε′

3d

)
≤ P

( 1

PTn

n
δ
−1∑

t=0

|x′0,t|2 ≥
ε′

3d

)

≤
( ε′Tn

3dn
δ

)n
δ

e
−
(
ε′Tn
3d
−n

δ

)

= e
− ε
′Tn
3d

(
1− 3dnδ

ε′Tn

(
1+ln ε′Tn

3dnδ

))
,

(A.29)

where the penultimate step follows by the Chernoff bounding technique as in (A.18).
The function g(a) = 1− 1+ln a

a
is increasing for a ≥ 1. If n is large enough such that

ε′Tn
3dnδ

> 2, (A.30)

then 1− 3dnδ
ε′Tn

(
1 + ln ε′Tn

3dnδ

)
> 1

2
(1− ln 2). Using this in (A.29),

P
(∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣ ≥ ε′

3d

)
≤ e−

1−ln 2
6d

ε′Tn < e−
1−ln 2

6d
ε′2Tn , (A.31)
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∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣ =
∣∣∣ 1

PTn

(m−t0,n∑

t=0

|x′0,t|2 − |x′0,0|21t0,n=0

)
−
(m
Tn
− ν0

1 + α

)∣∣∣

≤ 1

PTn

(m−t0,n∑

t=0

|x′0,t|2 − |x′0,0|21t0,n=0

)
+
∣∣∣m
Tn
− ν0

1 + α

∣∣∣

≤ 1

PTn

n
δ
−1∑

t=0

|x′0,t|2 +
∣∣∣m
Tn
− ν0

1 + α

∣∣∣. (A.33)

where the last step is due to ε′2 < ε′.

• Let m ∈ E2

⋂F2. Then we have (A.33) and hence,

P
(∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣ ≥ ε′

3d

)

≤ P
( 1

PTn

n
δ
−1∑

t=0

|x′0,t|2 ≥
ε′

6d

)
+ 1| m

Tn
− ν0

1+α
|≥ ε′

6d

≤ e−
1−ln 2

12d
ε′2Tn + 1| m

Tn
− ν0

1+α
|≥ ε′

6d
, (A.32)

where the last step follows by the same bounding technique in (A.29) and (A.31).
Moreover,
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∣∣∣m
Tn
− ν0

1 + α

∣∣∣ (a)
=

m

Tn
− ν0

1 + α
(b)

≤ t0,n + n
δ
− 1

Tn
− ν0

1 + α

≤ bn
α
cν0 + n

δ
− 1

Tn
− ν0

1 + α

=
ν0((1 + α)bn

α
c − Tn) + (1 + α)(n

δ
− 1)

(1 + α)Tn
(c)

≤ −ν0(n
δ
− 1) + (1 + α)(n

δ
− 1)

(1 + α)Tn

=
(1 + α− ν0)(n

δ
− 1)

(1 + α)Tn

<
n
δ

Tn
, (A.34)

where (a) is due to the fact that if m ∈ F2, then m
Tn
− ν0

1+α
≥ 0, (b) is due to the

fact that if m ∈ E2, then m ≤ t0,n + n
δ
− 1 and (c) is due to (A.26). By (A.34),

| m
Tn
− ν0

1+α
| ≥ ε′

6d
implies

n
δ

Tn
> ε′

6d
which contradicts (A.30). Therefore, the second

term on the right side of (A.32) is zero.

• Let m ∈ E3

⋂F2. Following similar steps in (A.33), we arrive at

∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣

≤ 1

PTn

n
δ
−1∑

t=0

|x′0,t|2 +
∣∣∣ 1

PTn

m−t0,n−nδ∑

t=0

|x0,t|2 −
(m
Tn
− ν0

1 + α

)∣∣∣

≤ 1

PTn

n
δ
−1∑

t=0

|x′0,t|2 +
∣∣∣ 1

PTn

m−t0,n−nδ∑

t=0

(|x0,t|2 − P )
∣∣∣+
∣∣∣ ν0

1 + α
− t0,n + n

δ
− 1

Tn

∣∣∣.

(A.35)

where in the last step we have added and subtracted m−t0,n−nδ+1

Tn
and applied triangle
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inequality. By (A.35),

P
(∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣ ≥ ε′

3d

)

≤ P
( 1

PTn

n
δ
−1∑

t=0

|x′0,t|2 ≥
ε′

9d

)
+ P

(∣∣∣ 1

PTn

m−t0,n−nδ∑

t=0

(|x0,t|2 − P )
∣∣∣ ≥ ε′

9d

)

+1∣∣ ν0
1+α−

t0,n+n
δ
−1

Tn

∣∣≥ ε′
9d

. (A.36)

Let us investigate the three terms on the right side of (A.36) separately:

– Following the same bounding technique in (A.29) and (A.31),

P
( 1

PTn

n
δ
−1∑

t=0

|x′0,t|2 ≥
ε′

9d

)
≤ e−

1−ln 2
18d

ε′2Tn , (A.37)

where in contrast to (A.30), we require that

ε′Tn
9dnδ

> 2. (A.38)

– Following similar lines of reasoning that led to 1| m
Tn
− ν0

1+α
|≥ ε′

6d
= 0 for m ∈ E2

⋂F2,

one can show that 1∣∣ ν0
1+α
−
t0,n+n

δ
−1

Tn

∣∣≥ ε′
9d

= 0 under the constraint in (A.38).

– Following similar steps as in (A.16), (A.18) and (A.19),

P
(∣∣∣ 1

PTn

m−t0,n−nδ∑

t=0

(|x0,t|2 − P )
∣∣∣ ≥ ε′

9d

)
≤

(
1 +

ε′Tn
9dm′

)m′
e−

ε′Tn
9d + e

− ε′2T2
n

2d(81dm′+3ε′Tn) ,

(A.39)

where m′ = m− t0,n − nδ + 1. Since 1 ≤ m ≤ Tn, then m′ ≤ Tn. Moreover, the
two terms on the right side of (A.39) are increasing in terms of m′. Hence,

P
(∣∣∣ 1

PTn

m−t0,n−nδ∑

t=0

(|x0,t|2 − P )
∣∣∣ > ε′

9d

)
≤ e−( ε

′
9d
−ln(1+ ε′

9d
))Tn + e

− ε′2Tn
2d(81d+3ε′)

≤ e−
ε′2Tn
486d2 + e

− ε′2Tn
2d(81d+3ε′) , (A.40)
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where the last step is due to the inequality a− ln(1 + a) ≥ a2

6
for any 0 < a < 1

verified in Footnote 1.

• Let m ∈ E3

⋂F3. We have (A.41).

∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣ ≤ 1

PTn

n
δ
−1∑

t=0

|x′0,t|2

+
∣∣∣ 1

PTn

m−t0,n−nδ∑

t=0

(|x0,t|2 − P )
∣∣∣

+
∣∣∣m− t0,n − nδ + 1

Tn
− α

1 + α

∣∣∣.(A.41)

By (A.41),

P
(∣∣∣ 1

PTn

m∑

t=1

|s0[t]|2 − ψ
(m
Tn
− ν0

1 + α

)∣∣∣ ≥ ε′

3d

)

≤ P
( 1

PTn

n
δ
−1∑

t=0

|x′0,t|2 ≥
ε′

9d

)

+P
(∣∣∣ 1

PTn

m−t0,n−nδ∑

t=0

(|x0,t|2 − P )
∣∣∣ ≥ ε′

9d

)

+1∣∣m−t0,n−nδ+1

Tn
− α

1+α

∣∣≥ ε′
9d

. (A.42)

We have obtained upper bounds on the first and second terms on the right side of
(A.42) in (A.37) and (A.40), respectively. As for the term 1|

m−t0,n−nδ+1

Tn
− α

1+α
|≥ ε′

9d

, note

that if m ∈ E3, then m ≤ t0,n + n
δ

+ n− 1. Therefore,

m− t0,n − nδ + 1

Tn
− α

1 + α

≤ n

Tn
− α

1 + α
= −nδ − 1− (n

α
− bn

α
c)

(1 + α)Tn
α

≤ −nδ − 2

Tn
α, (A.43)
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where the last step uses the floor inequality. Therefore, as long as n
δ
≥ 2,

∣∣∣m− t0,n − nδ + 1

Tn
− α

1 + α

∣∣∣ =
α

1 + α
− m− t0,n − nδ + 1

Tn
(a)

≤ α

1 + α
−

ν0+α
1+α

Tn − t0,n − nδ + 1

Tn

=
(1 + α)(t0,n + n

δ
− 1)− ν0Tn

(1 + α)Tn

≤ (1 + α)(bn
α
cν0 + n

δ
− 1)− ν0Tn

(1 + α)Tn

=
(1 + α)(n

δ
− 1)− ν0(Tn − (1 + α)bn

α
c)

(1 + α)Tn
(b)

≤ (1 + α)(n
δ
− 1)− ν0(n

δ
− 1)

(1 + α)Tn

=
(1 + α− ν0)(n

δ
− 1)

(1 + α)Tn
<
n
δ

Tn
, (A.44)

where (a) is due to the fact that if m ∈ F3, then m ≥ ν0+α
1+α

Tn and (b) is due to (A.26).
By (A.44) and under the constraint in (A.38), we conclude that the third term on
the right side of (A.42) is zero.

• The case m ∈ E4

⋂F3 can be handled similar to the case of m ∈ E3

⋂F2. In fact,
one obtains the same upper bound.

Looking back at (A.21), we have shown that P
(
d supτ∈[0,1]

∣∣ 1
PTn

∑dτTne
t=1 |s0[t]|2 − ψ

(
τn −

ν0

1+α

)∣∣ ≥ ε′
)

is bounded from above by Θ(1)e−ε
2Θ(n).
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A.0.3 The term P
(
2d supτ∈[0,1]

∣∣ 1
PTn

∑dτTne
t=1 Re (s0[t]z

∗
0[t])

∣∣ ≥ ε′
)

We have

P
(

2d sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Re (s0[t]z∗0[t])
∣∣∣ ≥ ε′

)

≤ P
(

2d sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Re(s0[t])Re(z∗0[t])
∣∣∣ ≥ ε′

2

)

+P
(

2d sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Im(s0[t])Im(z∗0[t])
∣∣∣ ≥ ε′

2

)

= 2P
(

sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Re(s0[t])Re(z∗0[t])
∣∣∣ ≥ ε′

4d

)
, (A.45)

where in the first step we write Re (s0[t]z∗0[t]) = Re (s0[t]) Re (z∗0[t]) − Im (s0[t]) Im (z∗0[t])
and the second step is due to Re (s0[t]) Re (z∗0[t]) and Im (s0[t]) Im (z∗0[t]) being identically
distributed. Moreover, we have the thread of inequalities

P
(

sup
τ∈[0,1]

∣∣∣ 1

PTn

dτTne∑

t=1

Re(s0[t])Re(z∗0[t])
∣∣∣ ≥ ε′

4d

)

= P
(

max
m=1,··· ,Tn

∣∣∣ 1

PTn

m∑

t=1

Re(s0[t])Re(z∗0[t])
∣∣∣ ≥ ε′

4d

)

≤ 3 max
m=1,··· ,Tn

P
(∣∣∣ 1

PTn

m∑

t=1

Re(s0[t])Re(z∗0[t])
∣∣∣ ≥ ε′

12d

)

= 3 max
m=1,··· ,Tn

∑

1≤i≤4

P
(∣∣∣ 1

PTn

m∑

t=1

Re(s0[t])Re(z∗0[t])
∣∣∣ ≥ ε′

12d

)
1m∈Ei

≤ 3
∑

1≤i≤4

max
m=1,··· ,Tn
m∈Ei

P
(∣∣∣ 1

PTn

m∑

t=1

Re(s0[t])Re(z∗0[t])
∣∣∣ ≥ ε′

12c

)
. (A.46)
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As for the last term in (A.46), let us study the (more interesting) case of i = 3. For any
m ∈ E3,

∣∣∣
m∑

t=1

Re(s0[t])Re(z∗0[t])
∣∣∣ ≤

∣∣∣
m−t0,n−nδ∑

t=0

Re(x0,t)z
′
t

∣∣∣+
∣∣∣
n
δ
−1∑

t=0

Re(x′0,t)z
′′
t

∣∣∣, (A.47)

where z′t = Re(z∗0[t + t0,n + n
δ
]) and z′′t = Re(z∗0[t + t0,n]) for 0 ≤ t ≤ m − t0,n − nδ and

0 ≤ t ≤ n
δ
− 1, respectively. Therefore,

P
(∣∣∣ 1

PTn

m∑

t=1

Re(s0[t])Re(z∗0[t])
∣∣∣ ≥ ε′

12d

)
≤ P

(∣∣∣ 1

PTn

m−t0,n−nδ∑

t=0

Re(x0,t)z
′
t

∣∣∣ ≥ ε′

24d

)

+P
(∣∣∣ 1

PTn

n
δ
−1∑

t=0

Re(x′0,t)z
′′
t

∣∣∣ ≥ ε′

24d

)

= 2P
( 1

PTn

m−t0,n−nδ∑

t=0

Re(x0,t)z
′
t ≥

ε′

24d

)

+2P
( 1

PTn

n
δ
−1∑

t=0

Re(x′0,t)z
′′
t ≥

ε′

24d

)
,(A.48)

where the last step is due to the fact that the PDFs of
∑m−t0,n−nδ

t=0 Re(x0,t)z
′
t and

∑n
δ
−1

t=0 Re(x′0,t)z
′′
t

are even functions. In order to develop Chernoff-type upper bounds on the terms on the
right side of (A.48), one needs to know the moment generating function of the product of
two Gaussian random variables. It is straightforward to see that if b1 and b2 are indepen-
dent standard Gaussian random variables, then E[eab1b2 ] = 1√

1−a2 for |a| < 1.2 Then the

Chernoff bound on P
(

1
PTn

∑m−t0,n−nδ
t=0 Re(x0,t)z

′
t ≥ ε′

24d

)
can be written as

P
( 1

PTn

m−t0,n−nδ∑

t=0

Re(x0,t)z
′
t ≥

ε′

24d

)
≤
(

1− a2P

4

)−m′
2

e−
aε′PTn

24d , (A.49)

2We have E[eab1b2 ] = 1
2π

∫∫
R2 e
− b

2
1+b22−2ab1b2

2 db1db2. Writing b21 + b22 − 2ab1b2 =
(
b1 b2

)t
(

1 −a
−a 1

)(
b1
b2

)
and interpreting

(
1 −a
−a 1

)
as the inverse covariance matrix of a bivariate

Gaussian distribution yields the result.
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where m′ = m− t0,n−nδ and 0 < a < 2√
P

. One can minimize the right side of (A.49) with

respect to a to find the tightest upper bound. Instead, let us use the inequality 1− b < e−b

for any real number b to get

P
( 1

PTn

m−t0,n−nδ∑

t=0

Re(x0,t)z
′
t ≥

ε′

24d

)
≤
(
e−

a2P
4

)−m′
2 e−

aε′PTn
24d ≤ e

a2PTn
8
−aε

′PTn
24d , (A.50)

where the last step is due to m′ ≤ Tn for any choice of m. Let us assume ε′ < 8d√
P

and

select a = ε′

4d
. Then P

(
1

PTn

∑m−t0,n−nδ
t=0 Re(x0,t)z

′
t >

ε′

24d

)
≤ e−

ε′2PTn
384d2 . Similarly, we obtain

P
(

1
PTn

∑n
δ
−1

t=0 Re(x′0,t)z
′′
t ≥ ε′

24d

)
≤ e−

ε′2PTn
384d2 . Using these upper bounds in (A.48),

max
m=1,··· ,Tn
m∈E3

P
(∣∣∣ 1

PTn

m∑

t=1

Re(s0[t])Re(z∗0[t])
∣∣∣ ≥ ε′

12d

)
≤ 4e−

ε′2PTn
384d2 . (A.51)

It is easy to see that 4e−
ε′2PTn
384c2 is also an upper bound on other terms in (A.46) for i = 1, 2, 4

under the constraint ε′ < 8d√
P

.

A.0.4 The term P
(
2d supτ∈[0,1]

∣∣ 1
PTn

∑dτTne
t=1 Re

(
si[t]s

∗
j [t]
) ∣∣ ≥ ε′

)

The analysis for this term is quite similar to the analysis presented in the previous case
and is omitted for brevity. The only difference is that we require ε′ < 8d

√
P .

We have shown that if ε′ < 8dmin
{√

P , 1√
P
} and ε′Tn > max

{
18dn

δ
,

2( 1
P

+
∑K
i=0 |hi|2)

K2+5K+6

}
,

then P(‖F n(τ)− F (τ)‖∞ ≥ ε) ≤ Θ(1)e−ε
2Θ(n). This completes the proof of Proposition 1.
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Appendix B

Proof of Corollary 1

Appendix B; Proof of Corollary 1

Before proving Corollary 1, we observe a few facts about linear regression. Let (xi, yi) for
i = 1, · · · , 2m be 2m points in the x-y plane that satisfy

axi + b1 ≤ yi ≤ axi + b2, 1 ≤ i ≤ 2m, (B.1)

where a, b1 and b2 are constants. This implies that the points (xi, yi) are inside a strip
whose boundaries are given by the lines y = ax + b1 and y = ax + b2. Let x and y be the
arithmetic averages of xi and yi, respectively. We have the following:

• Fact 1: The point (x, y) lies on the regression line.

• Fact 2: Assume xi = ix0 where x0 > 0 is a constant. By (B.1), ax + b1 ≤ y ≤
ax+ b2. Using these inequalities and the fact that the slope of the regression line is∑2m

i=1(xi−x)(yi−y)∑2m
i=1(xi−x)2 , it is easy to see that

∣∣∣∣
∑2m

i=1(xi − x)(yi − y)∑2m
i=1(xi − x)2

− a
∣∣∣∣ ≤

2(b2 − b1)
∑m

i=1(x− xi)∑2m
i=1(xi − x)2

=
6m(b2 − b1)

(4m2 − 1)x0

, (B.2)

where the last step is due to
∑m

i=1(x− xi) = m2

2
x0 and

∑2m
i=1(xi − x)2 = m(4m2−1)

6
x2

0.

Next, let us describe the plot in Fig. B.1 and make some observations:
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∆
+

ν
1+α

ν̂
1+α

A−

A
+

B−

B
+

2ǫ

ǫ-boundary

piecewise linear regression

Λ−

Λ
+

τ− τ+

µ−

µ
+

ζ
+

ζ−

Γ
+

τ

ζ

∆−

Γ−

Figure B.1: The lines ∆± and Γ± determine the ε-boundary for the function F in (2.6).
In fact, ∆−

⋃
∆+ = {(τ, ζ) : ζ = F (τ) + ε} and Γ−

⋃
Γ+ = {(τ, ζ) : ζ = F (τ) − ε}. A

new user has arrived at τ = ν
1+α

which results in an increase in the slope of F . For given
codeword length n, we assume receiver 0 is able to determine a number Nn = Θ(n) of
points (τ−i , Fn(τ−i )) lying between ∆− and Γ− . The line Λ− is the regression line for these
points. Λ− passes through the point A− = (τ− , ζ−) where τ− and ζ− are the arithmetic
averages for τ−i and Fn(τ−i ), respectively. The line Λ+ and the point A+ = (τ+ , ζ+) are
defined similarly.

• The lines ∆± and Γ± determine the ε-boundary for the function F in (2.6). In fact,
∆−
⋃

∆+ = {(τ, ζ) : ζ = F (τ) + ε} and Γ−
⋃

Γ+ = {(τ, ζ) : ζ = F (τ) − ε}. A new
user has arrived at τ = ν

1+α
which results in an increase in the slope of F .

• For given codeword length n, we assume receiver 0 is able to determine a number Nn

of points (τ−i , Fn(τ−i )) for 1 ≤ i ≤ Nn lying between ∆− and Γ− . The line Λ− is the
regression line for these points. By Fact 1, Λ− passes through the point A− = (τ− , ζ−)
where τ− and ζ− are the arithmetic averages for τ−i and Fn(τ−i ), respectively. The
line Λ+ and the point A+ = (τ+ , ζ+) are defined similarly.

• B− = (τ− , µ−) and B+ = (τ+ , µ+) are points on ∆− and ∆+ that have the same
τ -coordinates as the points A− and A+ , respectively.
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• Let a− and a+ be the slopes of regression lines ∆− and ∆+ , respectively. Then
ν

1+α
is the τ -coordinate for the point of intersection of ∆− and ∆+ , i.e., ν satisfies

a−(ν/(1 + α)− τ−) + µ− = a+(ν/(1 + α)− τ+) + µ+ . This yields

ν =
1 + α

a+ − a−
(a+τ+ − a−τ− + µ− − µ+). (B.3)

• Let â− and â+ be the slopes of regression lines Λ− and Λ+ , respectively. By definition,
ν̂

1+α
is the τ -coordinate of the point of intersection of Λ− and Λ+ , i.e., ν̂ satisfies

â−(ν̂/(1 + α)− τ−) + ζ− = â+(ν̂/(1 + α)− τ+) + ζ+ . This yields

ν̂ =
1 + α

â+ − â−
(â+τ+ − â−τ− + ζ− − ζ+). (B.4)

By Fact 2 and selecting m = Nn and x0 = 1
Tn

in (B.2), we have |â± − a±| ≤ 12NnTn
4N2

n−1
ε. Let

n be sufficiently large so that Nn = Θ(n), i.e., receiver 0 can identify a fraction, say one
third, of the graph of Fn that lies within each arm of the ε-strip in Fig. B.1. For example,
Fig. 2.2 shows that for large n, Fn is highly concentrated around F and the arms of the
ε-strip can be identified. Then d := supn

12NnTn
4N2

n−1
is finite and we get

|â± − a±| ≤ dε. (B.5)

Moreover,

|ζ− − ζ+ − (µ− − µ+)| ≤ |ζ− − µ−|+ |ζ+ − µ+| ≤ 2ε+ 2ε = 4ε. (B.6)

By (B.4),

ν̂ =
1 + α

â+ − â−

(
(â+ − a+)τ+ − (â− − a−)τ− + ζ− − ζ+ − (µ− − µ+)

)

+
1 + α

â+ − â−
(a+τ+ − a−τ− + µ− − µ+)

=
1 + α

â+ − â−

(
(â+ − a+)τ+ − (â− − a−)τ− + ζ− − ζ+ − (µ− − µ+)

)
+
a+ − a−
â+ − â−

ν,

(B.7)
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where the last step is due to (B.3). Without loss of generality, assume ε < 1
4d

min0≤i≤K |hi|2.
By (B.7) and using triangle inequality,

|ν̂ − ν| ≤ 1 + α

|â+ − â−|
(
|â+ − a+|τ+ + |â− − a−|τ− + |ζ− − ζ+ − (µ− − µ+)|

)

+
ν

|â+ − â− |
(
|â+ − a+|+ |â− − a−|

)

(a)

≤ (1 + α)(dε+ dε+ 4ε)

|â+ − â−|
+
ν(dε+ dε)

|â+ − â−|
(b)

≤ (1 + α)(2d+ 4) + 2dν

a+ − a− − 2dε
ε

(c)

≤ 2(3d+ 4)

min
0≤i≤K |hi|2 − 2dε

ε

(d)

≤ 4(3d+ 4)

min
0≤i≤K |hi|2

ε, (B.8)

where (a) is due to (B.5), (B.6) and the fact that 0 < τ− , τ+ < 1, (b) is due to |â+ − â− | ≥
|a+−a−|−|â+−a+ |−|â−−a− | ≥ |a+−a−|−2dε, (c) is due to the fact that a+−a− = |hi|2
for some 0 ≤ i ≤ K and (d) is due to ε < 1

4d
min

0≤i≤K |hi|2.

We conclude that if ‖Fn − F‖∞ ≤ ε, there are constants d1 = 2 and d2 = 4(3d+4)
min

0≤i≤K |hi|2

such that
∣∣|ĥki |2 − |hki |2

∣∣ ≤ d1ε and |ν̂ki − νki | ≤ d2ε. Therefore,

P(
∣∣|ĥki |2 − |hki |2

∣∣ > ε) ≤ P
(
‖F n − F‖∞ >

ε

d1

)

≤ Θ(1)e
− ε

2

d21
Θ(n)

= Θ(1)e−ε
2Θ(n), (B.9)

where the penultimate step follows by Proposition 1. Similarly, P(
∣∣|ν̂ki − νki

∣∣ > ε) ≤
Θ(1)e−ε

2Θ(n). This completes the proof of Corollary 1.
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Appendix C

Proof of Proposition 3

Let i 6= j. We only show that Ai,n

⋂
Bj,n = ∅ with high probability if n is sufficiently

large. A similar reasoning establishes the same fact if one replaces Ai,n

⋂
Bj,n = ∅ by

Ai,n

⋂
Cj,n = ∅. Throughout this appendix, we let ∆t̂n = t̂kj ,n − t̂ki,n, ∆tn = tkj ,n − tki,n,

∆ν = νkj − νki and di,n = | t̂ki,n − tki,n|. Define

T
N

:=
⋂

n≥N

{
Ai,n

⋂
Bj,n = ∅

}
, (C.1)

for any N ≥ 1. Note that Ai,n

⋂
Bj,n = ∅ if and only if ∆t̂n < −4cnδ or ∆t̂n > (4c+ 1)nδ.

T c
N

=
⋃

n≥N

{
Ai,n

⋂
Bj,n 6= ∅

}
⊆
⋃

n≥N

{
|∆t̂n| ≤ (4c+ 1)nδ

}
(C.2)

Let us investigate the events
{
|∆t̂n| ≤ (4c+ 1)nδ

}
that appears in (C.2). We can write1

{
|∆t̂n| ≤ (4c+ 1)nδ

}
⊆

{
|∆t̂n| ≤ (4c+ 1)nδ,di,n ≤ 2cn

δ
,dj,n ≤ 2cn

δ

}
⋃{

di,n > 2cn
δ

}⋃{
dj,n > 2cn

δ

}
. (C.3)

Using triangle inequality, |∆tn| ≤ ∆t̂n + di,n + dj,n. This together with (C.3) yields

{
|∆t̂n| ≤ (4c+ 1)nδ

}
⊆
{
|∆tn| ≤ (8c+ 1)n

δ

}⋃{
di,n > 2cn

δ

}⋃{
dj,n > 2cn

δ

}
. (C.4)

1We are using the fact that A ⊆ (A⋂B)
⋃Bc for events A,B.
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We have2 |∆tn − n
α

∆ν| < 2. Hence,

{
|∆tn| ≤ (8c+ 1)n

δ

}
⊆
{
|∆ν| < α((8c+ 1)n

δ
+ 2)/n

}
(C.5)

By assumption |∆ν| > 0. Noting that limn→∞
(8c+1)n

δ
+2

n
= 0, there exists an integer N ′,

depending on α, δ, c and ∆ν, such that for n ≥ N ′, the set on the right side of (C.5)
becomes empty. Then by (C.2) and (C.4),

P(T c
N

) ≤
∑

n≥N

(
P(di,n > 2cn

δ
) + P(dj,n > 2cn

δ
)
)
, (C.6)

for any N ≥ N ′. By Proposition 2, one can further bound the right side of (C.6) to get

P(T c
N

) ≤ Θ(1)
∑

n≥N

e−Θ(n2δ−1). (C.7)

Since the right side of (C.7) is the tail of a convergent series, we conclude that for arbitrary
ε > 0, there is Nε ≥ 1 such that P(T c

N
) < ε if N ≥ Nε.

2By the floor inequality, ∆tm = tkj ,m − tki,m = bbmα cνkjc − bbmα cνkic > (bmα cνkj − 1) − bmα cνki >
((mα − 1)νkj − 1)− m

α νki = m
α ∆ν − νkj − 1 > m

α ∆ν − 2. Similarly, ∆tm < m
α ∆ν + 2.
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Appendix D

Proof of Proposition 4

We prove the proposition for the situation in Fig. 2.2. We only consider the case that
k0 = 0, i.e., transmitter 0 is the first active transmitter. The cases k1 = 0 and k2 = 0 can
be treated similarly. If p

NI
is selected as in (2.21), then p(x, y) = g(x;P )p

NI
(y−h0x) is the

actual PDF of noise plus interference during transmission of (x′0,l)
n
δ
−1

l=0 . Setting t = t0,n in
the sequential typicality decoding rule in (2.24), we have

P( ̂̂t0,n ≤ t0,n) ≥ P
((

(x′0,l)
n
δ
−1

l=0 , (y0[l])
t0,n+n

δ
−1

l=t0,n

)
∈ A(n

δ
)

ε [p]
)
. (D.1)

Then

lim
n→∞

P( ̂̂t0,n ≤ t0,n) ≥ lim
n→∞

P
((

(x′0,l)
n
δ
−1

l=0 , (y0[l])
t0,n+n

δ
−1

l=t0,n

)
∈ A(n

δ
)

ε [p]
)

= 1, (D.2)
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4d

4d+ 1

4d+ 2

4d+ 3

d 0 1 2 3 4 5 6

Figure D.1: Schematic diagram for the partitions Se (all points crossed by solid lines)
and So (all points crossed by dashed lines) in (D.9) and (D.10) for m = 2. The first row
represents the numbers 4d for d = 0, 1, · · · , the second row represents the numbers 4d+ 1
for d = 0, 1, · · · and so on.

where the last step is due to the weak law of large numbers. As such, in order to show

limn→∞ P( ̂̂t0,n = t0,n) = 1, it is enough to verify limn→∞ P( ̂̂t0,n < t0,n) = 0. Let us write

P( ̂̂t0,n < t0,n) = P
(
∃ t ∈ B0,n : t < t0,n and

(
(x′0,l)

n
δ
−1

l=0 , (y0[l])
t+n

δ
−1

l=t

)
∈ A(n

δ
)

ε [p]
)

=

t0,n+2cnδ∑

s=t0,n−2ncδ

P
(
∃ t ∈ B0,n : t < t0,n and

(
(x′0,l)

n
δ
−1

l=0 , (y0[l])
t+n

δ
−1

l=t

)
∈ A(n

δ
)

ε [p], t̂0,n = s
)

≤
t0,n+2cnδ∑

s=t0,n−2ncδ

P
(
∃ t ∈ B

(s)
0,n : t < t0,n and

(
(x′0,l)

n
δ
−1

l=0 , (y0[l])
t+n

δ
−1

l=t

)
∈ A(n

δ
)

ε [p]
)

≤
t0,n+2cnδ∑

s=t0,n−2ncδ

∑

t∈B(s)
0,n:t<t0,n

P
((

(x′0,l)
n
δ
−1

l=0 , (y0[l])
t+n

δ
−1

l=t

)
∈ A(n

δ
)

ε [p]
)
,

(D.3)

where for any t0,n − −2ncδ ≤ s ≤ t0,n + −2ncδ, we define B
(s)
0,n := B0,n

∣∣
t̂0,n=s

. To compute

an upper bound on each term on the right side of (D.3), we study the cases t ≤ t0,n − nδ
and t0,n − nδ + 1 ≤ t ≤ t0,n − 1, separately:

• Let t ≤ t0,n − n
δ
. Then (x′0,l)

n
δ
−1

l=0 and (y0[l])
t+n

δ
−1

l=t are independent as t + n
δ
−

1 ≤ t0,n − 1 and transmitter 0 is not active before time slot t0,n. We explicitly

write the constraint defining A
(n
δ
)

ε [p] in (2.20) as the set of all (~x, ~y ) such that
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∣∣ 1
n
δ

∑n
δ
−1

l=0

(
1
P
|xl|2 +

∣∣yl−h0xl
∣∣2− 2

)∣∣ < ε
log e

. Then we have the thread of inequalities

P
( (

(x′0,l)
n
δ
−1

l=0 , (y0[l])
t+n

δ
−1

l=t

)
∈ A(n

δ
)

ε [p]
)

≤ P
(∣∣∣ 1

n
δ

n
δ
−1∑

l=0

( 1

P
|x′0,l|2 + |y0[l + t]− h0x

′
0,l|2 − 2

)∣∣∣ < ε

log e

)

≤ P
( 1

n
δ

n
δ
−1∑

l=0

( 1

P
|x′0,l|2 +

∣∣y0[l + t]− h0x
′
0,l

∣∣2 − 2
)
<

ε

log e

)

(a)
= P

( 1

n
δ

n
δ
−1∑

l=0

( 1

P
|x′0,l|2 +

∣∣z0[l + t]− h0x
′
0,l

∣∣2 − 2
)
<

ε

log e

)

(b)

≤ P
( 1

n
δ

n
δ
−1∑

l=0

(
2 + |h0|2P −

1

P
|x′0,l|2 −

∣∣z0[l + t]− h0x
′
0,l

∣∣2
)
> |h0|2P −

ε

log e

)

(c)
= P

( 1

n
δ

n
δ
−1∑

l=0

(
1−

1
P
|x′0,l|2 +

∣∣z0[l + t]− h0x
′
0,l

∣∣2

2 + |h0|2P
)
>
|h0|2P − ε

log e

2 + |h0|2P
)

(d)

≤ e−Θ(n
δ
), (D.4)

where (a) is due to the fact that the signal at receiver 0 during time slots t to
t+n

δ
− 1 consists of ambient noise only, in (b) we have added |h0|2P to both sides of

the inequality, in (c) both sides are divided by 2 + |h0|2P and (d) is due to Lemma 2
(Bernstein’s inequality)1 and it is assumed that ε < |h0|2P log e.

1The random variables al = 1−
1
P |x′0,l|2+

∣∣z0[l+t]−h0x
′
0,l

∣∣2
2+|h0|2P are zero mean with finite variance and al ≤ 1.

Therefore, one can apply Bernstein’s inequality.
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• Let t0,n − nδ + 1 ≤ t ≤ t0,n − 1. Then

P
( (

(x′0,l)
n
δ
−1

l=0 , (y0[l])
t+n

δ
−1

l=t

)
∈ A(n

δ
)

ε [p]
)

≤ P
( 1

n
δ

n
δ
−1∑

l=0

( 1

P
|x′0,l|2 +

∣∣y0[l + t]− h0x
′
0,l

∣∣2 − 2
)
<

ε

log e

)

(a)
= P

( 1

n
δ

t0,n−t−1∑

l=0

( 1

P
|x′0,l|2 +

∣∣z0[l + t]− h0x
′
0,l

∣∣2 − 2
)

+
1

n
δ

n
δ
−1∑

l=t0,n−t

( 1

P
|x′0,l|2 +

∣∣h0x
′
0,l−t0,n+t + z0[l + t]− h0x

′
0,l

∣∣2 − 2
)
<

ε

log e

)

(b)
= P

( 1

n
δ

t0,n−t−1∑

l=0

( 1

P
|x′0,l|2 +

∣∣z0[l + t]− h0x
′
0,l

∣∣2 − 2
)
<

ε

2 log e

)

+P
( 1

n
δ

n
δ
−1∑

l=t0,n−t

( 1

P
|x′0,l|2 +

∣∣h0x
′
0,l−t0,n+t + z0[l + t]− h0x

′
0,l

∣∣2 − 2
)
<

ε

2 log e

)
,

(D.5)

where (a) follows by noting that y0[l+ t] is the ambient noise for l+ t < t0,n and (b)
is due to the fact that if the sum of two numbers is less than ε

log e
, then at least one

of them is less than ε
2 log e

. Following a similar reasoning for the last step in (I.3), the

first term on the right side of (I.4) is bounded from above by e
−

Θ(n2
δ

)

t0,n−t ≤ e−Θ(n
δ
) due

to t0,n − t ≤ n
δ
. As for the second term on the right side of (I.4), we note that the

summands are no longer independent. For simplicity, let us define

wl :=
1

P
|x′0,l|2 +

∣∣h0x
′
l−t0,n+t + z0[l + t]− h0x

′
0,l

∣∣2 − 2. (D.6)

Any two wl and wl′ are dependent if and only if |l − l′| = t0,n − t. As such, one
can not directly apply the concentration inequality of Lemma 2. To circumvent this
difficulty, we use a trick in Appendix 24B in [20]. We consider two cases:

– If t0,n − t is odd, the terms with odd indices are independent. Similarly, the
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terms with even indices are independent. Then

P
( 1

n
δ

n
δ
−1∑

l=t0,n−t

wl <
ε

2 log e

)
≤ P

( 1

n
δ

n
δ
−1∑

l=t0,n−t
l even

wl <
ε

4 log e

)

+P
( 1

n
δ

n
δ
−1∑

l=t0,n−t
l odd

wl <
ε

4 log e

)
. (D.7)

At this point, similar to (I.3), one can apply Bernstein’s inequality to conclude
that each term on the right side of (I.10) is bounded from above by e−Θ(n

δ
).

– If t0,n − t is even, we need to partition the set of integers to a finite number of
disjoint sets such that the difference of any two element in each set is not equal
to t0,n − t. Let t0,n − t = 2m. It is easy to see that the required partition is
given by {

0, 1, 2, 3, · · ·
}

= Se
⋃
So, (D.8)

where

Se =
2m−1⋃

b=0
b even

({
2ma+ b : a = 0, 2, 4, · · ·

}⋃{
2ma+ b+ 1 : a = 1, 3, 5, · · ·

})

(D.9)

and

So =
2m−1⋃

b=0
b odd

({
2ma+ b : a = 0, 2, 4, · · ·

}⋃{
2ma+ b+ 1 : a = 1, 3, 5, · · ·

})
.

(D.10)

For example, Fig. D.1 presents the schematic diagram of Se and So for m = 2.
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We can write

P
( 1

n
δ

n
δ
−1∑

l=t0,n−t

wl <
ε

2 log e

)
≤ P

( 1

n
δ

n
δ
−1∑

l=t0,n−t
l ∈ Se

wl <
ε

4 log e

)

+P
( 1

n
δ

n
δ
−1∑

l=t0,n−t
l ∈ So

wl <
ε

4 log e

)
. (D.11)

As each of
∑

l ∈ Se wl and
∑

l ∈ So wl are sums of independent random variables,
it follows that each term on the right side of (I.11) is bounded from above by
e−Θ(n

δ
).

We conclude that whether t ≤ t0,n − nδ or t0,n − nδ + 1 ≤ t ≤ t0,n − 1, each term on the
right side of (D.3) is bounded from above by e−Θ(n

δ
). Since there are at most Θ(n2

δ) terms

on the right side of (D.3), we get P( ̂̂t0,n < t0,n) ≤ Θ(n2
δ)e
−Θ(n

δ
) which vanishes as n grows.

This completes the proof of Proposition 4.
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Appendix E

Proof of Proposition 5

We only consider the case where 0 < ν1 − ν0 < α. Other cases can be handled similarly.
The proof is carried out in two steps:

• Let us show that (2.32) and (2.33) hold for the transmitted codeword with a prob-
ability that approaches 1 as n grows to infinity. We only verify (2.32). Verification
of (2.33) is quite similar and is omitted for brevity. As mentioned earlier, let n be
sufficiently large so that the right side of (2.26) is positive and hence, the initial
interval is nonempty regardless of the value of t1,n − 2cn

δ
≤ t̂1,n ≤ t1,n + 2cn

δ
. Let
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(x0,l)
n−1
l=0 be the codeword sent by transmitter 0. We have

P
((

(x0,l)
t̂1,n−t0,n−(2c+1)n

δ
−1

l=0 , (y0[l])
t̂1,n−2cn

δ
−1

l=t0,n+n
δ

)
/∈ A( t̂1,n−t0,n−(2c+1)n

δ
)

ε [p
I
]
)

=

t1,n+2cn
δ∑

t=t1,n−2cn
δ

P
((

(x0,l)
t−t0,n−(2c+1)n

δ
−1

l=0 , (y0[l])
t−2cn

δ
−1

l=t0,n+n
δ

)
/∈ A(t−t0,n−(2c+1)n

δ
)

ε [p
I
], t̂1,n = t

)

≤
t1,n+2cn

δ∑

t=t1,n−2cn
δ

P
((

(x0,l)
t−t0,n−(2c+1)n

δ
−1

l=0 , (y0[l])
t−2cn

δ
−1

l=t0,n+n
δ

)
/∈ A(t−t0,n−(2c+1)n

δ
)

ε [p
I
]
)

=

t1,n+2cn
δ∑

t=t1,n−2cn
δ

P
(∣∣∣ 1

t− t0,n − (2c+ 1)n
δ

×
t−t0,n−(2c+1)n

δ
−1∑

l=0

log p
I
(x0,l,y0[l + t0,n + n

δ
])− h(p

I
)
∣∣∣ ≥ ε

)
.

(E.1)

For each time slot during the initial interval, p
I

in (2.30) is the actual joint PDF
between the transmitted code symbol by transmitter 0 and the received signal by
receiver 0. In fact, for any t1,n − 2cn

δ
≤ t ≤ t1,n + 2cn

δ
, the random variables

log p
I
(x0,l,y0[l+ t0,n +n

δ
]) for 0 ≤ l ≤ t− t0,n− (2c+ 1)n

δ
− 1 are i.i.d. with common

expectation h(p
I
). Fixing t and assuming the variance of log p

I
(x0,0,y0[t0,n + n

δ
]) is

finite, one can apply the Chebyshev’s inequality [29] to get

P
(∣∣∣ 1

t− t0,n − (2c+ 1)n
δ

t−t0,n−(2c+1)n
δ
−1∑

l=0

log p
I
(x0,l,y0[l + t0,n + n

δ
])− h(p

I
)
∣∣∣ ≥ ε

)

≤ var(log p
I
(x0,0,y0[t0,n + n

δ
]))

(t− t0,n − (2c+ 1)n
δ
)ε

, t1,n − 2cn
δ
≤ t ≤ t1,n + 2cn

δ
.

(E.2)
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Denoting var(log p
I
(x0,0,y0[t0,n + n

δ
])) by Θ(1) and by (E.1) and (E.2), we get

P
((

(x0,l)
t̂1,n−t0,n−(2c+1)n

δ
−1

l=0 , (y0[l])
t̂1,n−2cn

δ
−1

l=t0,n+n
δ

)
/∈ A( t̂1,n−t0,n−(2c+1)n

δ
)

ε [p
I
]
)

≤
t1,n+2cn

δ∑

t=t1,n−2cn
δ

Θ(1)

(t− t0,n − (2c+ 1)n
δ
)ε

≤ Θ(1)

((t1,n − 2cn
δ
)− t0,n − (2c+ 1)n

δ
)ε

t1,n+2cn
δ∑

t=t1,n−2cn
δ

1

=
(4cn

δ
+ 1)Θ(1)

(t1,n − t0,n − (4c+ 1)n
δ
)ε
. (E.3)

Since t1,n − t0,n = Θ(n), the right side of (E.3) tends to zero as n grows. This
completes the proof of (2.32).

• Denoting the 2bnRc messages of user 0 by message 1 to message 2bnRc, let message 1
be the transmitted message by transmitter 0 and (x̃0,l)

n−1
l=0 be the codeword that is

assigned by user 0 to message 2. The probability perror that a codeword different from
the transmitted codeword satisfies both (2.32) and (2.33) is bounded from above as

perror ≤ 2nR P(E
⋂
F), (E.4)

where E and F are given by

E =
{(

(x̃0,l)
t̂1,n−t0,n−(2c+1)n

δ
−1

l=0 , (y0[l])
t̂1,n−2cn

δ
−1

l=t0,n+n
δ

)
∈ A( t̂1,n−t0,n−(2c+1)n

δ
)

ε [ p
I
]
}

(E.5)

and

F =
{(

(x̃0,l)
n−1

l=t̂1,n−t0,n+(2c−1)n
δ
+1
, (y0[l])

t0,n+n
δ
+n−1

t̂1,n+2cn
δ
+1

)
∈ A( t0,n−t̂1,n−(2c−1)n

δ
+n−1)

ε [ p
F
]
}
.(E.6)
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Fixing t̂1,n = t, we denote the events E and F by Et, Ft, respectively. Then

P(E
⋂
F) =

t1,n+2cn
δ∑

t=t1,n−2cn
δ

P(E
⋂
F , t̂1,n = t)

=

t1,n+2cn
δ∑

t=t1,n−2cn
δ

P(Et
⋂
Ft, t̂1,n = t)

≤
t1,n+2cn

δ∑

t=t1,n−2cn
δ

P(Et
⋂
Ft)

=

t1,n+2cn
δ∑

t=t1,n−2cn
δ

P(Et)P(Ft), (E.7)

where the last step is due to independence of Et and Ft as they only depend on the
initial interval and the final interval, respectively. For any t1,n−2cn

δ
≤ t ≤ t1,n+2cn

δ
,

one can use the standard properties of typical sequences [28] to get

P(Et) ≤ 2−(t−t0,n−(2c+1)n
δ
)(I(p

I
)−3ε) (E.8)

and

P(Ft) ≤ 2−(t0,n−t−(2c−1)n
δ
+n−1)(I(p

F
)−3ε), (E.9)

where for any PDF p(·, ·) on C2 with marginals p1 and p2 ,

I(p) =

∫
p(x, y) log

p(x, y)

p1(x)p2(y)
dxdy

is the mutual information between the marginals p1 and p2 . By (E.7), (E.8) and
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(E.9), we obtain the thread of inequalities

P(E
⋂
F) ≤

t1,n+2cn
δ∑

t=t1,n−2cn
δ

2−(t−t0,n−(2c+1)n
δ
)(I(p

I
)−3ε)2−(t0,n−t−(2c−1)n

δ
+n−1)(I(p

F
)−3ε)

(a)

≤ (4cn
δ

+ 1)2−((t1,n−2cn
δ
)−t0,n−(2c+1)n

δ
)(I(p

I
)−3ε)2−(t0,n−(t1,n+2cn

δ
)−(2c−1)n

δ
+n−1)(I(p

F
)−3ε)

= (4cn
δ

+ 1)2−(t1,n−t0,n−(4c+1)n
δ
)(I(p

I
)−3ε)2−(n−(t1,n−t0,n)−(4c−1)n

δ
−1)(I(p

F
)−3ε)

(b)

≤ (4cn
δ

+ 1) 2−n
(
ν1−ν0
α
−

2+(4c+1)n
δ

n

)
(I(p

I
)−3ε) 2−n

(
1− ν1−ν0

α
−

3+(4c−1)n
δ

n

)
(I(p

F
)−3ε)

)

(c)

≤ (4cn
δ

+ 1) 2−n
(
ν1−ν0
α
−

2+(4c+1)n
δ

n

)
(I(p

I
)−3ε) 2−n

(
1− ν1−ν0

α
−

2+(4c+1)n
δ

n

)
(I(p

F
)−3ε)

)

≤ (4cn
δ

+ 1)2−n
(
ν1−ν0
α

(I(p
I
)−3ε)+(1− ν1−ν0

α
)(I(p

F
)−3ε)−

2+(4c+1)n
δ

n
(I(p

I
)+I(p

F
)−6ε)

)
, (E.10)

where (a) is due to the fact that 2−(t−t0,n−(2c+1)n
δ
)(I(p

I
)−3ε) and 2−(t0,n−t−(2c−1)n

δ
+n−1)(I(p

F
)−3ε)

assume their largest values for t = t1,n− 2cn
δ

and t1,n + 2cn
δ
, respectively, (b) is due

to |t1,n − t0,n − n
α

(ν1 − ν0)| < 2 which can be verified as in Footnote 2 and (c) is due
to 3 + (4c− 1)n

δ
< 2 + (4c+ 1)n

δ
. By (E.4) and (E.10), we have the bound

perror ≤ (4n
δ

+ 1)2n
(
R− ν1−ν0

α
(I(p

I
)−3ε)−(1− ν1−ν0

α
)(I(p

F
)−3ε)+

2+(4c+1)n
δ

n
(I(p

I
)+I(p

F
)−6ε)

)
.(E.11)

Assuming R < Rrm = ν1−ν0

α
I(p

I
) + (1 − ν1−ν0

α
)I(p

F
), one can choose ε sufficiently

small and n sufficiently large so that R− ν1−ν0

α
(I(p

I
)− 3ε)− (1− ν1−ν0

α
)(I(p

F
)− 3ε) +

2+(4c+1)n
δ

n
(I(p

I
) + I(p

F
)− 6ε) < 0 and hence, the right side of (E.11) tends to zero as

n grows to infinity.

111



Appendix F

Proof of (3.14)

We need the following Lemma which is a slightly weaker version of Theorem 4.4 in [32]:

Lemma 3. Let x be a Bin(N, p) random variable. Then

P
(
x ≥ (1 + ε)Np

)
≤ e−((1+ε) ln(1+ε)−ε)Np, (F.1)

for any ε > 0.

At the “beginning” of time slot t = 0 the buffer is empty. Recall that t0 := τ
(1)
i is

the smallest t such that bi,t + b′i,t ≥ bnηic. This implies that bi,t0 + b′i,t0 =
⌈ bnηic

ki

⌉
ki is the

smallest multiple of ki which is larger than or equal to bnηic. The first codeword together
with the preamble sequence are transmitted during the time slots t0 + 1, · · · , t0 + n′ + ni
and the content of the buffer at the beginning of time slot t0 + 1 becomes

bi,t0+1 =

⌈bnηic
ki

⌉
ki − bnηic. (F.2)

We are interested in computing the probability of the event that a new codeword is sched-
uled for transmission before or at the time slot t0+n′+ni−1, i.e., bi,t0+1+

∑t0+n′+ni−1
t=t0+1 b′i,t ≥
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bnηic. We have

P
(
bi,t0+1 +

t0+n′+ni−1∑

t=t0+1

b′i,t ≥ bnηic
)
≤ P

( t0+n′+ni−1∑

t=t0+1

b′i,t ≥ bnηic − ki
)

= P
( t0+n′+ni−1∑

t=t0+1

b′i,t
ki
≥ bnηic

ki
− 1

)
, (F.3)

where the first step is due to the fact that 0 ≤ bi,t0+1 < ki due to (F.2). By assumption,

lim
n→∞

1

(n′ + ni − 1)qi

(bnηic
ki
− 1

)
=

ηi
λiθi

=
µi
θi
> 1. (F.4)

Let

εi :=
1

2

(µi
θi
− 1
)
. (F.5)

In view of (F.4), assume n is large enough such that

1

(n′ + ni − 1)qi

(bnηic
ki
− 1

)
> 1 + εi. (F.6)

Since
∑t0+n′+ni−1

t=t0+1

b′i,l
ki

is a Bin(n′ + ni − 1, qi) random variable, the right side of (F.3) is
bounded from above by P(Bin(n′ + ni− 1, qi) ≥ (1 + εi)(n

′ + ni− 1)qi) due to (F.6). Then
Lemma 3 applies, i.e.,

P(Bin(n′ + ni − 1, qi) ≥ (1 + εi)(n
′ + ni − 1)q) ≤ e−cin, (F.7)

where ci = qiθi((1 + εi) ln(1 + εi) − εi) and we have assumed n is large enough such that
n′ + ni − 1 = lnn+ bnθic − 1 > nθi.
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Appendix G

Proof of Proposition 6

We will use the following simple fact:

Lemma 4. Let xn for n ≥ 1 be a sequence of real-valued random variables and limn→∞ xn =
a where a > 0 is a real number. Then limn→∞ P(xn > 0) = 1.

Proof. Since limn→∞ xn = a, then xn also converges to a in probability. Fix 0 < ε < a.
We have limn→∞ P(xn > 0) ≥ limn→∞ P(|xn − a| < ε) = 1.

We only study the cases j = 1 and j = 2. The proof can be extended to any j ≥ 3. Let
βm :=

∑mni
t=1 b

′
i,t for m ≥ 1 be the total number of bits arriving at the buffer of Tx i until

the time slot of index mni. Under the Tx-Rx synchronous scheme, Tx i checks its buffer
at time slots mni for m ≥ 1 and if its buffer content is more than bnηic, a codeword is sent
over the channel during time slots mni + 1, · · · , (m+ 1)ni. By SLLN,

lim
n→∞

βm
n

= mθiλi, (G.1)

for any m ≥ 1.

• Let j = 1. We have

ς
(1)
i = mni ⇐⇒ β1, · · · , βm−1 < bnηic, βm ≥ bnηic (G.2)

for any m ≥ 1. Recall µi := ηi
λi
> θi. By assumption, µi is not an integer multiple of

θi. Let m∗ ≥ 1 be such that

m∗θi < µi < (m∗ + 1)θi. (G.3)
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Putting (G.1), (G.2) and (G.3) together and invoking Lemma 4,

lim
n→∞

P
(
ς

(1)
i = (m∗ + 1)ni

)
= 1. (G.4)

By (G.3), fix δ1 > 0 such that (1 + δ1)µi < (m∗ + 1)θi. Then

P
(
ς

(1)
i > (1 + δ1)τ

(1)
i

)
≥ P

(
ς

(1)
i > (1 + δ1)τ

(1)
i , ς

(1)
i = (m∗ + 1)ni

)

= P
(

(m∗ + 1)ni > (1 + δ1)τ
(1)
i , ς

(1)
i = (m∗ + 1)ni

)
.(G.5)

Since τ
(1)
i ∼ NB( bnηic

ki
, qi), we can apply SLLN to get limn→∞

1
n

(
(m∗ + 1)ni − (1 +

δ1)τ
(1)
i

)
= (m∗ + 1)θi − (1 + δ1)µi > 0. Using this together with Lemma 4,

lim
n→∞

P
(
(m∗ + 1)ni > (1 + δ1)τ

(1)
i

)
= 1. (G.6)

By (G.4) and (G.11), the expression on the right side of (G.10) goes to 1 as n grows1

and we get the desired result.

• Let j = 2. We have ς
(2)
i = mni for some m ≥ 2 if and only if there is 1 ≤ m′ ≤ m− 1

such that

β1, · · · , βm′−1 < bnηic, βm′ ≥ bnηic, βm′+1, · · · , βm−1 < 2bnηic, βm ≥ 2bnηic (G.7)

Recall that µi is not a multiple of θi
2

. Let m∗ ≥ 2 be such that

m∗θi
2

< µi <
(m∗ + 1)θi

2
. (G.8)

Then we can invoke Lemma 4 together with (G.1), (G.7) and (G.8) to write

lim
n→∞

P
(
ς

(2)
i = (m∗ + 1)ni

)
= 1, (G.9)

where m′ in (G.7) is selected as m′ = m∗

2
+ 1 for even m∗ and m′ = m∗+1

2
for odd m∗.

1If An and Bn are events such that limn→∞ P(An) = limn→∞ P(Bn) = 1, then limn→∞ P(An
⋂Bn) = 1.
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By (G.8), fix δ2 > 0 such that (1 + δ2)µi <
(m∗+1)θi

2
. Then

P
(
ς

(2)
i > (1 + δ2)τ

(2)
i

)
≥ P

(
ς

(2)
i > (1 + δ2)τ

(1)
i , ς

(2)
i = (m∗ + 1)ni

)

= P
(

(m∗ + 1)ni > (1 + δ2)τ
(2)
i , ς

(2)
i = (m∗ + 1)ni

)
.(G.10)

Since τ
(2)
i ∼ NB(2bnηic

ki
, qi), we can apply SLLN to get limn→∞

1
n

(
(m∗ + 1)ni − (1 +

δ2)τ
(2)
i

)
= (m∗ + 1)θi − 2(1 + δ2)µi > 0. Using this together with Lemma 4,

lim
n→∞

P
(
(m∗ + 1)ni > (1 + δ2)τ

(2)
i

)
= 1. (G.11)

By (G.4) and (G.11), the expression on the right side of (G.10) goes to 1 as n grows
and we get the desired result.

Finally, we select δ := min1≤j≤Ni δj to make sure (3.20) holds for any 1 ≤ j ≤ Ni.
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Appendix H

Proof of Proposition 7

Let 1 ≤ j1 ≤ N1 and 1 ≤ j2 ≤ N2. If τ
(j1)
1 + 1 ≤ τ

(j2)
2 + 1 ≤ τ

(j1)
1 + n′, then the jth2

burst of Tx 2 starts while Tx 1 is sending the preamble sequence in its jth1 burst. If

τ
(j1)
1 + 1 ≤ τ

(j2)
2 +n′+n2 ≤ τ

(j1)
1 +n′, then the jth2 burst of Tx 2 ends while Tx 1 is sending

the preamble sequence in its jth1 burst. Let Ej1,j2 be the union of these two events, i.e.,

Ej1,j2 :=
{

0 ≤ τ (j2)
2 − τ (j1)

1 ≤ n′ − 1
}⋃{

n2 ≤ τ (j1)
1 − τ (j2)

2 ≤ n′ + n2 − 1
}
. (H.1)

We have
P
( ⋃

j1,j2

Ej1,j2
)
≤

∑

1≤j1≤N1
1≤j2≤N2

P(Ej1,j2). (H.2)

Moreover,

P(Ej1,j2) ≤ P
(
0 ≤ τ (j2)

2 − τ (j1)
1 ≤ n′ − 1

)
+ P

(
n2 ≤ τ (j1)

1 − τ (j2)
2 ≤ n′ + n2 − 1

)
. (H.3)

In view of (H.2) and (H.3), it is enough to show that

lim
n→∞

P
(
0 ≤ τ (j2)

2 − τ (j1)
1 ≤ n′ − 1

)
= 0 (H.4)

and
lim
n→∞

P
(
n2 ≤ τ (j1)

1 − τ (j2)
2 ≤ n′ + n2 − 1

)
= 0 (H.5)
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for arbitrary choices of j1 and j2. To verify (H.4), define

ρn :=
1

n

(
τ

(j2)
2 − τ (j1)

1

)
, ρ′n :=

1

n

(
τ

(j1)
1 − τ (j2)

2 + n′ − 1
)
. (H.6)

Then

P
(
0 ≤ τ (j2)

2 − τ (j1)
1 ≤ n′ − 1

)
= P

(
ρn ≥ 0,ρ′n ≥ 0

)
= P

(
min{ρn,ρ′n} ≥ 0

)
. (H.7)

By (3.25),

lim
n→∞

τ
(j1)
1

n
= lim

n→∞

ξ
(j1)
1

n
+ lim

n→∞

bnν1c
n

= lim
n→∞

ξ
(j1)
1

n
+ ν1. (H.8)

Using SLLN, limn→∞
ξ

(j1)
1

n
= j1µ1 and we get

lim
n→∞

τ
(j1)
1

n
= j1µ1 + ν1. (H.9)

Similarly,

lim
n→∞

τ
(j2)
2

n
= j2µ2 + ν2. (H.10)

Define
ρ := j2µ2 − j1µ1 + ν2 − ν1. (H.11)

By (H.6), (H.9) and (H.10) and noting that limn→∞
n′−1
n

= 0, we get limn→∞ ρn = ρ,
limn→∞ ρ

′
n = −ρ and hence,

lim
n→∞

min{ρn,ρ′n} = min{ρ,−ρ} < 0, (H.12)

where the last step is due to (3.35). By (H.12) and Lemma 4, the proof of (H.4) is complete.
The proof of (H.5) is quite similar and is omitted for brevity.
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Appendix I

Proof of Proposition 8

We have
P( t̂1 < t1) =

∑

t1≥0

P( t̂1 < t1|t1 = t1)P(t1 = t1). (I.1)

Moreover,

P( t̂1 < t1|t1 = t1)

= P
(
∃ t < t1 :

(
(s′1,l)

n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(1)] or
(
(s′2,l)

n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(3)]
)

≤
t1−1∑

t=0

P
((

(s′1,l)
n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(1)]
)

+

t1−1∑

t=0

P
((

(s′2,l)
n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(3)]
)
. (I.2)

In the following, we find an upper bound on each term on the right side of (I.2).

• The term
∑t1−1

t=0 P
((

(s′1,l)
n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(1)]
)
: We study the cases t ≤ t1−

n′ and t1 − n′ + 1 ≤ t ≤ t1 − 1, separately:

– Let t ≤ t1 − n′. We explicitly write the constraint defining A
(m)
ε [p(1)] in (2.20)

as the set of all (~x, ~y ) such that
∣∣ 1
m

∑m
l=1

(
1

2γ1
x2
l + 1

2

(
yl−xl

)2− 1
)∣∣ < ε

log e
. Then
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we have the thread of inequalities

P
( (

(s′1,l)
n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(1)]
)

≤ P
(∣∣∣ 1

n′

n′−1∑

l=0

( 1

2γ1

|s′1,l|2 +
1

2
(y1,l+t − s′1,l)2 − 1

)∣∣∣ < ε

log e

)

≤ P
( 1

n′

n′−1∑

l=0

( 1

2γ1

|s′1,l|2 +
1

2

(
y1,l+t − s′1,l

)2 − 1
)
<

ε

log e

)

(a)
= P

( 1

n′

n′−1∑

l=0

( 1

2γ1

|s′1,l|2 +
1

2

(
z1,l+t − s′1,l

)2 − 1
)
<

ε

log e

)

(b)

≤ P
( 1

n′

n′−1∑

l=0

(
1 +

γ1

2
− 1

2γ1

|s′1,l|2 −
1

2

(
z1,l+t − s′1,l

)2
)
>
γ1

2
− ε

log e

)

(c)
= P

( 1

n′

n′−1∑

l=0

(
1−

1
2γ1
|s′1,l|2 + 1

2

(
z1,l+t − s′1,l

)2

1 + γ1

2

)
>

γ1

2
− ε

log e

1 + γ1

2

)

(d)

≤ e−Θ(n′), (I.3)

where (a) is due to the fact that the signal at Rx 1 during time slots t to t+n′−1
only consists of the ambient noise, in (b) we have added γ1

2
to both sides of the

inequality in (a) after multiplying both sides of the inequality by −1, in (c) both
sides are divided by 1 + γ1

2
and (d) is due to Lemma 2 (Bernstein’s inequality)

where it is assumed that ε < γ1

2
log e. In fact, the random variables wl =

1 −
1

2γ1
|s′1,l|

2+ 1
2

(z1,l+t−s′1,l )2

1+
γ1
2

are independent with zero mean and finite variance

and wl ≤ 1. Therefore, one can apply Bernstein’s inequality.
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– Let t1 − n′ + 1 ≤ t ≤ t1 − 1. Then we get

P
( (

(s′1,l)
n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(1)]
)

≤ P
( 1

n′

n′−1∑

l=0

( 1

2γ1

|s′1,l|2 +
1

2

(
y1,l+t − s′1,l

)2 − 1
)
<

ε

log e

)

(a)
= P

( 1

n′

t1−t−1∑

l=0

( 1

2γ1

|s′1,l|2 +
1

2

(
z1,l+t − s′1,l

)2 − 1
)

+
1

n′

n′−1∑

l=t1−t

( 1

2γ1

|s′1,l|2 +
1

2

(
s′1,l+t−t1 + z1,l+t − s′1,l

)2 − 1
)
<

ε

log e

)

(b)
= P

( 1

n′

t1−t−1∑

l=0

(
1 +

γ1

2
− 1

2γ1

|s′1,l|2 −
1

2

(
z1,l+t − s′1,l

)2
)

+
1

n′

n′−1∑

l=t1−t

(
1 + γ1 −

1

2γ1

|s′1,l|2 −
1

2

(
s′1,l+t−t1 + z1,l+t − s′1,l

)2
)
> εn

)
,

(I.4)

where in (a) we have used the fact that y1,l+t is the ambient noise for l < t1− t
and y1,l+t = s′1,l+t−t1 + z1,l+t for t1 − t ≤ l ≤ n′ − 1 and in (b) we have added
γ1

2
to each term in the first sum and γ1 to each term in the second sum after

multiplying both sides of the inequality in (a) by −1. Moreover, εn is given by

εn :=
t1 − t
2n′

γ1 +
n′ + t− t1

n′
γ1 −

ε

log e
. (I.5)

We can write

εn =
(
1− t1 − t

2n′
)
γ1 −

ε

log e
≥
(
1− n′ − 1

2n′
)
γ1 −

ε

log e
≥ γ1

3
− ε

log e
, (I.6)

where the penultimate step is due to t1 − t ≤ n′ − 1 and in the last step we are
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assuming n is sufficiently large1 such that 1− n′−1
2n′
≥ 1

3
. By (I.4) and (I.6),

P
( (

(s′1,l)
n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(1)]
)

≤ P
( 1

n′

t1−t−1∑

l=0

(
1 +

γ1

2
− 1

2γ1

|s′1,l|2 −
1

2

(
z1,l+t − s′1,l

)2
)

+
1

n′

n′−1∑

l=t1−t

(
1 + γ1 −

1

2γ1

|s′1,l|2 −
1

2

(
s′1,l+t−t1 + z1,l+t − s′1,l

)2
)
>
γ1

3
− ε

log e

)
,

(I.7)

where we are assuming that ε < γ1

3
log e. Define

wl =

{
1− 1

1+
γ1
2

(
1

2γ1
|s′1,l|2 − 1

2

(
z1,l+t − s′1,l

)2)
0 ≤ l ≤ t1 − t− 1

1− 1
1+γ1

(
1

2γ1
|s′1,l|2 − 1

2

(
s′1,l+t−t1 + z1,l+t − s′1,l

)2)
t1 − t ≤ l ≤ n′ − 1

.

(I.8)
Then we can write (I.7) as

P
( (

(s′1,l)
n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(1)]
)

≤ P
( 1

n′

t1−t−1∑

l=0

(
1 +

γ1

2

)
wl +

1

n′

n′−1∑

l=t1−t

(1 + γ1)wl >
γ1

3
− ε

log e

)

≤ P
( 1

n′

n′−1∑

l=0

wl >
1

1 + γ1

(γ1

3
− ε

log e

))
, (I.9)

where in the last step we have used the fact that 1
n′

∑t1−t−1
l=0

(
1 + γ1

2

)
wl +

1
n′

∑n′−1
l=t1−t(1 + γ1)wl < (1 + γ1) × 1

n′

∑n′−1
l=0 wl. Note that wl have zero mean

and finite variance and wl ≤ 1 for all 0 ≤ l ≤ n′ − 1. However, in contrast
with the previous case where we had t ≤ t1 − n′, one can not apply Bernstein’s
Lemma because wl are no longer independent random variables. In fact, any
two wl and wl′ are dependent if and only if |l− l′| = t1− t. To circumvent this
difficulty, we use a trick in Appendix 24B in [20]. We consider two cases:

∗ If t1 − t is odd, the terms with odd indices are independent. Similarly, the

1We have limn→∞(1− n′−1
2n′ ) = 1

2 and hence, 1− n′−1
2n′ >

1
3 for sufficiently large n.
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terms with even indices are independent. Then

P
( 1

n′

n′−1∑

l=0

wl >
1

1 + γ1

(γ1

3
− ε

log e

))

≤ P
(

1

n′

n′−1∑

l=0
l even

wl >
1

2(1 + γ1)

(γ1

3
− ε

log e

))

+P
(

1

n′

n′−1∑

l=0
l odd

wl >
1

2(1 + γ1)

(γ1

3
− ε

log e

))
. (I.10)

At this point, similar to (I.3), one can apply Bernstein’s inequality to con-
clude that each term on the right side of (I.10) is bounded from above by
e−Θ(n′).

∗ If t1 − t is even, we need to partition the set of integers into two disjoint
sets I and J such that the difference of any two element in each of these
sets is not equal to t1− t. Such a partition is given in Appendix 24B in [20]
or Appendix D in [25]. Then

P
( 1

n′

n′−1∑

l=0

wl >
1

1 + γ1

(γ1

3
− ε

log e

))

≤ P
(

1

n′

n′−1∑

l=0
l ∈ I

wl >
1

1 + γ1

(γ1

3
− ε

log e

))

+P
(

1

n′

n′−1∑

l=0
l ∈ J

wl >
1

1 + γ1

(γ1

3
− ε

log e

))
. (I.11)

As each of
∑

l ∈ I wl and
∑

l ∈ J wl are sums of independent random vari-
ables, it follows that each term on the right side of (I.11) is bounded from
above by e−Θ(n′).

We conclude that whether t ≤ t1 − n′ or t1 − n′ + 1 ≤ t ≤ t1 − 1, each term in the
first sum on the right side of (I.2) is bounded from above by Θ(1)e−Θ(n′). Since there

123



are t1 terms in this sum, we get

t1−1∑

t=0

P
((

(s′1,l)
n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(1)]
)
≤ t1Θ(1)e−Θ(n′). (I.12)

• The term
∑t1−1

t=0 P
((

(s′2,l)
n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(3)]
)
: The analysis in this case

follows similar lines of reasoning in the previous case and is omitted. The result is
that

t1−1∑

t=0

P
((

(s′2,l)
n′−1
l=0 , (y1,l)

t+n′−1
l=t

)
∈ A(n′)

ε [p(3)]
)
≤ t1Θ(1)e−Θ(n′). (I.13)

By (I.1), (I.2), (I.12) and (I.13),

P( t̂1 ≤ t1) ≤ Θ(1)e−Θ(n′)
∑

t1≥0

t1P(t1 = t1) = Θ(1)E[t1]e−Θ(n′). (I.14)

But,

E[t1] = E[τ
(1)
1 + 1]

= E[ξ
(1)
1 ] + E[bnν1c] + 1

≤ E[ξ
(1)
1 ] + E[nν1] + 1

=
bnη1c
λ1

+
n

2
+ 1

= Θ(n) (I.15)

By (I.14) and (I.15),

P( t̂1 < t1) ≤ Θ(n)e−Θ(n′), (I.16)

as desired.
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Appendix J

Proof of (3.45)

The proof follows similar lines of reasoning in (I.3). We explicitly write the constraint

defining A
(m)
ε [p(3)] in (2.20) as the set of all (~x, ~y ) such that

∣∣ 1
m

∑m
l=1

(
1

2γ2
x2
l + 1

2

(
yl −

√
a2 xl

)2 − 1
)∣∣ < ε

log e
. Then

P
( (

(s′2,l)
n′−1
l=0 , (y1,l)

t1+n′−1
l=t1

)
∈ A(n′)

ε [p(3)]
)

≤ P
(∣∣∣ 1

n′

n′−1∑

l=0

( 1

2γ2
|s′2,l|2 +

1

2
(y1,l+t1 −

√
a2 s

′
2,l)

2 − 1
)∣∣∣ < ε

log e

)

≤ P
( 1

n′

n′−1∑

l=0

( 1

2γ2
|s′2,l|2 +

1

2

(
y1,l+t1 −

√
a2 s

′
2,l

)2 − 1
)
<

ε

log e

)

(a)
= P

( 1

n′

n′−1∑

l=0

( 1

2γ2
|s′2,l|2 +

1

2

(
s′1,l + z1,l+t1 −

√
a2 s

′
2,l

)2 − 1
)
<

ε

log e

)

(b)

≤ P
( 1

n′

n′−1∑

l=0

(
1 +

γ1 + a2γ2

2
− 1

2γ2
|s′1,l|2 −

1

2

(
s′1,l + z1,l+t1 −

√
a2 s

′
2,l

)2)
>
γ1 + a2γ2

2
− ε

log e

)

(c)
= P

( 1

n′

n′−1∑

l=0

(
1−

1
2γ2
|s′2,l|2 + 1

2

(
s′1,l + z1,l+t1 −

√
a2 s

′
2,l

)2

1 + γ1+a2γ2

2

)
>

γ1+a2γ2

2 − ε
log e

1 + γ1+a2γ2

2

)

(d)

≤ e−Θ(n′), (J.1)

where (a) is due to the fact that the signal at Rx 1 during time slots t1 ≤ t ≤ t1 + n′ − 1
is yt = s′1,t + z1,t, in (b) we have added γ1+a2γ2

2
to both sides of the inequality in (a)
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after multiplying both sides of the inequality by −1, in (c) both sides are divided by
1 + γ1+a2γ2

2
and (d) is due to Lemma 2 (Bernstein’s inequality) where it is assumed that

ε < γ1+a2γ2

2
log e. In fact, the random variables wl = 1 −

1
2γ2
|s′1,l|

2+ 1
2

(s′1,l+z1,l+t1
−√a2 s′2,l )2

1+
γ1+a2γ2

2

are independent with zero mean and finite variance and wl ≤ 1. Therefore, Bernstein’s
inequality applies.
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Appendix K

Proof of Proposition 9

The jth1 burst of Tx 1 overlaps with the jth2 burst of Tx 2 if and only if one of the events

En :=
{
τ

(j1)
1 + 1 ≤ τ (j2)

2 + 1 ≤ τ (j1)
1 + n′ + n1

}
(K.1)

or
Fn :=

{
τ

(j1)
1 + 1 ≤ τ (j2)

2 + n′ + n2 ≤ τ (j1)
1 + n′ + n1

}
(K.2)

holds. Let us show that limn→∞ P(En) = 0 if and only if j2µ2 − j1µ1 + ν2 − ν1 ∈ (0, θ1).
Define

ρn =
1

n
(τ

(j2)
2 − τ (j1)

1 ), ρ′n =
1

n
(τ

(j1)
1 − τ (j2)

2 + n′ + n1 − 1). (K.3)

Then
En =

{
ρn ≥ 0,ρ′n ≥ 0

}
=
{

min{ρn,ρ′n} ≥ 0
}
. (K.4)

Following similar arguments made in Appendix D,

lim
n→∞

min{ρn,ρ′n} = min{j2µ2 − j1µ1 + ν2 − ν1, j1µ1 − j2µ2 + ν1 − ν2 + θ1}. (K.5)

If j2µ2 − j1µ1 + ν2 − ν1 ∈ (0, θ1), then min{j2µ2 − j1µ1 + ν2 − ν1, j1µ1 − j2µ2 + ν1 −
ν2 + θ1} > 0. Hence, limn→∞ P(En) = 1 by Lemma 4. Similarly, one can show that
if j2µ2 − j1µ1 + ν2 − ν1 ∈ (−θ2, θ1 − θ2), then limn→∞ P(Fn) = 1. It follows that if
j2µ2− j1µ1 + ν2− ν1 ∈ (0, θ1)

⋃
(−θ2, θ1− θ2), then limn→∞ P(En

⋃Fn) = 1. Next, assume1

j2µ2 − j1µ1 + ν2 − ν1 /∈ [0, θ1]
⋃

[−θ2, θ1 − θ2]. Since j2µ2 − j1µ1 + ν2 − ν1 /∈ [0, θ1], then
min{j2µ2− j1µ1 +ν2−ν1, j1µ1− j2µ2 +ν1−ν2 + θ1} < 0 and we have limn→∞ P(En) = 0 by

1Recall that by (3.35), j2µ2 − j1µ1 + ν2 − ν1 /∈ {0, θ1,−θ2, θ1 − θ2}.
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Lemma 4. Similarly, j2µ2−j1µ1 +ν2−ν1 /∈ [−θ2, θ1−θ2] results in limn→∞ P(Fn) = 0. But,
P(En

⋃Fn) ≤ P(En) + P(Fn) and we get limn→∞ P(En
⋃Fn) = 0. Finally, the probability

of the jth2 burst of Tx 2 overlaping only with the preamble sequence in the jth1 burst of
Tx 1 vanishes as n grows due to Proposition 8. This completes the proof.
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Appendix L

Proof of Proposition 10

Fix ε > 0. We assume i = 1. Given the index j of the codeword of Tx 1, let both ω− := ω−1,j
and ω+ := ω+

1,j be nonzero, ω− 6= ω+ and ω1,j = 0. The proof can be easily extended to
the cases ω− = ω+ or ω1,j ≥ 1. Define the event Un by

Un :=
{
τ

(ω−)
2 + 1 < τ

(j)
1 + n′ + 1 ≤ τ (ω−)

2 + n′ + n2

≤ τ (ω+)
2 + 1 ≤ τ (j)

1 + n′ + n1 + τ
(ω+)
2 + n′ + n2

}
.

(L.1)

The probability of error in decoding the jth codeword of Tx 1 at Rx 1 is bounded as

P(error) ≤ P(error,Un) + P(U cn) ≤ P(error,Un) + ε, (L.2)

where in the last step we have assumed n is large enough so that P(U cn) ≤ ε. This is
due to Proposition 9 together with the fact that ω−, ω+ 6= 0. Under the event Un, error
can happen in two ways. The first case is when at least one of (3.55), (3.56) or (3.57) is
not satisfied for the actual transmitted codeword by Tx 1. We denote this error event by
error1. The second case is when all of (3.55), (3.56) and (3.57) are satisfied for a codeword
that is different from the transmitted codeword by Tx 1. We denote this error event by
error2. Then

P(error,Un) ≤ P(error1,Un) + P(error2,Un). (L.3)

Next, we address the two terms on the right side of (L.3) separately:

• The term P(error1,Un): Here, we verify that (3.55) occurs with high probability for
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the actual transmitted codeword in the limit of large n. One can establish a similar
result for (3.56) and (3.57) yielding limn→∞ P(error1,Un) = 0. Define the set Ũn by

Ũn := {(t1, t2, t3) ∈ Z3 : t2 + 1 < t1 + n′ + 1 ≤ t2 + n′ + n2

≤ t3 + 1 ≤ t1 + n′ + n1 < t3 + n′ + n2}.
(L.4)

Then

Un =
{

(τ
(j)
1 , τ

(ω−)
2 , τ

(ω+)
2 ) ∈ Ũn

}
. (L.5)

Assume (s1,l)
n1−1
l=0 is the jth codeword sent by Tx 1. The probability that (3.55) does

not occur for the actual transmitted codeword under Un can be written as

P
((

(s1,l)
τ

(ω−)
2 −τ (j)

1 +n2−1

l=0 , (y1,l)
τ

(ω−)
2 +n′+n2

l=τ
(j)
1 +n′+1

)
/∈ A(τ

(ω−)
2 −τ (j)

1 +n2)
ε [p(2)], Un

)

=
∑

(t1,t2,t3)∈ Ũn

P
((

(s1,l)
t2−t1+n2−1
l=0 , (y1,l)

t2+n′+n2

l=t1+n′+1

)
/∈ A(t2−t1+n2)

ε [p(2)]
)

×P
(
(τ

(j)
1 , τ

(ω−)
2 , τ

(ω+)
2 ) = (t1, t2, t3)

)
.

(L.6)

For any (t1, t2, t3) ∈ Ũn,

P
((

(s1,l)
t2−t1+n2−1
l=0 , (y1,l)

t2+n′+n2

l=t1+n′+1

)
/∈ A(t2−t1+n2)

ε [p(2)]
)

≤ P
(∣∣∣ 1

t2 − t1 + n2

t2−t1+n2−1∑

l=0

log p(2)(s1,l,y1,l+t1+n′+1) + h(p(2))
∣∣∣ > ε

)

+P
(∣∣∣ 1

t2 − t1 + n2

t2−t1+n2−1∑

l=0

log p
(2)
1 (s1,l) + h(p

(2)
1 )
∣∣∣ > ε

)

+P
(∣∣∣ 1

t2 − t1 + n2

t2−t1+n2−1∑

l=0

log p
(2)
2 (y1,l+t1+n′+1) + h(p

(2)
2 )
∣∣∣ > ε

)
, (L.7)

where p
(2)
1 and p

(2)
2 are the first and second marginals of p(2), respectively. The three

terms on the right side of (L.7) can be treated similarly. Here, we only study the
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first term. Let us write

P
(∣∣∣ 1

t2 − t1 + n2

t2−t1+n2−1∑

l=0

log p(2)(s1,l,y1,l+t1+n′+1) + h(p(2))
∣∣∣ > ε

)

≤ P
( 1

t2 − t1 + n2

t2−t1+n2−1∑

l=0

log p(2)(s1,l,y1,l+t1+n′+1) + h(p(2)) > ε
)

+P
( 1

t2 − t1 + n2

t2−t1+n2−1∑

l=0

log p(2)(s1,l,y1,l+t1+n′+1) + h(p(2)) < −ε
)
.(L.8)

The random variables log p(2)(s1,l,y1,l+t1+n′+1) for 0 ≤ l ≤ t2 − t1 + n2 − 1 are

independent and identically distributed with expectation −h(p(2)). Using Chernoff’s
bounding technique [28] and for r > 0, we can find an upper bound on the first term
on the right side of (L.8) as

P
( 1

t2 − t1 + n2

t2−t1+n2−1∑

l=0

log p(2)(s1,l,y1,l+t1+n′+1) + h(p(2)) > ε
)

≤ 2−r(t2−t1+n2)(ε−h(p(2)))
(
E
[
2r log p(2)(s1,0,y1,t1+n′+1)

])t2−t1+n2

= 2−r(t2−t1+n2)(ε−h(p(2)))
(
E
[(
p(2)(s1,0,y1,t1+n′+1)

)r])t2−t1+n2

. (L.9)

For notational simplicity and with a slight abuse of notation, let us write y1,t1+n′+1 =
s1,0 +

√
a2 s2 +z1 where s2 ∼ N(0, γ2) is a symbol of the ω− th transmitted codeword

by Tx 2 and z1 := z1,t1+n′+1 ∼ N(0, 1). We have

p(2)(s1,0,y1,t1+n′+1) = g(s1,0; γ1)g(y1,t1+n′+1 − s1,0; 1 + a2γ2)

= g(s1,0; γ1)g(
√
a2 s2 + z1; 1 + a2γ2) (L.10)
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and

E
[(
p(2)(s1,0,y1,t1+n′+1)

)r]
= E [(g(s1,0; γ1))r (g(

√
a2 s2 + z1; 1 + a2γ2))

r
]

= E [(g(s1,0; γ1))r]E [(g(
√
a2 s2 + z1; 1 + a2γ2))

r
]

=
1

(1 + r)
(

2π
√
γ1(1 + a2γ2)

)r

=
er

(1 + r)2rh(p(2))
, (L.11)

where the penultimate step is due to the fact that for x ∼ N(0, 1) and any u > −1
2
, we

have E[e−ux
2
] = 1√

1+2u
and the last step is due to h(p(2)) = log(2πe

√
γ1(1 + a2γ2)).

By (L.9) and (L.11),

P
( 1

t2 − t1 + n2

t2−t1+n2−1∑

l=0

log p(2)(s1,l,y1,l+t1+n′+1) + h(p(2)) > ε
)
≤ e−(t2−t1+n2)u(r),

(L.12)

where
u(r) := ln(1 + r)− r(1− ε ln 2), r > 0. (L.13)

Following a similar approach that led us to (L.12), one can show that the second
term on the right side of (L.8) is bounded from above as

P
( 1

t2 − t1 + n2

t2−t1+n2−1∑

l=0

log p(2)(s1,l,y1,l+t1+n′+1) + h(p(2)) < −ε
)
≤ e−(t2−t1+n2)v(r)

(L.14)

where
v(r) := ln(1− r) + r(1 + ε ln 2), 0 < r < 1. (L.15)

Regardless of the value of ε > 0, there always exists an 0 < r0 < 1 such that
u(r), v(r) > 0 for 0 < r < r0. It is understood that we take r inside (0, r0). It is
easy to see that for any 0 < r < 1, v(r) < u(r).1 Using this fact together with (L.8),

1We have v(r) < u(r) if and only if w(r) := ln(1 + r) − ln(1 − r) − 2r > 0. Note that w(0) = 0 and
dw
dr = 2r2

1−r2 > 0 for any 0 < r < 1. Therefore, w(r) > 0 for any 0 < r < 1 by the mean value theorem.
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(L.12) and (L.14),

P
(∣∣∣ 1

t2 − t1 + n2

t2−t1+n2−1∑

l=0

log p(2)(s1,l,y1,l+t1+n′+1) + h(p(2))
∣∣∣ > ε

)
≤ 2e−(t2−t1+n2)v(r).

(L.16)

It can be shown similarly that the second and third terms on the right side of (L.7)
are bounded from above by 2e−(t2−t1+n2)v(r). Therefore,

P
((

(s1,l)
t2−t1+n2−1
l=0 , (y1,l)

t2+n′+n2

l=t1+n′+1

)
/∈ A(t2−t1+n2)

ε [p(2)]
)
≤ 6e−(t2−t1+n2)v(r). (L.17)

Using (L.17) in (L.6),

P
((

(s1,l)
τ

(ω−)
2 −τ (j)

1 +n2−1

l=0 , (y1,l)
τ

(ω−)
2 +n′+n2

l=τ
(j)
1 +n′+1

)
/∈ A(τ

(ω−)
2 −τ (j)

1 +n2)
ε [p(2)], Un

)

≤
∑

(t1,t2,t3)∈ Ũn

6e−(t2−t1+n2)v(r)P((τ
(j)
1 , τ

(ω−)
2 , τ

(ω+)
2 ) = (t1, t2, t3))

(a)

≤
∑

(t1,t2,t3)∈Z3

6e−(t2−t1+n2)v(r)P((τ
(j)
1 , τ

(ω−)
2 , τ

(ω+)
2 ) = (t1, t2, t3))

= 6E
[
e−(τ

(ω−)
2 −τ (j)

1 +n2)v(r)
]

= 6e−(bnν2c−bnν1c+n2)v(r)E
[
e−(ξ

(ω−)
2 −ξ(j)

1 )v(r)
]

= 6e−(bnν2c−bnν1c+n2)v(r)E
[
e−v(r)ξ

(ω−)
2
]
E
[
ev(r)ξ

(j)
1 )
]
, (L.18)

where in (a) we have removed the constraint (t1, t2, t3) ∈ Ũn and the last step is due to

independence of ξ
(ω−)
2 and ξ

(j)
1 . Recalling the expression for the moment generating

function of a negative Binomial random variable2, we get

E
[
e−v(r)ξ

(ω−)
2

]
=

(
q2e
−v(r)

1− (1− q2)e−v(r)

)ω−bnη2c
k2

(L.19)

2The moment generating function of x ∼ NB(n, p) is given by E[etx] =
(

pet

1−(1−p)et
)n

for t < − ln(1−p).
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and

E
[
ev(r)ξ

(j)
1

]
=

(
q1e

v(r)

1− (1− q1)ev(r)

) jbnη1c
k1

, (L.20)

where (L.20) holds as long as v(r) < − ln(1 − q). Since limr→0+ v(r) = 0, one can
make sure the constraint v(r) < − ln(1 − q) holds by choosing r small enough. By
(L.18), (L.19) and (L.20),

P
((

(s1,l)
τ

(ω−)
2 −τ (j)

1 +n2−1

l=0 , (y1,l)
τ

(ω−)
2 +n′+n2

l=τ
(j)
1 +n′+1

)
/∈ A(τ

(ω−)
2 −τ (j)

1 +n2)
ε [p(2)], Un

)

≤ 6e−(bnν2c−bnν1c+n2)v(r)

(
q2e
−v(r)

1− (1− q2)e−v(r)

)ω−bnη2c
k2

(
q1e

v(r)

1− (1− q1)ev(r)

) jbnη1c
k1

.

(L.21)

Using the identity ln aex

1−(1−a)ex
= x

a
+ o(x) for 0 < a < 1, one can write (L.21) as

P
((

(s1,l)
τ

(ω−)
2 −τ (j)

1 +n2−1

l=0 , (y1,l)
τ

(ω−)
2 +n′+n2

l=τ
(j)
1 +n′+1

)
/∈ A(τ

(ω−)
2 −τ (j)

1 +n2)
ε [p(2)], Un

)

≤ 6e−(bnν2c−bnν1c+n2)v(r)e
ω−bnη2c

k2
(− v(r)

q2
+o(v(r)))

e
jbnη1c
k1

(
v(r)
q1

+o(v(r)))

= e−nv(r)f(n), (L.22)

where

f(n) :=
1

n

(
ω−bnη2c

λ2

− jbnη1c
λ1

+ bnν2c − bnν1c+ n2 − (bnη1c+ bnη2c)
o(v(r))

v(r)

)
.

(L.23)

But, limn→∞ f(n) = ω−µ2 − jµ1 + ν2 − ν1 + θ2 + (η1 + η2)o(v(r))
v(r)

. By definition, ω−

satisfies ω−µ2 − jµ1 + ν2 − ν1 + θ2 > 0. Since o(v(r))
v(r)

can be made arbitrarily small

by choosing r small enough, we conclude that limn→∞ f(n) > 0. This together with
(L.22) implies that e−nv(r)f(n) decays exponentially with n as desired.

• The term P(error2, Un): Let δ > 0 and define

Vn :=

{
max

{∣∣∣τ
(ω−)
2

n
− (ω−µ2 + ν2)

∣∣∣,
∣∣∣τ

(ω+)
2

n
− (ω+µ2 + ν2)

∣∣∣
}
< δ

}
. (L.24)
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Also define Ṽn by

Ṽn :=

{
(t2, t3) ∈ Z2 : max

{∣∣∣t2
n
− (ω−µ2 + ν2)

∣∣∣,
∣∣∣t3
n
− (ω+µ2 + ν2)

∣∣∣
}
< δ

}
.

(L.25)

We can write

P(error2,Un) ≤ P(error2, Un,Vn) + P(Vcn). (L.26)

By SLLN, limn→∞
τ

(ω−)
2

n
= ω−µ2 + ν2. Therefore,

τ
(ω−)
2

n
also converges to ω−µ2 + ν2

in probability and one can select n large enough so that

P
(∣∣∣τ

(ω−)
2

n
− (ω−µ2 + ν2)

∣∣∣ ≥ δ
)
< ε/3. (L.27)

Similarly,

P
(∣∣∣τ

(ω+)
2

n
− (ω+µ2 + ν2)

∣∣∣ ≥ δ
)
< ε/3 (L.28)

holds for large enough n. It follows that if n is sufficiently large, then P(Vcn) < ε.
To find an upper bound on P(error2,Un,Vn), let us label the messages of Tx 1 as
message 1 to message 2bnη1c. Assume the jth transmitted message of Tx 1 is message 1
and (s1,l)

n1−1
l=0 is the codeword of user 1 corresponding to message 2. Recall that

P(error2,Un,Vn) is the probability of the event that a codeword different from the
transmitted codeword satisfies (3.55), (3.56) and (3.57). Then

P(error2,Un,Vn) ≤ 2bnη1cP
(
E
⋂
F
⋂
G
⋂
Un
⋂
Vn
)
, (L.29)

where

E =

{(
(s1,l)

τ
(ω−)
2 −τ (j)

1 +n2−1

l=0 , (y1,l)
τ

(ω−)
2 +n′+n2

l=τ
(j)
1 +n′+1

)
∈ A(τ

(ω−)
2 −τ (j)

1 +n2)
ε [p(2)]

}
, (L.30)

F =

{(
(s1,l)

τ
(ω+)
2 −τ (j)

1 −n′−1

l=τ
(ω−)
2 −τ (j)

1 +n2

, (y1,l)
τ

(ω+)
2

l=τ
(ω−)
2 +n′+n2+1

)
∈ A(τ

(ω+)
2 −τ (ω−)

2 −n′−n2)
ε [p(1)]

}

(L.31)
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and

G =

{(
(s1,l)

n1−1

l=τ
(ω+)
2 −τ (j)

1 −n′
, (y1,l)

τ
(j)
1 +n′+n1

l=τ
(ω+)
2 +1

)
∈ A(τ

(j)
1 −τ

(ω+)
2 +n′+n1)

ε [p(2)]

}
. (L.32)

Recalling the definition of Vn in (L.4),

P
(
E
⋂
F
⋂
G
⋂
Un
⋂
Vn
)

=
∑

(t1,t2,t3)∈ Ũn
(t2,t3)∈Ṽn

P
(
E
⋂
F
⋂
G
∣∣∣ (τ (j)

1 , τ
(ω−)
2 , τ

(ω+)
2 ) = (t1, t2, t3)

)

×P
(
(τ

(j)
1 , τ

(ω−)
2 , τ

(ω+)
2 ) = (t1, t2, t3)

)
. (L.33)

For any (t1, t2, t3) ∈ Ũn,

P
(
E
⋂
F
⋂
G
∣∣∣ (τ (j)

1 , τ
(ω−)
2 , τ

(ω+)
2 ) = (t1, t2, t3)

)
= P(Et1,t2)P(Ft1,t2,t3)P(Gt1,t3),

(L.34)

where

Et1,t2 =
{(

(s1,l)
t2−t1+n2−1
l=0 , (y1,l)

t2+n′+n2

l=t1+n′+1

)
∈ A(t2−t1+n2)

ε [p(2)]
}
, (L.35)

Ft1,t2,t3 =
{(

(s1,l)
t3−t1−n′−1
l=t2−t1+n2

, (y1,l)
t3
l=t2+n′+n2+1

)
∈ A(t3−t2−n′−n2)

ε [p(1)]
}

(L.36)

and

Gt1,t3 =
{(

(s1,l)
n1−1
l=t3−t1−n′ , (y1,l)

t1+n′+n1
l=t3+1

)
∈ A(t1−t3+n′+n1)

ε [p(2)]
}
. (L.37)

The reason behind (L.34) is that fixing (τ
(j)
1 , τ

(ω−)
2 , τ

(ω+)
2 ) = (t1, t2, t3), the events

E , F and G are independent as they depend on non-overlapping segments of the se-
quences (s1,l)

n1−1
l=0 and (y1,l)

t1+n′+n1

l=t1+n′+1. Using the standard properties of jointly typical
sequences [28], we have

P(Et1,t2) ≤ 2−(t2−t1+n2)(κ′1−3ε), (L.38)
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P(Ft1,t2,t3) ≤ 2−(t3−t2−n′−n2)(κ1−3ε) (L.39)

and

P(Gt1,t3) ≤ 2−(t1−t3+n′+n1)(κ′1−3ε). (L.40)

By (L.33), (L.34), (L.38), (L.39) and (L.40),

P
(
E
⋂
F
⋂
G
⋂
Un
⋂
Vn
)

≤ 2−n
′(κ′1−κ1)2−n2(κ′1−κ1)2−n1(κ′1−3ε)

×
∑

(t1,t2,t3)∈ Ũn
(t2,t3)∈Ṽn

2−(t3−t2)(κ1−κ′1)P
(
(τ

(j)
1 , τ

(ω−)
2 , τ

(ω+)
2 ) = (t1, t2, t3)

)
.

(L.41)

We can write

∑

(t1,t2,t3)∈ Ũn
(t2,t3)∈Ṽn

2−(t3−t2)(κ1−κ′1)P
(
(τ

(j)
1 , τ

(ω−)
2 , τ

(ω+)
2 ) = (t1, t2, t3)

)

(a)

≤ 2−n(ω+µ2+ν2−δ−ω−µ2−ν2−δ)(κ1−κ′1)
∑

(t1,t2,t3)∈ Ũn
(t2,t3)∈Ṽn

P
(
(τ

(j)
1 , τ

(ω−)
2 , τ

(ω+)
2 ) = (t1, t2, t3)

)

(b)

≤ 2−n(µ2−2δ)(κ1−κ′1), (L.42)

where (a) is due to the fact that if (t2, t3) ∈ Ṽn, then t2 ≤ n(ω−µ2 + ν2 + δ) and

t3 ≥ n(ω+µ2 + ν2− δ) and (b) is due to
∑

(t1,t2,t3)∈ Ũn, (t2,t3)∈Ṽn P
(
(τ

(j)
1 , τ

(ω−)
2 , τ

(ω+)
2 ) =

(t1, t2, t3)
)
≤ 1 and the fact that ω+ − ω− = 1. By (L.29), (L.41) and (L.42),

P(error2, Un,Vn) ≤ 2−nf(n), (L.43)

where

f(n) := (µ2 − 2δ)(κ1 − κ′1) +
n2

n
(κ′1 − κ1) +

n1

n
(κ′1 − 3ε) +

n′

n
(κ′1 − κ1)− bnη1c

n
.

(L.44)
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We have limn→∞ f(n) = µ2(κ1 − κ′1) + θ2(κ′1 − κ1) + θ1κ
′
1 − η1 − 2(κ1 − κ′1)δ − 3θ1ε.

By (3.58), µ2(κ1 − κ′1) + θ2(κ′1 − κ1) + θ1κ
′
1 − η1 > 0. Therefore, limn→∞ f(n) > 0

for sufficiently small δ and ε and P(error2, Un,Vn) decays exponentially with n as
desired.
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Appendix M

Proof of Proposition 11

Given the index j of the codeword of Tx 1, we assume ω− 6= 0, ω+ = 0 and ω1,j = 0. The
proof can be easily extended for arbitrary ω1,j ≥ 1. Define Un by

Un :=
{
τ

(ω−)
2 + 1 < τ

(j)
1 + n′ + 1 ≤ τ (ω−)

2 + n′ + n2 ≤ τ (j)
1 + n′ + n1 < τ

ω−+1
2 + 1

}
.(M.1)

Also, let

Ũn :=
{

(t1, t2, t3) ∈ Z3 : t2 + 1 < t1 + n′ + 1 ≤ t2 + n′ + n2 ≤ t1 + n′ + n1 < t3 + 1
}
.(M.2)

The probability of error in decoding the jth codeword of Tx 1 at Rx 1 is bounded as

P(error) ≤ P(error,Un) + P(U cn) ≤ P(error,Un) + ε, (M.3)

where in the last step we have assumed n is large enough so that P(U cn) ≤ ε. This follows
by Proposition 9 together with the facts that ω− 6= 0, ω+ = 0 and ω1,j = 0. Under the
event Un, error can happen in two possible ways. The first case is when at least one of
(3.66) or (3.67) is not satisfied for the actual transmitted codeword by Tx 1. We denote
this error event by error1. The second case is when both (3.66) and (3.67) are satisfied for
a codeword that is different from the transmitted codeword by Tx 1. We denote this error
event by error2. Then

P(error,Un) ≤ P(error1,Un) + P(error2,Un). (M.4)
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Analysis of P(error1,Un) is quite similar to the one offered in Appendix G. Here, we only
address P(error2,Un). Let δ > 0 and define

Vn :=

{
max

{∣∣∣τ
(j)
1

n
− (jµ1 + ν1)

∣∣∣,
∣∣∣τ

(ω−)
2

n
− (ω−µ2 + ν2)

∣∣∣
}
< δ

}
.

(M.5)

Also, let

Ṽn :=

{
(t1, t2) ∈ Z2 : max

{∣∣∣t1
n
− (jµ1 + ν1)

∣∣∣,
∣∣∣t2
n
− (ω−µ2 + ν2)

∣∣∣
}
< δ

}
. (M.6)

We can write

P(error2,Un) ≤ P(error2,Un,Vn) + P(Vcn) ≤ P(error2,Un,Vn) + ε, (M.7)

where the last step we are assuming that n is large enough such that P(Vcn) ≤ ε following a
similar reasoning in (L.27) in Appendix F. Let us label the messages of Tx 1 as message 1
to message 2bnη1c. Assume the jth transmitted message of Tx 1 is message 1 and (s1,l)

n1−1
l=0

is the codeword corresponding to message 2. Then

P(error2,Un,Vn) ≤ 2bnη1cP
(
E
⋂
F
⋂
Un
⋂
Vn
)
, (M.8)

where

E =

{(
(s1,l)

τ
(ω−)
2 −τ (j)

1 +n2−1

l=0 , (y1,l)
τ

(ω−)
2 +n′+n2

l=τ
(j)
1 +n′+1

)
∈ A(τ

(ω−)
2 −τ (j)

1 +n2)
ε [p(2)]

}
(M.9)

and

F =

{(
(s1,l)

n1−1

l=τ
(ω−)
2 −τ (j)

1 +n2

, (y1,l)
τ

(j)
1 +n′+n1

l=τ
(ω−)
2 +n′+n2+1

)
∈ A(τ

(j)
1 −τ

(ω−)
2 +n1−n2)

ε [p(1)]

}
. (M.10)

Then

P
(
E
⋂
F
⋂
Un
⋂
Vn
)

=
∑

(t1,t2,t3)∈ Ũn
(t1,t2)∈Ṽn

P
(
E
⋂
F
∣∣ (τ (j)

1 , τ
(ω−)
2 , τ

(ω−+1)
2 ) = (t1, t2, t3)

)

×P
(
(τ

(j)
1 , τ

(ω−)
2 , τ

(ω−+1)
2 ) = (t1, t2, t3)

)
.(M.11)
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For any (t1, t2, t3) ∈ Ũn,

P
(
E
⋂
F
∣∣ (τ (j)

1 , τ
(ω−)
2 , τ

(ω−+1)
2 ) = (t1, t2, t3)

)
= P(Et1,t2)P(Ft1,t2), (M.12)

where
Et1,t2 =

{(
(s1,l)

t2−t1+n2−1
l=0 , (y1,l)

t2+n′+n2

l=t1+n′+1

)
∈ A(t2−t1+n2)

ε [p(2)]
}

(M.13)

and

F =
{(

(s1,l)
n1−1
l=t2−t1+n2

, (y1,l)
t1+n′+n1

l=t2+n′+n2+1

)
∈ A(t1−t2+n1−n2)

ε [p(1)]
}
. (M.14)

Using the standard properties of jointly typical sequences [28], we have

P(Et1,t2) ≤ 2−(t2−t1+n2)(κ′1−3ε) (M.15)

and
P(Ft1,t2) ≤ 2−(t1−t2+n1−n2)(κ1−3ε). (M.16)

By (M.11), (M.12), (M.15) and (M.16),

P
(
E
⋂
F
⋂
Un
⋂
Vn
)
≤ 2−n1(κ1−3ε)2−n2(κ′1−κ1)

×
∑

(t1,t2,t3)∈ Ũn
(t1,t2)∈Ṽn

2−(t1−t2)(κ1−κ′1)P
(
(τ

(j)
1 , τ

(j−)
2 , τ

(ω−+1)
2 ) = (t1, t2, t3)

)
.

(M.17)

For any (t1, t2) ∈ Ṽn, we have t1 ≥ n(jµ1 + ν1− δ) and t2 ≤ n(ω−µ2 + ν2 + δ). Using these
bounds in (M.17), we get

P
(
E
⋂
F
⋂
Un
⋂
Vn
)
≤ 2−n1(κ1−3ε)2−n2(κ′1−κ1)2−n(jµ1−ω−µ2+ν1−ν2−2δ)(κ1−κ′1). (M.18)

By (M.8) and (M.18),

P(error2, Un,Vn) ≤ 2−nf(n), (M.19)
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where

f(n) = (jµ1 − ω−µ2 + ν1 − ν2 − 2δ)(κ1 − κ′1) +
n1

n
(κ1 − 3ε) +

n2

n
(κ′1 − κ1)− bnη1c

n
.

(M.20)

We have limn→∞ f(n) = (jµ1−ω−µ2 + ν1− ν2)(κ1−κ′1) + θ1κ1 + θ2(κ′1−κ1)− η1− 2(κ1−
κ′1)δ − 3θ1ε. By (3.64), (jµ1 − ω−µ2 + ν1 − ν2)(κ1 − κ′1) + θ1κ1 + θ2(κ′1 − κ1) − η1 > 0.
Therefore, limn→∞ f(n) > 0 for sufficiently small δ and ε and P(error2, Un,Vn) decays
exponentially with n as desired.
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Appendix N

We need the following lemma:

Lemma 5. Let m,n be positive integers. The number of non-decreasing sequences of length
n whose entries are among the numbers 1, 2, · · · ,m is

(
m+n−1

n

)
.

Proof. Define the sets A and B by

A :=



(x1, · · · , xn+1) :

x1, · · · , xn+1 ∈ Z
x1 ≥ 1, x2, · · · , xn+1 ≥ 0
x1 + · · ·+ xn+1 = m



 (N.1)

and

B :=
{

(y1, · · · , yn) : y1, · · · , yn ∈ Z, 1 ≤ y1 ≤ y2 ≤ · · · ≤ yn ≤ m
}
, (N.2)

respectively. Define the map

f : A → B
(x1, · · · , xn+1) 7→ (x1, x1 + x2, x1 + x2 + x3, · · · , x1 + · · ·+ xn).

(N.3)

The codomain of the map f is as promised because for any (x1, · · · , xn+1) ∈ A, 1 ≤ x1 ≤
x1 + x2 ≤ x1 + x2 + x3 ≤ · · · ≤ x1 + · · ·+ xn ≤ m. We make the following observations:

• The map f is one-to-one. In fact, let (x1, · · · , xn+1), (x′1, · · · , x′n+1) ∈ A and assume
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f(x1, · · · , xn+1) = f(x′1, · · · , x′n+1). Then

x1 = x′1
x1 + x2 = x′1 + x′2

...
x1 + · · ·+ xn = x′1 + · · ·+ x′n

. (N.4)

It follows that xi = x′i for any 1 ≤ i ≤ n and hence, xn+1 = m − ∑n
i=1 xi =

m−∑n
i=1 x

′
i = x′n+1. We conclude that (x1, · · · , xn+1) = (x′1, · · · , x′n+1).

• The map f is onto. To see this, let (y1, · · · , yn) ∈ B. Define x1 := y1, xi := yi−yi−1 for
any 2 ≤ i ≤ n and xn+1 = m−∑n

i=1 xi. Then it is easy to see that (x1, · · · , xn+1) ∈ A
and f(x1, · · · , xn+1) = (y1, · · · , yn).

It follows that f is a bijection between A and B and hence, |A| = |B|. But, |A| is exactly
the number of solutions for the tuples (z1, · · · , zn+1) where z1 := x1, z2 := x2+1 · · · , zn+1 :=
xn+1 + 1 are positive integers and z1 + · · · + zn+1 = m + n. This number is known to be(
m+n−1

n

)
.

Note that {(j, uj, vj) : 1 ≤ j ≤ N2} is a state if and only if

1 ≤ i1 ≤ j1 ≤ i2 ≤ j2 ≤ · · · ≤ iN2−1 ≤ jN2−1 ≤ iN2 ≤ jN2 ≤ 2N1 + 1, (N.5)

i.e., (i1, j1, i2, j2, · · · , iN2 , jN2) is a non-decreasing sequence of integers whose entries are
among the numbers 1, 2, · · · , 2N1 + 1. By Lemma 5, the number of such sequences is(

2N1+2N2

2N2

)
.
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Appendix O

Proof of Proposition 15

As shown earlier in (3.138), we only need to assume j∗ = 1. Then A1 = {R > λ : α < µ <
α + θ} =

(
λ,
(
1 + α

θ

)
λ
)
, C1 = {R > λ : µ > α + θ} =

((
1 + α

θ

)
λ,∞

)
and B1 = D1 = ∅.

For notational simplicity, we show κγ and κ′γ by κ and κ′, respectively. It is beneficial to
our presentation to write P(x, y; γ) in (3.116) as

P(x, y; γ) = P̃(x, y; γ)
⋂
U(γ), (O.1)

where

P̃(x, y; γ) :=
{
Rc > λ :

(
1− x

λ
(κ− κ′)

)
Rc < κ′ − (κ− κ′)y

θ

}
(O.2)

and

U(γ) :=

{
Rc > λ : γ ≤

( 1

N
+
Rc

λ

)
P

}
. (O.3)

We have
R1 = (Rsym

⋂
A1)

⋃
(Rsym

⋂
C1), (O.4)

where
Rsym

⋂
A1 =

⋃

γ≥0

(
U(γ)

⋂
P̃(1, θ; γ)

⋂
P̃(0,−α; γ)

⋂
A1

)
(O.5)
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and

Rsym

⋂
C1 =

⋃

γ≥0

(
U(γ)

⋂
P̃(0,−α; γ)

⋂
C1

)
, (O.6)

by (3.132) and (3.134), respectively. We have

P̃(0,−α; γ)
⋂

C1 =
((

1 +
α

θ

)
λ, κ′ +

α

θ
(κ− κ′)

)
. (O.7)

To compute the right side of (O.5), it is enough to note that

P̃(1, θ; γ) =
{
R > λ :

(
1− 1

λ
(κ− κ′)

)
R < 2κ′ − κ

}

=





(
λ, 2κ′−κ

1− 1
λ

(κ−κ′)

)
κ− κ′ < λ < κ′(

max
{
λ, 2κ′−κ

1− 1
λ

(κ−κ′)

}
,∞
)

κ ≥ 2κ′, κ− κ′ > λ

(λ,∞) κ ≤ 2κ′, κ− κ′ > λ
∅ otherwise

(O.8)

and

P̃(0,−α; γ)
⋂

A1 =
(
λ,min

{(
1 +

α

θ

)
λ, κ′ +

α

θ
(κ− κ′)

})
. (O.9)

Having (O.8) and (O.9), we can find Rsym

⋂
A1 in (O.5) which together with Rsym

⋂
C1

in (O.6) and (O.7) complete the description of R1 in (O.4). To simplify our computations,
let us consider two cases:

1. Assume (
1 +

α

θ

)
λ < κ′ +

α

θ
(κ− κ′). (O.10)

Using this in (O.9), we see that P̃(0,−α; γ)
⋂

A1 =
(
λ,
(
1 + α

θ

)
λ
)

and we get

P̃(1, θ; γ)
⋂
P̃(0,−α; γ)

⋂
A1

=





(
λ,min

{
(1 + α

θ
)λ, 2κ′−κ

1− 1
λ

(κ−κ′)

)}
κ− κ′ < λ < κ′(

max
{
λ, 2κ′−κ

1− 1
λ

(κ−κ′)

}
, (1 + α

θ
)λ
)

κ ≥ 2κ′, κ− κ′ > λ

(λ, (1 + α
θ
)λ) κ ≤ 2κ′, κ− κ′ > λ

∅ otherwise

. (O.11)
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Simple algebra shows that

(
λ− (κ− κ′)

)(
κ′ +

α

θ
(κ− κ′)− 2κ′ − κ

1− 1
λ
(κ− κ′)

)

= (κ− κ′)
(
(1 +

α

θ
)λ− (κ′ +

α

θ
(κ− κ′))

)
. (O.12)

By (O.10) the right side of (O.12) is negative. Therefore,

κ− κ′ < λ =⇒ κ′ +
α

θ
(κ− κ′) < 2κ′ − κ

1− 1
λ
(κ− κ′) =⇒

(
1 +

α

θ

)
λ <

2κ′ − κ
1− 1

λ
(κ− κ′) ,

(O.13)

where in the last step we use (O.10). Therefore, the interval in the first row of (O.11)
becomes (λ, (1 + α

θ
)λ), i.e.,

P̃(1, θ; γ)
⋂
P̃(0,−α; γ)

⋂
A1

=





(
λ, (1 + α

θ
)λ) κ− κ′ < λ < κ′(

max
{
λ, 2κ′−κ

1− 1
λ

(κ−κ′)

}
, (1 + α

θ
)λ
)

κ ≥ 2κ′, κ− κ′ > λ

(λ, (1 + α
θ
)λ) κ ≤ 2κ′, κ− κ′ > λ

∅ otherwise

. (O.14)

It is notable that in the second line in (O.14) it is always true that 2κ′−κ
1− 1

λ
(κ−κ′) <

(1 + α
θ
)λ provided κ− κ′ > λ and hence, the interval

(
max

{
λ, 2κ′−κ

1− 1
λ

(κ−κ′)

}
, (1 + α

θ
)λ
)

is nonempty.1

2. Assume (
1 +

α

θ

)
λ ≥ κ′ +

α

θ
(κ− κ′). (O.15)

Then
P̃(0,−α; γ)

⋂
C1 = ∅. (O.16)

By (O.9) and (O.15), P̃(0,−α; γ)
⋂

A1 =
(
λ, κ′ + α

θ
(κ − κ′)

)
. Using this together

1Multiplying both sides of 2κ′−κ
1− 1

λ (κ−κ′)
< (1+ α

θ )λ by the negative number 1− 1
λ (κ−κ′) yields

(
1+ α

θ

)
λ <

κ′ + α
θ (κ− κ′) which is our assumption in (O.10).
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with (O.5) and (O.8),

P̃(1, θ; γ)
⋂
P̃(0,−α; γ)

⋂
A1

=





(
λ,min

{
2κ′−κ

1− 1
λ

(κ−κ′) , κ
′ + α

θ
(κ− κ′)

})
κ− κ′ < λ < κ′(

max
{
λ, 2κ′−κ

1− 1
λ

(κ−κ′)

}
, κ′ + α

θ
(κ− κ′)

)
κ ≥ 2κ′, κ− κ′ > λ,

(λ, κ′ + α
θ
(κ− κ′)) κ ≤ 2κ′, κ− κ′ > λ
∅ otherwise

.(O.17)

The right side of (O.12) is nonnegative due to (O.15). Therefore,

κ− κ′ < λ =⇒ 2κ′ − κ
1− 1

λ
(κ− κ′) ≤ κ′ +

α

θ
(κ− κ′) (O.18)

and

κ− κ′ > λ =⇒ 2κ′ − κ
1− 1

λ
(κ− κ′) ≥ κ′ +

α

θ
(κ− κ′). (O.19)

Let us make the following observations:

• By (O.18), the interval in the first row of the definition of Rsym

⋂
A1 in (O.17)

becomes
(
λ, 2κ′−κ

1− 1
λ

(κ−κ′)

)
.

• By (O.19), the interval in the second row of (O.17) is empty.

• Combining κ − κ′ > λ with (O.15), we get λ > κ′ and hence, κ > 2κ′. This
shows that the constraints in the third row of (O.17) are not compatible with
(O.15).

Based on these observations, we can simplify (O.17) as

P̃(1, θ; γ)
⋂
P̃(0,−α; γ)

⋂
A1 =

{ (
λ, 2κ′−κ

1− 1
λ

(κ−κ′)

)
κ− κ′ < λ < κ′

∅ otherwise
. (O.20)

Define γ0 as the value of γ that solves κ′ = κ− κ′. We consider two cases:

1. Let λ < κ′γ0
. This situation is shown in panel (a) of Fig. O.1. The solutions for

γ in κ′γ = λ and κγ − κ′γ = λ are shown by γ1 and γ3, respectively. It is only for
values of γ in the interval (γ1, γ3) that κγ − κ′γ < λ < κ′γ. Moreover, the equation

148



κγ − κ0

γ

κ0

γ

λ

γ0γ1 γ

Rc

γ2 γ3

κ0

γ0

(a)

κγ − κ0

γ

κ0

γ

λ

γ0 γ

Rc

γ2γ3

κ0

γ0

(b)

Figure O.1: Plots of κ′γ (black curve) and κγ − κ′γ (blue curve) as function of γ. The
constant level λ is shown in red. The value of γ for which κ′γ = κγ − κ′γ is denoted by γ0.
Panel (a) shows a scenario where λ < κ′γ0

. The solutions for γ in κ′γ = λ and κγ − κ′γ = λ
are shown by γ1 and γ3, respectively. It is only for values of γ in the interval (γ1, γ3)
that κγ − κ′γ < λ < κ′γ. Moreover, the equation κ′γ + α

θ
κγ − κ′γ = (1 + α

θ
) is solved for

γ = γ2 where γ1 < γ2 < γ3. Panel (b) shows a scenario where λ > κ′γ0
. The conditions

κγ − κ′γ < λ < κ′γ no longer hold.

κ′γ + α
θ
(κγ − κ′γ) = (1 + α

θ
)λ is solved for γ = γ2 where γ1 < γ2 < γ3.2 We have

P̃(0,−α; γ)
⋂

C1 =

{
∅ γ ≤ γ2((

1 + α
θ

)
λ, κ′ + α

θ
(κ− κ′)

)
γ > γ2

(O.21)

and

P̃(1, θ; γ)
⋂
P̃(0,−α; γ)

⋂
A1 =





∅ γ ≤ γ1(
λ, 2κ′−κ

1− 1
λ

(κ−κ′)

)
γ1 < γ < γ2(

λ, (1 + α
θ
)λ
)

γ > γ2

(O.22)

2. Let λ ≥ κ′γ0
. This situation is shown in panel (b) of Fig. O.1. The conditions

κ − κ′ < λ < κ′ no longer hold. Moreover, γ3 < γ2 < γ1 where we let γ1 = ∞ if it

2if γ < γ1, then κ′ and κ− κ′ are both smaller than λ and if γ > γ3, then κ′ and κ− κ′ are both larger
than λ. In either case, κ′γ + α

θ (κγ − κ′γ) 6= (1 + α
θ )λ.
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does not exist. The set P̃(0,−α; γ)
⋂

C1 is given by (O.21) and

P̃(1, θ; γ)
⋂
P̃(0,−α; γ)

⋂
A1 =





∅ γ ≤ γ2(
2κ′−κ

1− 1
λ

(κ−κ′) , (1 + α
θ
)λ
)

γ2 < γ ≤ γ1(
λ, (1 + α

θ
)λ
)

γ > γ1

. (O.23)

By (O.4), (O.5) and (O.6),

Rsym =
⋃

γ≥0

(
U(γ)

⋂((
P̃(1, θ; γ)

⋂
P̃(0,−α; γ)

⋂
A1

)⋃(
P̃(0,−α; γ)

⋂
C1

)))
.(O.24)

Using the expressions in (O.21), (O.22) and (O.23),

(
P̃(1, θ; γ)

⋂
P̃(0,−α; γ)

⋂
A1

)⋃(
P̃(0,−α; γ)

⋂
C1

)
=
(
f(γ), g(γ)

)
, (O.25)

where f and g are defined in (3.139) and (3.140) under the assumption that λ < κ′γ0
and

λ ≥ κ′γ0
, respectively.
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