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Abstract

The recent penetration of distributed generatiorGYDnto existing electricity grids and the
consequent development of active distribution neta’ADNs) have prompted an exploration of
power distribution in a dc microgrid paradigm. Altlgh dc power distribution has been implemented
in aircraft, ships, and communication centres, tdehnology is still at an early stage and must be
investigated with respect to technical feasibilithen applied to distribution systems. In particular
the operation of a dc microgrid in both grid-coneelcand islanded modes and its integration into an
existing ac infrastructure are subject to signifticehallenges that impede the practical realizatibn
dc microgrids. On one hand, because the dc voltagfde is coupled with the injected active power
at the system buses, it is seriously influencedhleyintermittent nature of renewable resources such
as solar and wind energy. In islanded operatingemtite presence of system resistance leads to a
further trade-off between an appropriate systentagel profile and a precise power management
scheme. On the other hand, the development of chgoydc microgrids introduces a fresh operational
philosophy that enhances power sharing among acdesdbgrids through the coupling of ac and dc

steady-state variables.

With these challenges as motivation, the primawgl gof this thesis was to develop effective
power management schemes and a steady-state antabyshat can enable the reliable integration of
dc microgrids into a smart hybrid ac/dc paradigrahi&ving this objective entailed the completion of
three core studies: 1) the introduction of a rolmasttrol scheme for mitigating voltage regulation
challenges associated with dc distribution syst€E€DSs) that are characterized by a high
penetration of distributed and renewable genera2pthe proposal of a supervisory control strategy
for precise DG output power allocation that is lbhem DG rating and operational costs yet
guarantees an appropriate voltage profile for téahdc microgrids, 3) the development of an
accurate and comprehensive power flow algorithm doalyzing the steady-state behaviour of

islanded hybrid ac/dc microgrids, and 4) the optation of hybrid ac/dc microgrids configuration.

As the first research component, a novel multirhgmntrol scheme has been developed for
regulating the voltage profile of DCDSs that inamgte a large number of intermittent energy
sources. The proposed control scheme consists of smguential stages. In the first stage, a

distributed state estimation algorithm is impleneehto estimate the voltage profile in DCDSs, thus



enhancing the interlinking converter (IC) operatiomegulating the system voltages within specified
limits. If the IC alone fails to regulate the syst@oltages, a second control stage is activated and
executed through either equal or optimum curtaitnstrategy of the DG output power. A variety of
case studies have been conducted in order to déematnghe effectiveness, robustness, and

convergence characteristics of the control schehahave been developed.

The second element of this research is a multiMagigpervisory control that has been created in
order to provide precise power management in iedlddC microgrids. Two aspects of power
management have been considered: 1) equal powenghahich has been realized via a proposed
distributed equal power sharing (DEPS) algorithng &) optimal power dispatch, which has been
achieved through a proposed distributed equal mergal cost (DEIC) algorithm. Both algorithms
offer the additional advantage of affording theligbto restore the average system voltage to its
nominal value. Real-time OPAL-RT simulations havemdnstrated the effectiveness of the

developed algorithms in a hardware-in-the-loop (Hdpplication.

The third part of the research has introducedqaesstial power flow algorithm for hybrid ac/dc
microgrids operating in islanded mode. In contri@stthe conditions in grid-connected systems,
variable rather than fixed ac frequencies and diages are utilized for coordinating power between
the ac and dc microgrids. The primary challengaoisolve the power flow problem in hybrid
microgrids in a manner that includes consideratibimoth the absence of a slack bus and the coupling
between the frequency and dc voltage though ICshénproposed algorithm, the ac power flow is
solved using the Newton-Raphson (NR) method, theugllating the ac variables and utilizing them
accordingly in a proposed IC model for solving tteeproblem. This sequential algorithm is iterated
until convergence. The accuracy of the algorithra haen verified through detailed time-domain
simulations using PSCAD/EMTDC, and its robustnesd eomputational cost compare favourable

with those of conventional algorithms.

The final part highlights the implementation oé ttleveloped steady-state models in obtaining an
optimum hybrid microgrid configuration. The systeconfiguration could be manipulated by
changing the DG droop settings as well as the métvepological structure. The contribution of both
approaches has been investigated, through an aptipawer flow (OPF) formulation, in improving

the system loadability as the primary measure ehifbrid microgrid performance.
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Chapter 1

Introduction

Environmental concerns related to global warmingehacreased significantly over the past few
decades. At the same time, worries about energyagjes have stimulated interest of researchers in
discovering alternative sources of energy. In raspao these developments, countries around the
world are spending billions of dollars to increéise penetration of renewable energy sources. In the
Canadian province of Ontario, for example, the capaf the numerous wind farms that have been
built totals 1.7 GW, and that of biomass instatlati has reached 122 MW. By 2015, 3 GW of wind
energy, 280 MW of solar energy, and 253 MW of biesnanergy were available, and a 2.4 GW
embedded mix of power from renewable sources waeglivice at the distribution level in that same

year.

Interestingly, photovoltaic (PV) arrays and winglkines are more compatible with dc than with
ac systems. In [1], Wu and et al. contrasted ttegiation of a PV array into ac versus dc systams i
terms of the number of power conversion stages inedjuand the overall efficiency. They
demonstrated that just two conversion stages augresl for the array to feed a nonlinear load via a
dc system compared to five stages if an ac systemtilized. This reduction in the number of
conversion stages significantly increases powerveion efficiency: approaching 98 % in dc
systems compared to 86 % in ac systems. With repéiomass distributed generation (DG), a new
technology has been developed based on the cooneskibiomass fuel into hydrogen gas for fuel
cell operation [2]. The purpose of the conversiento increase the efficiency of the biomass
generation and to reduce the NOx emissions trailip associated with biomass sources. Figure 1.1

provides a quick comparison of the integrationesfawable sources into ac and dc systems.

Along with renewable DG units, electronic loadsdalso become an integral feature of modern
life. New high-efficiency and high-quality dc lighty systems have been invented, and the operation
of major loads such as modern elevator motors sedan variable speed drives [3]. Another key
load in future electric distribution systems corfresn plug-in electric vehicle (PEV) technology, and
other evolving innovations, such as solid-statadfarmers, will also increase the drive toward the
implementation of dc systems [4]. Additional comsations include the following beneficial

characteristics of dc distribution systems:
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Figure 1.1: Integration of renewable DG units iptwer systems: (a) AC (b) DC
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4. Absence of issues related to frequency stability r@active power
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Lack of the skin effect and losses associated agthystems

Given these clear advantages, dc distributionesysthave become an increasingly common
research focus. A particular area of interest ésghilosophy governing the operation of isolated dc
systems and the integration of dc and ac microginderder to configure a new hybrid ac/dc
paradigm. Figure 1.2 illustrates a simple hybrifflagparadigm in a nanoscale grid, as reporteddn th

literature.

1.1 Motivation

The operation of a dc distribution system is based totally fresh concept in distribution systemns.

contrast to ac systems, in dc systems, the voliadepower at different dc system buses are the only

2
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Figure 1.2: AC/DC hybrid nanogrid

system variables that are also coupled. The presefca high level of link resistance in dc
distribution systems hinders accurate decentralpmeer management in general and efficient DG
power sharing and economic dispatching in particdalae literature includes a variety of proposed
control schemes designed to handle power managemdatdistribution systems. However, most of
the schemes suggested are based on centralizesbapes that entail a significant communication
infrastructure, thus reducing overall system rdliigh A few energy management studies have been

conducted based on distributed schemes, but tieesuitable only for small-scale systems.

The evolving dc network will also be integrabletwiraditional ac networks through interlinking
converters (ICs), thereby forming a new hybridrilisition paradigm. If the connection with the main
substation is lost, the hybrid distribution systearms an islanded microgrid that can partially or
totally supply the local loads in the ac and dcgsis. The operational concept of this newly
configured paradigm can be better understood ifhylerid system is subdivided into ac and dc
subgrids connected via ICs. The DG units instaitedc subgrids implement P/f and Q/V droop
characteristics that enhance load sharing. Likewise DG units apply either P/V or I/V droop

characteristics that enable appropriate power istpavithin the dc subgrid. At the same time, the ICs
3



manage overall load sharing between the ac andilgrisis by relating the ac frequency and dc
voltage. While consequently complex, analysis tdnided hybrid ac/dc microgrids is nonetheless
important due to 1) the absence of a slack buhe2frequency variations that occur in the ac sibgr
and 3) the correlation between the frequency aedlthvoltage. The practical implementation of this
operational philosophy in large-scale hybrid micrdg must be preceded by several initial steady-
state and dynamic studies that could be perforrhealigh an inclusive and accurate steady-state
analysis tool. Recently published power flow stadiave targeted only purely ac microgrids, with

the nontraditional operational aspects of integrale subgrids remaining unaddressed.

For these reasons and to overcome the challengediomed above, the facilitation of the
widespread construction of a dc and hybrid ac/dcregrid concept under a smart grid paradigm
requires robust control schemes and analysis téolg.approaches proposed should be capable of

performing the following functions:

1. Providing a reliable distributed supervisory cohtemvironment that manages the DG output

power in large-scale dc microgrids in both gridHoected and islanded operating modes

2. Accurately defining the steady-state variableshfgorid ac/dc microgrids, including consideration
of a special operational philosophy for individsalbgrids as well as the nature of the coupling

between the subgrids’ variables

1.2 Research Objectives

The broad goal of the research conducted for tiésis was to incorporate the concept of dc grids
into the operational perspectives of active distidn networks (ADNs). However, several factors

required addressing prior to the realization o$ ggpproach. On one hand, dc microgrids may follow
different paradigms (standalone dc microgrid or rid/lac/dc microgid) with different modes of

operation (grid-connected or islanded), each reguiconsideration of specific objectives and

constraints. For example, in islanded dc systeipsalepower sharing is the stated main goal, while
for a dc distribution system connected to a stiitlgthe primary target is to maximize DG revenue
without violating system constraints. On the othand, the interaction between the ac and dc
subgrids in an islanded hybrid paradigm introducé&®sh operational scheme that involves thorough
steady-state and dynamic analysis prior to thetigedémplementation of such systems. With respect

to addressing these challenges, the main objeativiiss research can be summarized as follows:



1. Developing a distributed algorithm for mitigatingyavoltage regulation problems that may arise
in the case of a large-scale dc microgrid connetctedstiff grid: The algorithm supports the main
IC decision in order to prevent any voltage viaas at different system buses. If the IC fails to
regulate the voltage level at all system busespthiput DG power should be optimally curtailed

as an additional control action to support thed@ctionality.

2. Developing a distributed supervisory control schehat enhances the performance of isolated dc
microgrids: The creation of the proposed schemaired consideration of both the achievement
of precise DG power management and the enhanceofiehe overall system voltage profile

through the operation of the DG units around thainal voltage value.

3. Developing an appropriate load flow algorithm thaflects the accurate steady-state system
behaviour of islanded hybrid ac/dc microgrids: Tpeposed algorithm must comprise an

extensive range of different operational modesomby for the DG units, but also for the ICs.

4. Investigating the optimum system configuration tr@hances the system performance: in the light
of special operational characteristics of the hybaic/dc microgrids, the optimum system
configuration could be defined according to severnpérational criteria among which system

loadability is the most salient.

1.3 Thesis Organization

The remainder of this thesis is structured as ¥edto
Chapter 2 provides the required background anda&risurvey of operational studies previously

conducted with respect to microgrids in general @ndhicrogrids in particular.

Chapter 3 introduces a sequential multi-agent obrsicheme for mitigating voltage regulation
problems associated with dc distribution systerasiticlude a high penetration of dispatchable
and renewable DG units. In the first stage, thadilists the lower and upper system voltage
levels around unity, while in the second stage,D@& units react if the ac/dc converter alone

fails to regulate the system voltages between sibie limits.

Chapter 4 explains the developed multi-agent suganyw control strategy that provides precise
power management in isolated dc microgrids. Twdridisted power management algorithms

have been created to enable consideration of lmpthl @ower sharing between the DG units



and their optimal power dispatch. As a side-effeenefit, the developed algorithms also

provide the ability to restore the average systeltage to its nominal value.

Chapter 5 describes the development of a sequemtiakr flow algorithm for hybrid ac/dc
microgrids operating in islanded mode. The algamitiincorporates the operational
characteristics of the ac and dc subgrids as weethe scheme for exchanging power between
the subgrids. To obtain an efficient solution wahlow computational cost, the Newton-
Raphson method is implemented sequentially for abeand dc subgrids, thus offering a

significant reduction in problem size comparedhat fprovided by a unified algorithm.

Chapter 6 provides an optimum system configuratioalysis to enhance the system capability in
serving the maximum possible demand. The analgstenducted through optimal power flow
(OPF) formulation that considers manipulating th& Broop settings as well as the system

topological structure.

Chapter 7 sets out the conclusions and contribsitddrihe research presented in this thesis as well

as suggestions for future work.



Chapter 2

Background and Literature Review

2.1 Introduction

In chapter 1, the motivations of the research waake been highlighted and the research objectives
have been introduced. This chapter states the teddamowledge and critical survey pertaining te th
research objectives. First a general backgrountrisduced to provide a better understanding of the
operational schemes of dc microgrids and theirgiatiion within the hybrid ac/dc paradigm. Since
this work focuses on intelligent distributed cohttbe implementation of multi-agent technology is
summarized and preceded by main communicationdmfretures in power systems. Thereafter, a
functional survey is presented to address the wémational studies in active distribution systéms
general and dc distribution systems in specifias Burvey could be divided into two folds. Theffirs
part tackles the control schemes followed to aehiam appropriate voltage quality in distribution
systems (in connected or isolated modes of op@jatithe second part outlines power management

and coordination of power system components witlgimnd ac/dc hybrid microgrids.

In contrast to ac active distribution networks,iesthhhave roots in the traditional ac distribution
system, the dc distribution systems have been mmahéed in limited applications. In other words,
although dc power distribution systems are curyelbding considered for datacom centers in Japan
and Europe [5], [6] and are also being contempldoedship and aircraft power systems [7], dc
distribution has not been implemented in commortridigion networks. Therefore, practical
problems related to dc distribution have not yeivah up on large scale systems. Accordingly, in
addition to dc distribution research, this survely keview some common problems in multi-terminal

dc (MTDC) and ac active distribution networks tbah be mirrored in early dc distribution systems.

2.2 Hybrid AC/DC Microgrid Philosophy of Operation and Communication

Schemes

The most generic paradigm in which the dc micrognaly exist is within a hybrid ac/dc network as
illustrated in Figure 2.1. However, the switchingian of the system circuit breakers, i.e., CB1 and

7



CB2 presented in the figure, will yield differerarational paradigms for the dc subsystem, and thus

different operational schemes for the DG units #rinterlinking ac/dc converter will be applied.

These operational paradigms could be vividly sunmedr by manipulating the presented circuit

breakers as follows

1)

2)

3)

Gird-connected dc microgrid, CB1 is on and CB2 s Im this mode of operation, the IC
provides a slack bus for the dc subgrid, sinceathsystem is stiff enough to accommodate any
power mismatch between the load and generationnwitie dc microgrid. Accordingly, the
DG units may operate as constant power resour@gsirffect their maximum output power
since any power surplus or deficiency will be tfen®d to the stiff main grid through the IC.
In this operation, the IC is considered a voltagening element that settles the system voltage
at the point of common coupling. However, the poimgrction from a DG unit still affects the

voltage profile of its own feeder.

Islanded dc microgrid, CB2 is off, In this scenati@ dc microgrid represents a standalone
entity that could exchange power with neither tle@msubstation nor the ac subgrid. Given the
absence of a major generation unit that could ceptae role of a stiff grid bus, the DG units

have to collaborate in achieving two major funcsioh) attaining a perfect match between the

generation and loads, 2) forming the dc subgrittga.

Islanded hybrid ac/dc microgrid, CB1 is off and CB2on: In this scenario both the ac and
subgrids are connected together through the IC thidhtabsence of a main stiff grid. Depending
on the relative capacity of each subgrid, the IGld¢@erform one of different objectives. If any

of the subgrids is large enough (considerablyesiifithe IC could operate as a stiff bus for the

Interlinking
Converter

AC subgrid DC subgrid

Figure 2.1: Schematic diagram of a hybrid microgrid



weaker subgrid. Thus, any power mismatch betweenidad and generation in the weaker
subgrid could be handled by the stiffer subgridwideer, if neither of the subgrids connected
to the IC is relatively large, the IC role will estricted to facilitate active power exchange
between the two subgrids. In this case, the sulagridoltage and frequency and dc voltage are

locally formed by the DG units installed in eaclgud.

In the presented analysis, capacities of DG warésassumed relatively small, i.e., no large DG
unit could serve as a slack for the entire systérhus, in order to maintain the microgrid power
adequacy, three control topologies for the DG uaitsl the IC could be applied: centralized,
distributed, and decentralized. The centralizedoddy as its name implies, relies on a central
supervisory control that could send the set poiatsthe DG output power as well as the power
transfer through the IC. In contrast, the distrdoutontrol refers to a supervisory control scheimag t
is distributed among the system components. Foanee, a set of DG units could globally exchange
some information regarding their total output poweerd, accordingly, each DG could locally
calculate the appropriate change in its power geiogr value to achieve a predefined power
management scheme. Compared with the centralizeagh [8], [9], the distributed control is 1)
more economical, with low communication and compaotel costs, and 2) more efficient in use of
local information [10]. These advantages could besiered the main reasons that distributed
communication is promoted as the ideal environnremealizing the mulit-agent concept, discussed

in the following chapter

On the other hand, the decentralized approadamgpéeimented without either supervisory control
or communication layout. In this control strategdyG units and ICs depend on the local system
variables to adjust the output power and powersteanrespectively. For instance, the output active
power is adjusted based on the frequency and laitge droop scheme in the ac and dc subgrids,
respectively. It is noteworthy that the decentedizcontrol could be implemented as a primary
control stage within a hierarchal control schenag #dopts either a centralized or distributed abntr
on a secondary control stage. This hierarchal obaiteviates the high bandwidth communication
requirements since the system power adequacy iayalwnaintained through the decentralized
control, while advanced control objectives suchpasver dispatching or sharing are maintained

through the secondary stage.



2.3 Multi-agent Technology in Power System Studies

Multi-agent technology allows for the rapid andadletd creation of a system model and constitutes a
robust framework for distributed control. Yet, digeits emergent nature, there are several research
issues that have not been addressed in the ajticztthis technology in ADNs. Important among
these are: 1) lack of a consensus definition in ADBgarding what an intelligent agent is; 2) no
unified organization paradigm for the multi-agentstem in ADNs; 3) no solid mathematical
approaches to determine the optimal coordinatiod emmmunication protocols among control
agents; and 4) lack of testing around issues cklabe effectiveness, robustness, stability, and

convergence characteristics for multi-agent systemd®Ns.

In order to carry out research around multi-ageahniques, we have to differentiate between two
frameworks for multi-agent decision-making. Thestfidepends on heuristic techniques, where each
agent chooses to update its state based on ifetweditions. This kind of multi-agent framework is
widely used in the literature in solving a variefypower system problems, such as voltage regulatio
[11]13], self-healing [14], real-time operatiol5], etc. The second framework depends on
mathematical formulas that guarantee rates of agewmee and solution quality, i.e., how far it is

from the optimal solution.

This research extensively applies mathematicatiragkent approaches in order to achieve power
management and voltage control for dc microgridbath grid-connected and islanded modes of
operation. Accordingly, the reminder of this seetisummarizes the communication layout and
mathematical techniques employed to develop thedi+agént algorithms needed for the presented

work.

2.3.1 Communication Layout

As demonstrated in Figure 2.2, the data exchangm@rthe agents can be modeled as a weighted
graph: G = {V,E, W}, in whichV = {1,2,..,n} is a set of verticesW :=[W/] is the adjacency
matrix with W} > 0 representing a weight of ed@e t); andE € V x V\diag(V) is a set of non-
zero edges. In other word@y, t) € € if the weightW! > 0. In alignment with the literature, self-
loops are not counted & The neighboring nodes of nodeare ones that can send and receive
information to/from node, denotedN;,, = {t € V:(t,u) € €,and t # u}. In this work, standard
assumptions regarding network communication gréyalwe been adopted [16], [17]:

Assumption 1( Non-degeneracy):
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« Thereisam > 0, such thaW] > a.
© Vij €V, W =0
Assumption 2 (Strong connectivity): There exists a path that connects any two vertices V, u #

t.
Assumption 3 (Doubly stochastic adjacency matrix): There is balanced communication defined by

1
max(|Nyl, [Ve]) + 1

|(
{Ikl 2 wt if t=u

if teN,
(2.1)

tEN,,
0 otherwise

The graph model can be operated in two modes:ifsass average consensus. In Gossip mode,
any agents can broadcast its own information terstlat a maximum of n-1 iteration. This mode is
suitable if a certain agent wants to inform othaosut its state, for instance, DG unit broadcasts a
voltage violation at its bus. Meanwhile the averagasensus concept is applied if a set of agents

pursue unanimous agreement around a system stexplaged in details in the next subsection.

2.3.2 Average Consensus Theory

The main objective of the average consensus thealyaring an average value of a certain variable
@ among agents, for examplg, can represent the average system voltage. Eactt, ag®G for
instance, would have an initial valgg0] that represents its own average estimation apeélgenning

of the data exchange. For an agent to update titha®n of the average value, it must exchange

information about its estimated average value #gtineighbors, as follows:

pull] = 2 Wt ¢[0] (2.2)
te{iufu}

For simplicity, a vectorp[k] = [¢@1[K] @, [K] ... (pNg[k]]T is defined to gather the average values

estimated by all of the agents. Thus (2.2) candreeglized at any iteratida+ 1 in a compact form

Figure 2.2: Exchange of information graph
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as

olk +1] =W lk] (2.3)

, The relation between the initial vecipf0] andp[m] afterm iterations can then be given as
olm] =wm p[0] (2.4)

Becaus@V is an irreducible and doubly stochastic matrixdefined according to Assumptions |

and Il, respectivelylim,,_,., W™ converges to a rank-one deterministic madtbe wheree is a
g

square matric with all elements are ones. Equitgleto,(limy,_ ., W™)| - 0, where g, is the
second largest eigenvalue of a matiR’™ also converges at a geometric rate dependent, G)
[18]. The more connected the graph, the smalles{®”) value and the faster the convergence [19].
This interpretation explains how each DG can aeqthie average value @f[0] after a sufficient

number of iterations.

2.3.3 Distributed Lagrangian Primal-Dual Subgradien  t Algorithm

Distributed optimization is a relatively new fielthat was developed to divide cooperative
optimization problems between several agents. Thek wroposed by Nedic™ et al. [20] gave a
mathematical formula for solving convex problemsidistributed manner. That work was extended
to include agents’ private constraints by the argtho [21]. Further, Zhu and Martinez developed a
novel multi-agent distributed optimization dedicht® convex problems with strong duality under
global equality and inequality constraints [17].tYidtle research in power systems has implemented

these distributed optimization approaches [22]].[23

In our proposed work, a multi-agent Distributedgtangian Primal-Dual Subgradient (DLPDS)
algorithm is a key technique in coordinating difier DGs operations under global systems
constraints (voltage and cables current carryingacdy limits). A brief explanation of the DLPDS
algorithm can be summarized as follows. Any coneptimization could be defined as an objective

function, global constraints, and private constsaas defined in (2.5), (2.6), and (2.7), respetjiv

min " f,(P) 2.5)
Subject to:

gP)<o0 (2.6)
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Ppin < P < Poax (2.7)
where P is a vector of the problem variables. Gmrgig only the global constraints, the equivalent

Lagrangian equation could be represented as
L(P,2) = ) fulP) +ATg(P) (2.8)
u

A, € [0, ) (2.9)

whereA is a vector of Lagrangian multipliers. Then, eagent will be responsible to solve its own

optimization function (2.10), while taking into cgideration its private constraints (2.11).
Ly(P,2) = 0C,(p) + 2,9 (P*) (2.10)

Peny [ rLrLlin'Pmuax] (2-11)
Then, Agents exchange information with each otlasel on (2.12)-(2.15)

xE(k) = Z W PE(k) (2.12)
te(Vufu}
x¥ (k) = z W At (k) (2.13)
telVu{u)
0L, (P, x}")
P*(k + 1) = Prop, [x};(k) - a(k)T] (2.14)
0Ly (xp, )
At(k +1) = Prop, [x}f(k) - 6(k)T] (2.15)

whereProp (andPro, ) is the projection of the primal (and dual) vates based on each agent's

private constraints, an@(k) = ﬁ

It is worth noting that DLPDS is dedicated to cexwvproblems with strong duality. In our
analysis, DLPDS will be utilized for quadratic otfijge function with linear constraints, as provided
in (2.16) and (2.17). Quadratic problems shouldtdsted in order to have a sense in tuning the

algorithm:
i 1 T T
mmzP AP+ By P+ Cp (2.16)
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Subject to:

BTP+C <0 (2.17)
Lagrangian equation:
1
L(P,A) = EPTAP +BW)TP +C(A) (2.18)
m
B(1) = By + 2 A;B; (2.19)
i=1
m
CA) = Cp + 2 A,C; (2.20)
i=1
The dual equation takes the form:
1
g =infL(P,A) = —EB(A)T ATB() +C(D) (2.21)
P

where @) is Moore-Penrose or pseudo-inverse of matrix
2.4 Voltage Regulation in ADNs

2.4.1 Voltage Regulation in ADNs Connected to a Sti ~ ff System

Voltage regulation is one of the major concernsardigg the appropriate operation of distribution
systems. In its basic form, voltage regulation sué® in ac distribution systems tend to adjust the
settings of traditional voltage control deviceg.(ian on-load tap changer [OLTC] on the head of a
group of feeders, line voltage regulators, and shapacitors) in order to regulate the bus voltages
their specified acceptable limits [24], [25]. Withe high degree of complexity that accompanies
ADN structures, conventional voltage regulationesobs are expected to face numerous challenges.
Important among these are significant changes & \hltage profile of distribution feeders,
operational interference between DG units andticadil voltage control devices, and excessive wear

and tear of traditional voltage control devices|[26

Recently, inverter-based DGs have been proposedgply reactive power in addition to active
power to cooperate in the mitigation of voltagesrigroblems [10]. In restrictions regarding the
operation of DG units under the unity power factactive power curtailment is the appropriate

solution [27] [28]. In general, due to the inter@itcy of renewable DGs and the uncertainty of lpads
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the concept of active network management (ANM) drasrged [28]. In contrast to conventional DG
control schemes, ANM is a real-time monitoring &odtrol strategy that can be adopted to facilitate
increased DG access and connections while avotdigiy network reinforcement costs. In [29], the
ANM of network power flows had the potential regattto increase energy sourced from renewable
generation threefold, compared to that of beingseorative with throttling planning constraints. In
[30], the authors differentiate between two maitegaries of DGs — firm and non-firm. Firm DGs
are allowed to inject their active power all thmei whereas non-firm units are only allowed to do s

if the system’s operation constraints are not vema

In the case of dc distribution systems operatmgrid-connected mode, the injected/consumed
power at different buses and the voltage at thatpmi common coupling with the main ac grid are
the only factors shaping the voltage profile thioaugf the entire system. This inflexibility imposes
restrictions on renewable power injection to mietwuoltage regulation criteria (i.ek,5 % tolerance
[1]). In [31], a multilevel voltage criteria hagén proposed in order to facilitate the operatiotne
ac/dc main IC and to help DG units and energy g®rsystems (ESSs) determine their suitable

output power.

2.4.2 Voltage Regulation in Islanded ADNs

Unlike ac distribution systems operating in gridiaected mode where traditional voltage regulators
can be used to correct any voltage constraintswols, such devices will not be available to ashie
the required functionality in the case of islandealde of operation. Hence, the voltage profile eelie
on DGs’ reactive power and VAR compensators, if arist. As such, numerous centralized and
decentralized control schemes have been proposédeiriterature to mitigate the challenges of
voltage regulation in ADNs [10], [32]. Given thesttibuted nature of ADNs, multi-agent distributed
systems have been mentioned recently as a potdatihhology for voltage regulation in such
systems [11], [33].

The problem of voltage regulation in dc isolatéstribution systems occurs in different aspects.
In general, voltage regulation in isolated dc dbsiion (and transmission) systems is directlytesla
to current sharing [34] (or power sharing [35]).idnlated dc distribution systems, different DGtsini
operate based on droop V/I characteristics, astiited in Figure 2.3(a), which is modeled by a
constant voltage source in series with a resistaadlustrated in Figure 2.3. The droop variaples

reference voltage, and slope are the factors #fatadcurrent sharing among the DGs. Perfect ctirren
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Figure 2.3: V/I droop characteristics of a DG insystems: (a) actual circuit; (b) characteristioapn; (c)
circuit model
sharing can be obtained in autonomous dc microgfidsetwork link resistance is negligible.

However, as this is not commonly the case, cursbating will be affected in the presence of high
system resistance [34], [35]. High DG droop slopaisolution to overcome existing system high
resistance. However, based on the loading condititiris option will lead to high voltage variation.

In contrast, low droop slope results in a good ag#t profile over the system with poor current
sharing among the DGs. Figure 2.4 gives a compabstween low and high droop slope settings for
DGs in the presence of reference voltage mismagtivden DG units (a) or high system resistance

(b). A comprehensive discussion regarding the tdfidbetween sharing and voltage profile was
reported in [26].
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Figure 2.4 Comparison between low and high droop gainsmiajnatch in DGs’ reference voltas

(b) presence of high system resistance

In order to guarantee perfect current sharingamedcceptable voltage profile, supervisory control
is required to adapt the reference voltage forediffit DG units, based on loading conditions. An
initial design for a centralized supervisory cotiémo was proposed in [32], while a distributed
supervisory control via multi-agent protocol wasgwsed in [37]. According to the latter approach,
the authors proposed implementing a common bus concation topology to provide all system DG
units with full observability. In other words, af the DGs in the system would provide their own
instantaneous current on a common bus, so that@&chould aggregate the total DG current and
update its reference voltage based on the totaémsyfoading current, as illustrated in Figure 2.5.
Analytically, the steady state performance of thentioned supervisory controller performance can

be summarized as follows.

The DG output voltage is a function of its ownereince voltage and the output current of all the

DG units communicating with it. Thus the voltagete terminal of DG units could be defined as

I[vig]l [VI] LEE R —7"1]" e =Ty I[ilg]l
NN S S :
g g
I”f |=| v == Tjj —nn’ll i I (2.22)
leggJ lv;tng l_rnll rnjl Tan J lf’,gJ
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Wherevf", i]:g andv; are the output voltage and current, and voltafgreace of DG jr andr’ are

the self-droop and mutual droop gains, respectivalgompact form, (2.22) can be presented as
V9=V*—RII (2.23)

The representation shown in (2.23) comprises bid¢h and 19 as variables which is not
recommended in solving load flow algorithms. Thbe {(2.23) can be modified in the following

steps.
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Figure 2.5: DGs under exchanging loading current
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The system current voltage relation via admittamedrix:
I=YV (2.24)
Where, Partitioning (2.24) into DG buses (G) aratllbuses (L), leads to:
=0 vu] ] (2.25)
Substituting from (2.25) into (2.23) yields
VI=V"—R(Y99V9 + yoivt) (2.26)
Simplifying (2.26) leads to:
V9 = (E+ Rp Y99)"L (Vv* =R, Y9IV (2.27)

whereE is the identity matrix. Accordingly, it was fourat in order to obtain perfect current
sharing among the DGs, the droop parameters musetost very high values, which means very
unstable operation of all systems. In [36], theeaeshers modified the work proposed in [34] by
adding an integrating term in the DG supervisoritage and current control loops to provide a
viable solution for the voltage regulation problddawever, the aforementioned control structure
relies on common communication bus technology. &mrted by [36], scenarios involving large
numbers of DG units will be subject to significalglay while the updated data is written to the
common bus, with the consequent possibility ofdhgity problems triggered by asynchronous
read/write actions. In addition, the failure of apgint at the bus will ruin the whole control
scheme. Restrictions on its length and the numbexgents connected also limit the use of a
common communication bus [37]. Moreover, the cdratgorithms provided in [34], [36] did not

consider the operational costs of the DG units.

2.5 Power Management Studies in Islanded DC and AC/ DC Hybrid Microgrids

Isolated dc microgrids introduce a new operatiooahcept in the smart grid paradigm. The
coordination between its main components (variddads, generation and storage system) is the main
theme in many of the recent publications. In [38j authors provided a decentralized power
management scheme for a stand-alone dc micrograiiding a storage system, DG units, and
variable loads. The main concern in that work s thange in battery charging and discharging
criteria based on the system state (voltage lewdl)ch is defined based on the mismatch between

loading and generation conditions. In [39], thehats divided the operating voltage region into lsve
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according to which renewable DG units could localBtermine the appropriate operational mode:

maximum power tracing or droop control.

In [40], the authors proposed a supervisory tegmiin order to coordinate charging among
different batteries operating at a common dc bhe doordination algorithm depends on the state of
charge of each battery and the available powercesum the common dc bus. Based on that
information, the droop characteristics of eachdvgtare adjusted to keep either all of the battesie
the same state of charge or to charge accordiagptedefined rate. In [41], a solid state transtarm
hierarchical control for the dc side is illustratdthe control hierarchy is composed of three main
stages: primary, secondary and tertiary. Each stpgeates within a certain time frame (seconds in
primary, hours in tertiary) and according to preafed conditions. To be more specific, tertiary
control operates in the connected mode to regplateer flow to and from the main grid, whereas the
secondary control is active in islanded mode (idhen the system is disconnected from the main
grid). In [42], the authors proposed connectingtipld ac buses to a common dc bipolar system to
increase the system reliability and to reduce byssks and charging losses. The former two
advantages can be inferred directly from the mesloediguration introduced in that approach. The
reduction in charging losses was explained viacthaversion stages required for charging vehicles
via ac or dc infrastructure. In more detail, therent charging system utilizes the common ac system
to provide dc voltage (via SCRs) which is convette@600Vac through IGBTs. Application of SCR
in the middle stage imposes additional losseseastart of charging processes. Such extra losses ca
be avoided in the presence of dc infrastructure[4B], the authors proposed an observer-based
approach to capture sudden load changes, devihingystem voltage level and accordingly tripping
the protection system, in hybrid ac/dc microgritise authors equipped the ac/dc converter control
loop with an observer-based mechanism which enlsatiee dc voltage performance using local
measurements of both the dc voltage side and thle active power transfer. These measurements

are utilized as local feed-forward signals thateate any changes in the loading condition.

In [44], the authors proposed detailed controbatgms that handle power management in ac/dc
hybrid microgrids. The main focus was on manipualg@&nergy management among ac and dc loads,
battery systems, and renewable sources. Accorditigdyauthors based their work on a centralized
controller with rapid communication, which implies higher failure risk as the system is fully
dependent on communication among DG units, to impld the coordination algorithm. In [45], the

authors introduced the droop-based co-ordinatiorDi@ units installed in hybrid ac/dc microgrids.
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Figure 2.6: DG in ac microgrids: (a) Power cirauiid control structure, (b) simplified model

DC Subgrid

v DC Subgrid Bus AC Subgrid Bus
B b T
& L = J 0,V
g o5 f o0 e | o
T == - 23 -c;: R < [ 3R
'ﬁ—» J = - E Z |Mape < |5 J ir T = .
S5 5 % £z 4 Elne | &) Ly C Loc. 01
S Z 0 oo g <
=E—» ° % |
5 L ° |
” |

H f 3leg VSC

ot|o| Ve L T”’f S-leg ‘
L 1 Power

———————————————————— Controller

(a) (b)

Figure 2.7: IC in hybrid ac/dc microgrids: (a) Pow@cuit and control structure, (b) simplified nmad

According to this control scheme, all dispatchabl&s implement droop characteristics, non-
dispatchable units apply their maximum output povaad ICs transfer constant power between the
ac and dc subgrids. In dc subgrids, the droop cleniatics are realized as discussed before for
islanded dc microgrids, section 2.4. In ac subgride droop characteristics are applied through

adapting the DG frequency and voltage based onutput active and reactive powers, respectively:
Pac,Gi = ﬂi(w; - w) (2.28)
Qi = ni(V;c,i —Vac,i) (2.29)

wherew* andv,, are the no-load reference values for the DG outafuency and voltage, apgl
andn; are the reciprocals of the DG droop gains. Figuée(a) demonstrate the structure and control
loops of an ac DG unit operating in droop-contrad®. The simplified representation of droop-

controlled DGs is illustrated in Figure 2.6 (b).
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In general, the operational philosophy of hybridda systems considers the capacity difference
between the ac and dc subgrids [44], [45]. In [14é authors viewed the dc system as a stiff system
because it contains a battery storage system asdttile ac/dc converter operated to provide a fixed
voltage slack terminal for the ac subgrid. In [4Bk opposite situation was considered, where ¢he a
system was viewed as a stiff system (it containerse dispatchable units) that provides a slack bus
to the dc subgrid via the IC. In contrast with bagsumptions, the authors in [46]-[48] proposed an
IC operational criterion that relates the ac fremyeto the dc voltage if there is no considerable
difference between the capacities of the ac argliigrids. For higher system security, such islanded
microgrids are characterized by droop control sagethat enable overall load sharing among the
installed DGs as illustrated earlier [32]. To mainta power balance between the ac and dc subgrids,
the IC compares the deviation in frequency of thesystem and the deviation in voltage of the dc
system to determine the higher loaded system aumsl ttie power flow direction between the two
systems. As shown in Figure 2.7(a), the ICs typicahplement CC-VSCs, allowing for power
exchange between ac and dc subgrids. The ac fregjaen dc voltage are locally measured at the IC
terminals. The local measurements are processethidoypower controller to set the active power
references. Figure 2.7(b) presents a simplified ehddchplying that the IC is realized as a load for
one subgrid while being seen as a supply for amoffikis control strategy represnts a strong
alternative that enables proper coordination betwthe subgrids; However, it introduces a new

concept of coupling the ac frequency and dc voltagthe hybrid ac/dc paradigm.

2.6 Steady-State Analysis of ADNs

A practical implementation of the hybrid ac/dc rogrid paradigm could not be realized without
performing a series of operational and planningisgiby distribution utilities. These studies irtgy

but are not limited to:
1- Optimal sizing and allocation for the system dmsited energy resources (DER)
2- System reconfiguration and power restoration
3- Volt/Var planning and control
4- Economic dispatch and power management of thelledtBER
5- Dynamic stability analysis
6- Protection design and Contingency analysis
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In order to provide a scalable and thorough stoflyall the aforementioned topics, a
comprehensive and generic power flow tool shoulddeloped beforehand. Although several recent
studies have been conducted to materialize theepbraf ac/dc microgrids through time-domain
simulations, the presented studies are still lichite a small number of buses analyzed for a very
narrow operational time horizon. In general, tinggndin simulations (e.g. PSCAD/EMTP or
SIMULINK) consider a set of algebraic and differ@htequations that model the system dynamic
behavior. This complex representation hinders #pability of time-domain SW in simulating large-
scale systems for long time horizon. Alternativélhe steady-state system variables could be olataine
through a power flow algorithm that accurately medend efficiently solves the system algebraic
equations, accordingly more suitable for runningeeded system studies within a reasonable time

frame.

Only a handful of recent research studies tacttledsubject of power flow analysis in islanded ac
microgrids or in MTDC networks. In [49], the autkoproposed a power flow algorithm that
incorporates the system frequency of islanded acagiids, utilizing the Newton-trust region (NTR)
method. The authors of [50] employed particle swaptimization to solve the optimal power flow
of islanded ac microgrids. A power flow approachlagable for droop-based dc buses was developed
in [51]. In [52], an ac/dc power flow algorithm wpsoposed for multi-terminal dc systems (MTDC),
taking into consideration the converters’ lossesweler, this approach is not applicable to hybrid
microgrids, because there is no slack bus in tlseery. The steady-state models of the droop-based
DGs were highlighted for the ac and dc microgrid$5i3], without providing a proper model for the
IC that considers coupling between the subgridadutition, the authors did not propose a systematic

steady-state methodology in that work.

2.7 Discussion

Throughout the literature review provided in thiepter, it is obvious that while sufficient worksha
been done with respect to power management in dcaafuc distribution systems to meet system
adequacy or to regulate the system voltage, mogteoprovided schemes are based on centralized
techniques. In contrast to studies in ac systenespperational problem of voltage regulation in dc
systems was tackled only in an isolated dc systemtext. The centralized approaches in the
literature contradict with the plug and play, aedlability concepts of smart grid paradigm. A few
studies are provided based on distributed contavimar, albeit the significant deficiencies in terms

of accuracy and generality. Via the recent mathmalatlistributed optimization, introduced in this
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chapter, a more advanced and robust distributedepamanagement schemes can be developed.
Moreover, deeper studies into voltage regulatiooannected mode are lacking. Such studies will be
significant to cope with the large scale mediumtagé dc systems introduced by ABB research

laboratories.

Obvious limitations on steady state studies ateed in ac/dc hybrid system studies. The main
reason for this is the absence of an inclusive flzad tool that is adequate for the system natuneé a
different operation philosophy. Developing suchoal twill open the door wide for further steady-

state analysis such as system loadability, recordtgon, and restoration studies.
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Chapter 3
A Novel Multi-agent Control Scheme for Voltage Regu  lation in DC

Distribution Systems

3.1 Introduction

In chapter 2, it was demonstrated that one of tlustnsalient studies in microgrids is power
management, which is directly related to DG voltaggulation in dc systems. In dc microgrids
operating in grid-connected mode, the DG unitsadi@ved to inject their maximum output power
since the main grid could manipulate any differehedween the microgrid generation and load.
However, unlike ac networks, the dc voltage is ¢edipvith the DG active power injection, and thus,

high penetration of DG resources may deterioraesyistem voltage profile [54], [55].

In this chapter, issues around voltage regulatiolarge-scale dc distribution systems (DCDSs)
with high penetration of DG units are addresseanuiti-agent distributed control scheme, based on
two-way communication between DG units and theesg® main ac/dc interfacing converter, is
proposed. The proposed control scheme aims to atgétithe challenges of voltage regulation in
DCDS and facilitate seamless integration for high Penetration. Two sequential stages are carried
out in the proposed distributed control scheme. Tfitst stage is designed to provide the ac/dc
converter with the capability of optimally adjuggiits output voltage, taking into consideration the
distribution of the voltage profile in the downstne dc network. If the ac/dc fails to regulate the
system voltages appropriately, the second stagetigated to enable DG units to share in the veltag

regulation process.

To that end, two power management multi-agentdatategies are proposed. The first strategy
is based on equal power curtailment, where all DiBsparticipating in the voltage violation problem
are subjected to equal curtailment ratios accordmgheir capacities. The curtailment ratio is
calculated via an average consensus-based algofithis strategy is classified as a non-cooperative
strategy and can be adopted for a set of DG umitsed by different entities within the same DCDS
[27], [28]. The second strategy is based on maximgipverall DG operation revenue. Here, the DG

units cooperate together to allocate the outputgpavembination that achieves the maximum net
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revenue for the DCDS, without violating the systasitage limits. This strategy can be adopted for a
set of DG units that are owned by the same erdity,, a local distribution company [22], [56]. The
problem is formulated mathematically as a conveingpation problem under global constraints, and

a DLPDS algorithm is proposed to solve it in a radfent environment [17].

The rest of the chapter is organized as followsdction 3.2, the estimation of the voltage peofil
due to changes in the injected DG power is adddefseDCDSs. Detailed model and mathematical
formulations regarding the first and second stageshe proposed voltage control scheme are
illustrated in sections 3.2 and 3.4, respectiv@ly.verify the effectiveness of the proposed multi-
agent technique, several case studies are proundgetction 3.5, and the main findings of this work

are discussed in section 3.6.

3.2 Voltage Profile Estimation in DCDS

The main objective of the DCDS is to enhance théopmance of dc loads while increasing the DG
penetration. Figure 3.1 shows a proposed struciufeture DCDS. As shown in the figure, an ac/dc
bidirectional converter is connected in the maifssation to interface the ac grid with the dc
distribution network. The ac/dc bidirectional cortee is the main device responsible for voltage
regulation in the downstream feeders. Nonethethssintegration of high DG penetrations in DCDS
can significantly change the system voltage prdditel interfere with the operation of the ac/dc
bidirectional converter due to: 1) many of the DG@Gitsl being characterized by high degree of
uncertainty, such as PV and wind; and 2) a largebar of small-sized DG units being required to be
controlled. Estimations of voltage profile changhse to changes in the injected power can be

analyzed based on the following discussion.

3.2.1 Voltage Profile Estimation in Radial DCDS

To avoid confusion, all of the following calculat® are considered on a per unit (p.u.) basis. Eigur
3.2 illustrates a typical diagram of a DCDS radiistribution feeder. Without the installation of DG
units, the direction of power flow is unidirectidnfilom the upstream ac network towards the
downstream dc network. However, when DG resourcedrstalled, a bidirectional power flow is
expected. As depicted in the figure, the injectibpowerAp,, at bus# n will reduce the power flow
through the bidirectional converter at the pointofdc coupling by the same amount of pomgg,

neglecting the change of system losses. Similénky branch power flow between any two upstream
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buses will be reduced with the same amoutpgf. On the other hand, there will be no change in the

branch power flow between the buses downstream fus#
Consider the initial voltage difference betweentbnsnd its upstream bus# n-1 pre-injectipy as

_ pn—l,n rn—l,n -
17(71—1)old - v(n)old - = Pn-1nTn-1n (3.1)
v(n—l)old

wherep,_; , is the power flowing between buses n-1 and n,rignd, is the resistance between the
two buses. The assumption provided in (3.1) is ptat®e, since the p.u. voltage at any of the system
buses is always-5% around the unity. In the light of the above obaéon, changes in the voltage

profile of a feeder after injectingip,, at bus#h can be given as:

Vin-1)new — V(m)new = (pn—l,n - Apn)rn—l,n (3.2)

Subtracting (3.2) from (3.1) gives:
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Vnynew — V(n)old = V(n-1)new — V(n-1)otd + APn Th-1n (3.3)
Similarly, changes in the voltage at bus n-1 caddréved as follows:
Vn-1)new — Y(n-1)old = Y(n-2)new — Y(n-2)old T APn "n—2n-1 (3.4)
Using a backward sweep, the same sequence of egsi@an be recursively obtained until reaching
the stiff bus named as bu8#as follows:
V(1)ynew — Y(1)old = V(0)new — V(0)old T APn 70,1 (3.5)
Taking into consideration that bus# 0 is the irteirig bus with the ac system (which is a stiff.[i.e
voltage-controlled] bus), (3.5) would be
Va)new — V(1)old = Apn 101 (3.6)
Applying (3.6) recursively in (3.3), yields
V(2ynew — V(2)old = APn To1 + APn 112 (3.7)
From (3.6) and (3.7), one can obtain the voltagaghk at any bus#in, as follows:
V(iynew — V(i)old = APnTo1 + APn 112 + APy 123 + -+ App 11 (3.8)
Thus, the change in a voltage magnitude at anyresst bus withAp, change at bus n can be

formulated in a compact form as

h=i

V(iynew = V(i)old + Ap, z Th—1,n (3.9)
h=1

On the other hand, the change in voltage magnitudiownstream buses will be the same as the
change in voltage magnitude of bus n, as no changewer flow occurred. Hence, the change in
voltage magnitude at any arbitrary bus i duéjpq at bus n in a dc radial distribution feeder can be

formulated as

Aviy = RinlApy (3.10)
where
min(i,n)
Rin= Y Taun (3.11)
h=1
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Figure 3.3: Meshed DCDS representation: (a) ing@aldition, and (b) incremental power flow

3.2.2 Voltage Profile Estimation in Meshed DCDS

In meshed dc networks, changes in the system lpagfile due to changes in power injection
cannot follow the aforementioned analysis, sineitfjected power flows to the slack bus through
different routes. Instead, all of the DCDS shoutd dtudied as a single system, shown in Figure

3.3(a), which can be mathematically represente@ @tate space model:

P=VQYV (3.12)

where
P=[po p1 - bn]T (3.13)
V=[vo v1 .. wN]|T (3.14)

Y is the bus admittance matrix of the syst@nis Hadamard product operator, i.e., a point-ta¥poi
matrix multiplication. In incremental form, the pewflow equation can be represented using the

Jacobin representation:
AP = J;. AV (3.15)

with:
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The terms of the Jacobian mat(ipg. = 2—5) are not constants and depend on the system vsltage

However, since the system voltage profile is keptiad unity, changes in the Jacobian matrix will be
negligible [10]. Considering a flat voltage profieround 1 p.u., the Jacobian matrix can be
approximated by the bus admittance matrix in palues, i.e.]J4. = Y. This result was implicitly
discussed in [35] and lines up with our previousuagption in (3.1). Since bus zero is a stiff bus in
the system, its voltage is constant disregardirygciiange in the injected power, iev ) = 0. The
first column and row vectors in (3.12) can therefbe eliminated by reconsidering the configuration
in Figure 3.3 (b):

AP'" =Y' AV’ (3.17)

with:
AP =[Ap; Ap, .. Apy]” (3.18)
AV' =[Av; Av, ... Avy]T (3.16)

whereY' is the reduced bus admittance matrix for the systeFigure 3.3 (b).Thus, the estimation of

voltage profile change due to changes in the iapepbwer can be inferred as
AV' =R AP’ (3.20)

whereR =Y’ 71 is the bus resistance matrix for the system. Imega, the admittance matrix for
distribution systems is sparse, so obtainigia its inversion is not recommended. Instead, Bh
matrix for DCDS can be directly formulated via tigpical methodology of the impedance matrix in
ACDS [57]. It is noteworthy that (3.20) is validsal for radial DCDS. However, the entries of the
matrix R will exactly match the ones obtained poagly in (3.10).
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3.3 First Stage of the Proposed Voltage Control Sch  eme

Appropriate decisions in control agents cannotalert without proper knowledge of the current state
of the network. Hence, real-time measurements amdrunication links must be provided for proper

state estimation and decision making. In this warldistributed multi-agent control schemes with
two-way communication is proposed to mitigate tlo#tage regulation challenges in DCDS. Three
categories of control agents with different functibties are considered in the proposed control
scheme: an ac/dc converter control agent, DG cloatents, and end-feeders control agents (for
radial systems only). The communication networdiisded into sub-networks, where each gathers a
group of DG units that have mutual power/voltageaf For example, a group of DG units may

share the same feeder in a radial system, or apgoduDG units may have a highly mutual

power/voltage effect (based on the decompositiarcept introduced in [27]) in meshed systems.
The proposed control scheme consists of two sei@liestages. In this section, the first stage of the

proposed control scheme is presented.

First, the end-feeders and DG control agents tp@&@operatively to estimate the voltage profile
along the feeder(s). The cooperation aims to peovlte ac/dc converter control agent with the
current state of the minimum and maximum voltagesach feeder, which is considered as adequate
knowledge for appropriate ac/dc converter decisi@mking. To that end, the end-feeder control agent
measures its own voltage and current and suppiesetvalues to its upstream DG control agent. The
DG control agents exchange information with othgighboring DG units regarding the DG voltages

and their contribution in the feeder global minimaatculation.

In order to estimate the global minimum of a derfeeder, the feeder is divided into a set of
segments, where two DG units bound each segmeah B& can estimate the minimum voltage of
the segment between itself and the downstream & don the two DG voltages and DG currents
flowing into the segment [33]. The DG comparesdakulated minimum voltage of the segment and
the received minimum voltage over all the downstresegments, and then it can update the global
minimum and send it to its upstream DG. The actduoserter control agent measures its local voltage
and receives different maximum and minimum voltagesits from the different feeders. It then
determines the global minimum and maximum voltageéhie system overall and takes corrective
action to regulate the system voltage, as follows:

Umax + vmin)

: (3.21)

Vo)new = V(0)ota T (vnom -
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Figure 3.4: Proposed communication network (graph).

wherev g)new, V(0)o1d are the new and old output voltages of the acttwerter, anp, x, Vinin are

the global maximum and minimum voltages over thsritiution network.

3.4 Second Stage of the Proposed Voltage Control Sc  heme

The distributed state estimation scheme describéakei previous section provides the ac/dc converter
with appropriate information to regulate the voéamn its own, without contributing actions from the
DG units. Yet, in some operating conditions, thelaconverter control agent might face the problem
of an infeasible solution (i.e., a problem in whtble difference between the actual system maximum
and minimum voltages exceeds the difference betweispecified system maximum and minimum
voltages). In such operating conditions, the achioverter control agent fails to regulate the \g#ta
properly and it thus has to work as initiator arddsa request message for all DG control agents to
activate the second stage of the proposed algari8inte DG units cause an over voltages in their
feeders, the participation of DG units will be thgh active power curtailment when stage two is
activated. The option of power curtailment seemsewery appealing, and hence it has the potential
to significantly increase the energy sourced froemewable generation, compared to keeping
conservative with throttling planning constrain9], [58]. In addition, curtailment can be simply
implemented for both dispatchable and non-dispéaleh@e., renewable) DG units via minor changes
in the DG converter control logic [28], [59]. Inishwork, it is assumed that all installed DG cohtro

units have active power curtailment functionality.

In this section, a distributed multi-agent voltagmtrol scheme is proposed for DG control agents
in order to assist the ac/dc converter control affethe latter cannot solely keep the voltage lat a
system buses within their specified limits. Detailshe proposed control scheme are explainedan th

following subsections.
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3.4.1 Problem Formulation

Under the smart-grid context, DG units will be aely sharing voltage control. Various strategies
incorporating DG active power control have beenppeed for ACDS [28], [30]. Nevertheless,
careful consideration should be given to the pigditon of DG units in the voltage regulation of
DCDS. In the following subsections, two multi-agechemes for power management are discussed
in order to maintain the system voltage within pleemissible limits in DCDS. The first scheme is the
equal power curtailment, which is realized via aerage consensus-based algorithm. The second
scheme is the maximum revenue, according to whieh @G units cooperatively allocate the
combination of their output power that results e tmaximum net revenue for the dc network
without violating the system voltage bounds. THgodathm is implemented through a distributed
Lagrangian primal-dual subgradient, which is ancefht algorithm for obtaining the global optimal

solution in a multi-agent framework for such a cexyproblem.

3.4.1.1 Equal Power Curtailment Scheme

In this section, a consensus-based algorithm ipgsed to enable different DG units to work under
the same curtailment ratio in the presence of gagel violation that cannot be mitigated using the
ac/dc converter control agent. In order to enabtthédG unit to locally estimate the curtailmentaat

of all units, two auxiliary variables have to beckanged between the DG units in the neighborhood

through a communication network presented in Fi@uel;, representing the average output power,
andTj, representing the average maximum power as estihiat DG j. The data propagation among

the DG agents can be detected by assuming thal ivéiues of the auxiliary variables, as follows:
;0] = p; (3.22a)
w;[0] = pj"** (3.22b)

wherep; is the DG output power in the current state pﬁ’ax is the DG capacity. Each DG then

updates itgj, ¥; based on the exchanged information with its neagifilG units as:

L[] = Z w/ 1[o] (3.23a)
ie{]\fj_}U{j}

wi[1] = Z w/ wi[o] (3.23b)



In order to the illustrate the changelgf ¥; through several iterations, vectdrsand¥ are defined

to aggregate all DG units in a strong connecteglgessumed as illustrated in section 2.3.2:
r(1] = [A[1] RI1] ... Tyg[1]" (3.24a)
Y[1] = [¥,[1] P, [1] ... ngl1]]" (3.24b)
Thus, (18) can be rewritten in a compact form as:
r[1] = wrlo] (3.25a)
Y[1] = W ¥[0] (3.25b)

After k iterations, I'[k], W¥[k] can be represented in terms of the initial vectbf8], ¥[0],

respectively, as
'kl = wk r[o] (3.26a)
Y[k] = Wk ¢[0] (3.26b)
From section 2.3.2 , we could recall that,_., W¥* converges to a rank-one deterministic matrix
(Nig e), whereN, is the number of operating DG units ands anN, X N, matrix with all elements

being ones, thusimy_ '[k] andlimy_. ¥[k] converges to the average DG output power and

capacity, respectively. Let us defingas a function of;, ¥;, as follows:

If the number of iterations k is very large, thédwing relation can be inferred

> p;
lim Ajlk] = —=——pmex (3.28)
k—oo Zijlpimax

Hence, A; represents the locally estimated DG output powfethe DG j to match an overall

curtailment ratio with the other DG units. In orderconsider the equal curtailment sharing and the
system voltage limits, the following algorithm cdube adopted by each DG agent at arbitrary

iteration k:
1. Starting with the auxiliary variables as state3r22).

2. Updating the auxiliary variables:
34



il = 3 W hlk (3.31)

lE{Nj_}U{]}
wik= > W wik (3.32)
ie{n;Ju)

3. Calculating the estimated output power to satiséye¢qual curtailment condition:

/1 _ I—]'[k] max
ilk] = m P} (3.33)

4. Updating the DG output power, as follows:

1

pilk +1] = A;[k] +
] ] Ng Rn,j

(Vg = vplk]) (3.34)

wherevpr* is the upper limit of permissible voltage level,[k] is the highest DG voltage within a
sub-networkR, ; is the sensitivity constant that relates the ceangdG power at bus j with change
of voltages at bus n, as discussed in (3.10), }3&€cording to (3.34), each DG modifies its output

power based on two main terms. The first t€nik] ) is to keep all DG units operating under the

same curtailment ratio, whereas the second tg#%f (Vr%arx - vn[k]), is an excitation term by
g 'n)j

which the DG units update their output powers tontaén the DG voltages not violatingiaX. The

iterative application of the aforementioned seqeene., (3.31)-(3.34), results in an equilibriumirg
defined byA; = p; and v, = vpd*. Thus, all DG units will keep operating at the sacartailment

ratio without any voltage violation.

3.4.1.2 Maximizing Revenue Scheme

In this strategy, a group of DG units within a swddwork cooperates together in order to determine
their optimal powers for achieving maximum revemithout violating the voltage limits at any of
the DG buses. The net revend®'{") of a DG j can be defined in terms of the reveflipand the

operating cost (OC), as follows:

N7 (p;) = N;(p;) — 0Ci(p)) (3.35)

Thus, the optimization problem can be formulated as
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max ) NR;(p;) (3.36)

JEG
subjected to:
p]min <p; < pI'™ VjEG (3.37)
vpt < v < pax VjEG (3.38)

Since the functionality of the ac/dc converteraskeéep the maximum and minimum voltages of the
system even around the reference value, it willsbfficient to check that the DG voltages (the
maximum voltage points) are not exceeding the mawirtimit. Further, the change in DG voltage is

a function in the DG output power, and thus (3@&8) be replaced with:

2 R; i Ap; < vper™ — v VjEG (3.39)

ieG
In general, theit™®* of DG operation can be simplified into quadratinddinear equations for
dispatchable and renewable DG units, respectivgéf}y. [The aforementioned maximization problem,
defined by (3.35)-(3.39), consists of a quadratlgective function with negative quadratic
coefficients and affine inequalities; it can bessified as a convex optimization problem [61]. This
convex problem is, in the present work, convertéd & standard distributed multi-agent optimization
problem using a DLPDS algorithm [17]. Each DG wmiit be responsible for solving its optimization
problem in order to maximize its revenue, basedt®rprivate and global constraints defined in
(3.37), (3.39), respectively. According to DLPDBe tDG Lagrangian function will include the DG

objective and the global constraints only, as feio
T
L;(P,2) = —NR;(p)) + ¥  g(P)) (3.40)

where 1 is a vector of a Lagrangian multiplier, aig{P) is a vector corresponding to the global
constraints as stated in (3.39). In order to ohtfaénglobal optimal solution, the following algdmih
could be adopted by each DG agent at arbitrargtiter k. First, each DG agent exchanges the primal
and dual variable®(p) with its neighborst

vi (k) = Z W/ Pi(k) (3.41)

te{v o)
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o= > Wik

(3.42)
tefy o)
Then, the gradient of the change in primal and daahbles can be calculated as
: aL;(P,v})
jey = 2\ Y (3.43)
Dp (k) oP
: oL;(v},2)
J() = L\ P (3.44)
D; (k) £
Finally, each DG agent updates its primal and gashmeters, as follows:
P;(k + 1) = Prop [v) (k) — 3(k)D} (k)] (3.45)
Ak + 1) = Proy [v] (k) + 3(k)D] (k)] (3.46)

whereProp, Pro, are the projection operators of the DG output pevemd Lagrangian multipliers,

respectivelyd (k) is a diminishing step-size that satisfig&) > 0 for any stegk, Y2, 8(k) = +oo

| =

and Y2, 8(k)? < +o. In order to meet this condition, the step-siza ba assigned a®(k) = .

[62]. In (3.45), each DG agent projects the outpluthe optimization iteration onto its private
constraints of the power generation limits (3.3¥hjch is not considered in the agent Lagriangian
function (3.40). Similarly in (3.46), the DG agemi®ject the dual parameters onto the nonnegative

real numbers, i.ed) > 0, which is the default domain of the dual paranseter

The overall exchange of data is demonstrated gurEi 3.5 that presents DG2 placed with two
other DG units (DG1 upstream and DG3 downstreamhp igingle feeder. As depicted, DG2
exchanges the voltage values of the DG buses wWwihother DG units. DG2 also receives the
upstream current at DG3 in order to estimate tleallminimum voltage value between DG2 and
DG3. Thus, DG2 compares the estimated local mininwith the received downstream global
minimum and updates the latter if required. In &ddj different DG units would have to exchange
the auxiliary variables, i.e.I'(W¥) or (P, A), required to carry out the DG power managementrob

schemes if necessary.
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Figure 3.5: The data flow between DG2 and its nadgh for different control strategies: (a) the dqua

curtailment, and (b) the maximizing revenue

3.5 Simulation Results

The proposed multi-agent control schemes have lreptemented in a MATLAB environment.

Several simulation studies for different DCDS tampes have been carried out and tested to
demonstrate the effectiveness of the proposed @msithemes. A study period of 24 hours has been
selected to test the continuous response of thigoged control scheme; the data for loads, PV and

wind power profiles are provided in [12], [63] aifidstrated in Appendix A.

3.5.1 Radial Test Network

The proposed control scheme is tested on the fiedter low voltage dc test system shown in Figure
3.6, [64], [65]. The data for the test system anglar to those of the ac system presented in [25],
illustrated in Appendix AError! Not a valid bookmark self-r eference. demonstrates the data of the

generation and load in the test system. The sybt#se voltage and power are 400V and 400KW,
respectively. The revenue obtained due to the @iparaf each DG unit is calculated based on the

DG type and its output power according to the nktfoprice schedule applied in Ontario, Canada
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Figure 3.6: Four feeders test system

Table 3.1: DG data for case study 1

Generation profile Load profile
Feeder # ) _ Total Peak
Location Type Rating [p.u.] Type
[p.u.]

1 4.8 wind, wind 0.2,0.05 Com. 0.4

2 3,6,9 PV, DU* DU 0.2,0.1,0.1 Res. 0.5

3 3,6 DU, Wind 0.2,0.1 Com. 0.3

4 5,8 PV, Wind 0.05,0.05 Res. 0.45

[66], while the operation cost of dispatchable siidUs) is calculated using the following quadratic
function [60]:

0C;(p;) = 8.7657 + 0.0656 p; + 0.0004 p;? (3.47)

Since the system consists of four feeders, thenuamtation layout is divided into four different
sub-networks (i.e., each feeder is representedsab-aetwork). In order to fulfill the communicatio
network requirements, (2.1) is adopted to create ddjacency matrix. Consider feeder#2, for
instance, in which there are three DG units repitasg three verticesV = {V;,V,,V;}. The set of
directed edges in that graph ds= {(V;,V,), (V,, V1), V5, V3), (V3,V,)}, in which the agents are
connected with the adjacency matrix, defined as:

2/3 1/3 0 ]

W = [1/3 1/3 1/3
0 1/3 2/3

(3.48)
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Figure 3.7: The system voltage profile accordingifterent control schemes in the radial test syste

0.9 7 — DG power available

=== Maximum revenue scheme
Equal sharing Scheme
Decentralized Scheme

Power [p.u]

0.2 ; , , : , \
Time [hours]
Figure 3.8: Total DG output power according toaliéint control schemes in the radial test system

Four different types of control structures haverbapplied to illustrate the effectiveness of the
proposed approach. In the first control structthie,ac/dc converter output voltage is set localla t
fixed value in all operating conditions. In the @ed control scheme, the ac/dc converter output
voltage is controlled according to the first sta¢he proposed control scheme. It is assumeddn t
first and second control structures, that activevgrocurtailment is not allowed. The third control

structure is the same as the second control steychwt the second stage of the proposed control
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schemes (i.e., the proposed active power curtalinstnategies) are activated when needed. A
decentralized (local) control is applied in the ribucontrol structure for both the ac/dc converter
output voltage and active power curtailment simétausly. In this type of control, the output voliag

of the ac/dc converter is kept fixed, similar te tfirst control structure, and the DG units react
according to the local voltage measurement. Basethis, the DG units have to curtail the output
power until the local voltage equals the maximummpssible limit. Such a control scheme has been

previously proposed for single-feeder ac distrimutnetworks [28] and for small-scale DCDS [31].

Figure 3.7 shows the system minimum and maximultage for the period under study when the
four control structures are applied. As shown mfigure, when the ac/dc converter output voltage i
fixed and without any control over the DG outputweo, the system voltage constraints are
frequently violated with high deviation in the st voltage beyond the permissible limits. The
maximum and minimum system voltages approached a8 0.9 p.u., respectively. By the
application of the first stage only of the proposemtrol scheme, appropriate control of the ac/dc
output voltage drives the system voltage extrememaximum and minimum values — to a
symmetrical state of operation around the unitytag#. Therefore, it has a significant effect on
reducing the fluctuation of the voltage profile ate deviation in the system voltage beyond the
permissible limits (maximum recorded voltage is6b.®.u., while the minimum recorded voltage is
0.935 p.u.). Figure 3.7 also show that the propgs®der management strategies restrict the system
voltage to its permissible limits throughout they dae., the maximum voltage is restricted to 1.05
p.u. and the minimum voltage to 0.95 p.u.). Thisurs simultaneously due to the even voltage
profile obtained by the first control stage. Itnigteworthy that both equal curtailment and maximum
revenue control schemes will result in the saméagel profile for the system around the day, since
both strategies adopt the same first stage of gelteontrol via the ac/dc converter in normal
conditions. In the presence of voltage violatioothbstrategies deal with the voltage limits as ligd
constraints, i.e., the system maximum and minimoitages will be confined at the maximum and
minimum permissible limits, respectively. Furthas, shown in the figure, decentralized active power
curtailment is also capable of maintaining the agdt profile within the specified limits. The
symmetry in the voltage profile is absent in thegittol scheme, as there is no control over thecac/d

converter.

The aforementioned discussion showed that both pgteposed control schemes and the

decentralized control structure are capable of taaiimg the system voltages within their permigsibl
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level. However, the maximum power injected, whicticates the welfare and investors’ satisfaction
, is another essential aspect that needs furthvesiigation for each scheme. Figure 3.8 shows the
total output power of the DG units when the deadizied, equal curtailment, and maximum revenue
control schemes are applied. As depicted in thardigthe total output power of the DG units is the
lowest in the case of the decentralized approagé,td the output voltage inflexibility of the ac/dc
converter. Both equal curtailment and maximum rereehave significantly higher capabilities to
harvest more DG output power, with the differentthe injected DG power approaching 0.45 p.u. at
4:45 AM. The variances in the output power of tlve proposed algorithms stem from their different
objectives. In order to investigate this point, siystem profile at 10:20 AM is studied as an exampl
At this instant, buses 6 and 9 at feeder #2 undekgwvoltage and bus 9 at feeder#4 undergoes
undervoltage, without controlling the DG output s
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Figure 3.9: Four feeders test system Performanteecéqual curtailment algorithm on radial systéa):DG

output power; and (b) DG voltage
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Figure 3.10: Four feeders test system Performahtteeanaximum revenue algorithm on radial systeah: (

DG output power, and (b) DG voltage

Figure 3.9 and 3.10 illustrate DG output (power awdttage) during the activation of the equal
curtailment and maximum revenue control schemespeatively. The equal curtailment algorithm
successfully regulates the system voltage and aehithe equal curtailment ratio among the DG
units, regardless of their types and locations iwitt8 iterations. Similarly, the maximum revenue
scheme confines the maximum voltage at the maximpermissible value (1.05 V) and achieves the
global maximum revenue of the DG units within Jéfations. In order to verify this claim, the output
of the algorithm is compared with the solution offd by the general algebraic modeling
system (GAMS®) software, as illustrated in Tabl.3ln the maximum revenue scheme, the
dispatchable unit installed at bus 9 is subjectedigher power curtailment compared to the lower
stream one because it is more sensitive to themamrivoltage nodes. In addition, since the PV unit

is installed at a lower stream in the feeder argltigher revenue, it is not subjected to curtailimen
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Table 3.2: Validation Results for Maximum Revenugokithm

Output DLPDS GAMS
DG at bus 3 (p.u.) 0.1689 0.1689
DG at bus 6 (p.u.) 0.0649 0.0643
DG at bus 9 (p.u.) 0.0487 0.0495
Total revenue ($/hr) 45.872 45,911

AC system

@_z:

Figure 3.11: Meshed test system
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Figure3.12: The system voltage profile according to differeantrol schemes in the meshed test sy:

3.5.2 Meshed Test Network

In order to test the proposed algorithms in mestetdiorks, the 18-bus meshed DCDS illustrated in

Figure 3.11 is considered in this study. The sydtading is assumed residential, with a total logdi

of 0.9 p.u. For simplicity, the load distributiaséonsidered uniform [25], [28]. Two dispatchabl@ D
44



1.4 4

DG power available

= =+ Maximum revenue scheme
== Equal sharing Scheme
1.2 =-+=Decentralized Scheme

Power [p.u.]

0.4

Time [hours]

Figure 3.13: The total DG output power accordingdifterent control schemes in the meshed test syste

units sized 0.2 and 0.4 p.u. are installed at b@sasd 11, respectively. As well, two PV units dize
0.4 and 0.2 p.u. are installed at buses 7 ande$sgpectively.

Similarly, the aforementioned four types of cohschemes are applied in the test system. Figure
3.12 presents the minimum and maximum of the systeltage over 24 hours for the different
control schemes. As shown in the figure, when ttidcaconverter output voltage is fixed and the
active power curtailment is not allowed, the systmaximum voltage undergoes high values
(approaching 1.11 p.u.) beyond the permissible upipeit. When the ac/dc output voltage is
controlled using the first stage of the proposegbrihm, the system maximum and minimum
voltages appear in a symmetrical shape arounddhenal system voltage (i.e., unity). The system
voltage, however, still violates the permissiblmits almost around noon. The implementation of
either the proposed control strategies or the desleaed control scheme restricts the system veltag
to its permissible limits all over the day. Onlethroposed control schemes illustrate the coincielen
of the maximum and minimum voltages at the same timorder to enable higher injection of the DG
power. This is depicted in Figure 3.13, which pnésehe total power injection of the DG units under
different control schemes — namely, decentralisgghial curtailment, and maximum revenue. Both
proposed control algorithms outperform the decdintd approach in terms of the total power
injection of the DG units. The figure shows thatthis case, the maximum revenue has a higher

capability in injecting DG power than the equaltailment scheme study.
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Figure 3.14: Performance of the equal curtailmégdrithm on meshed test system: (a) DG output ppwer

and (b) system voltage

In order to illustrate the performance of the eéquetailment and maximum revenue algorithms,
the system states are observed at 12:10 PM. Inirtkiant, the PV output=100% and the loading
ratio=40%. This will lead to violations in the vaffe constraints, as demonstrated previously in
Figure 3.12. The activation of the equal curtailtreemd the maximum revenue schemes is illustrated
in Figure 3.14 and 3.15, respectively. Both aldonis successfully regulate the system voltage and
achieve the control objectives within 12 and 2(stéor the equal curtailment and the maximum
revenue schemes, respectively. Unlike the equahitment scheme, a higher curtailment ratio is
applied at the dispatchable DG unit at node 1lerathan the application of the same curtailment
ratio over all DG units. Since the aforementiongd Bas higher sensitivity to the maximum voltage

at nodes 7 and 11. At the same time, the dispaeHaB unit presents less net revenue compared
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3.6 Discussion
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Figure 3.15: Performance of the maximum revenuerdlgn on meshed test system: (a) DG output power,

and (b) system voltage

with the PV installed at node 7. In addition, tledtage at node 11 is more sensitive to the chamge i

the output power of the dispatchable unit instalédhe same bus, compared to the one installed at

This chapter has proposed a distributed multi-agentrol scheme to mitigate the problem of voltage
regulation in future dc distribution systems. Thegmsed scheme consists of two main stages. In the
first stage, a distributed state estimation al@amiis implemented to provide the ac/dc convertén wi
the required information for the voltage profiletire downstream dc network to make an appropriate
decision. The second stage is a complementary stefidated when the ac/dc converter fails to

individually provide appropriate voltage regulatiofwo control strategies have been developed in
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this work to determine the contribution of the eifnt DG units in mitigating the problem of voltage
regulation in the second stage. Several case stddievarious topologies of dc networks were
performed to test the effectiveness, robustnessandergence characteristics of the proposed multi-
agent control scheme. The simulation results detratesl that the control scheme proposed has
appropriate convergence characteristics and arneiegff in mitigating the problem of voltage
regulation in dc distribution networks.
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Chapter 4
Multi-Agent Supervisory Control for Power Managemen tin DC

Microgrids

4.1 Introduction

In chapter 3, different distributed power managetsamemes were proposed to manage the DG
output power in dc microgrids operating in conndgt®de. Although the DG units could inject their
maximum output power, since the main grid manimdaany difference between the microgrid
generation and load, the high penetration of DGuUs®s may deteriorate the system voltage profile
due to its coupling with DG active powers. In iglad mode of operation, DG units are the main
source of electrical power, since there in no nsainstain, and thus play more vital role within tlee
microgrid. In addition to supplying the system IsadG units are responsible for forming the
network voltage. Therefore, an adequate power managt scheme should be implemented for DG

units in order to efficiently meet the load demandiile maintaining an appropriate voltage profile.

In general, output DG power and voltage could lBaded through equal power sharing
algorithms which suit isolated microgrids dominabgdrenewable sources [34], [36], [67]. The main
advantages of this approach are increasing life DG inverters, system adequacy and security.
Based on the V/I droop characteristics, differei@ Dnits can operate to achieve power sharing.
However, the presence of high resistance in thearktlinks degrades sharing accuracy. Increasing
the DG droop gain is one solution that overcomeé $ugh resistance, yet it affects system stability
margins and leads to high voltage deviations [[&]. On the other hand, economic performance is
another important aspect of a successful isolatiedogrid dominated by dispatchable nonrenewable
sources. In that context, economic dispatch algmst should be applied to optimize the total

operating cost of DG units with different runningsts and capacities [69], [70].

In this chapter, hierarchy control for dc micralgriis proposed to provide cooperative objectives
within an isolated dc microgrid. The primary DG tratier is the common V/I droop, which operates
as an initial step toward maintaining a balancevbeh the generation and loads. The proposed

supervisory control is based on multi-agent alpong that adapt the DG no-load voltage setting for
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the achievement of either precise power sharingavieroposed distributed equal power sharing
(DEPS) algorithm or economic dispatch via a progogistributed equal incremental cost (DEIC)

algorithm. Both algorithms rely on average conseramong agents and offer the further benefit of
the potential to restore the system voltage todtminal setting.

The remainder of the chapter is organized as faldection 4.2 provides a brief overview of the dc
microgrid control hierarchy. In section 4.3, steatigte analysis and the stability of the superyisor

control algorithms are addressed. Details of ttup@sed supervisory control algorithms (DEPS and
DEIC) are explained in section 4.4. Section 4.5cdess the verification of the effectiveness of the
proposed algorithms through real-time case studwulsitions, and section 4.6 presents the

conclusions.
4.2 Control Hierarchy Overview

4.2.1 Primary Control

The primary DG controller is based on current draoptrol, as shown in Figure 4.1. The main
advantage of this scheme is the ability to enhaunceent sharing without communication. The droop
characteristic can be expressed as

v=v'—ri (4.1)

wherev*,v,i, andr are the DG no-load voltage setting, DG outputagst and current, and droop

gain, respectively. It is noteworthy that the I-kbdp characteristic is employed under the assumptio
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Figure 4.1: V/I droop control
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of constant dc voltage node which is the inputhefinterfacing converter [71], [72]. This assumptio
can be realized through: 1) renewable DGs accoragdawith energy storage units (Lead-Acid,
Sodium, Zinc, Lithium-lon, or Flow Battery), as asgd in [36]; and 2) dispatachable DGs. In the
absence of system resistance, perfect sharing eaguéranteed. However, this is not the case in
practical dc microgrids, in which feeder resistamceaelatively high. The choice of different DG
droop gains can compromise both perfect currentrghand system voltage regulation. Additional
analyses of the choice of droop gainfor improving either sharing or the voltage prefiare
presented in [26], [34].

4.2.2 Supervisory Controller

The objectives of distributed supervisory controé & achieve precise equal power sharing (or
economic dispatch) and to adjust the DG voltageslte¥or a variety of loading conditions by
updating the no-load voltage of each DG. Withowslof generality, equal power sharing can be
considered for equally rated DG units. For a systeat includesV buses, the firsi, buses are
assumed to be equipped with DG units, and the réntabuses, frow, + 1 to N, are assigned for

the system loads. The supervisory control shouidfgahe power flow equations defined as

([ p=v) Ve ¥ 1=j<N,

kes (4.2)
pj=vj2Yj’kvk V. Ng+1<j<N
\ =
mean (171 + -+ ng) = pnom (4.3)

wherep;, v; are the power and voltage at husespectivelyy is the bus admittance matrig;is a set

of all the system buses; an8d°™ is the nominal system voltage.

In (4.2), all DG power values are setmam order to represent equal sharing. It shoulchdted
that the set of equations defined by (4.2) canmovige a unique solution due to the presence of
N + 1 unknowns, i.e.pq,v,, ..., vy andp, andN equations. In other words, DG power sharing can
take place at different DG voltage levels. Thus3)4s introduced in order to provide a unique

solution and to regulate the system voltage.
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4.3 Steady-State Analyses

The following analyses relate the required changié DG no-load voltage with the desired change
in the DG output voltages and currents that achilkeesupervisory control objectives. In additidre t
stability of the supervisory control loop is invigstted.
4.3.1 Droop Adjustment
The interaction between the DG output voltagesamrents can be given by
V' =V, +RI, (4.4)
I=YV (4.5)

where V*,V,, and I, are vectors of the DG no-load voltages, outputtagss, and currents,
respectivelyR is a diagonaN, x N, matrix with elemenR(j,j) = r; (DG]j droop gain); and andV

are vectors of the system currents and voltagd#fatent buses, respectively.

This interaction can be represented in the follmaincremental form as a means of examining the

system sensitivity:
AV* = AV, + R Al (4.6)
Al = YAV 4.7)
Eq. (4.7) can be written with partitioning systeusbs into DG buses and load buses as

- (i % (%

Al Yig Yll] AV, (4.8)

whereV;,I; are the vectors of load voltages and currentpeasely. Assuming no change in the
load currents, i.eAl; = 0, (4.8) can be rewritten as follows:
4 (4.9)
with

S=Yy —Ya¥u ' Yy (4.10)

whereS is a singular matrix of rank, — 1, since}.; Al; = 0, which makes the set of equations in

(4.9) dependent. Hencdl, cannot be formulated as a function &f;,. To convert (4.9) to an
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independent set of equations, the average systétaggoconstraint, as defined by (4.3), should be

incorporated into (4.9):
Al S
g| —
[ 0 ] = [1Ngr] AV, (4.11)

where 1, is a column vector of lengtN, with all elements being ones. The objective of thi
constraint is to maintain a constant DG averagtagel upon the reshaping of the DG output currents.
The augmented matrix in (4.10) consistsVpf+ 1 equations with one dependent equation, which can
be eliminated by multiplying the average voltagestmint by a constamt; and adding the resultant

row toit" row of S, which then becomes

Aly = Sq AV, (4.11)
Sa=S+& (4.12)
with
X= (1yg[1 o -+ ay])T

where S; is an Ny X Ny non-singular matrix. The ideal case fgy is to be a diagonal matrix,
resulting in decoupled agents. However, this cafmotealized in real networks. The off-diagonal

elements of; can be minimized, via;, to reduce the DG coupling, as given by
min Y (S, j)+;)’ (4.13)
' JE
The solution of this minimization problem resulis i

o —2=S@)) _ SGD
' Ng—1 Ng—1

(4.14)

In the final step, th&V ™ required for adjusting the DG output currentsAlbyq without changing the
average system voltage can be derived by substit(4i.11) in (4.6):

AV* = (Sq~" + R)AL (4.15)

It can be inferred from (4.15) that for a smallgstem resistance (or relatively high droop gains),
the updating of the DG no-load valug* is governed by the droop characteristic rathen thathe

system resistance values.
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To restore the average system voltageAly®?, each DG no-load voltagg" must be changed by
the same value oAv™@?. ObtainingAV* as a function ofAv™¢? by substituting (4.9) in (4.6)

demonstrates the validity of this statement:
AV*=(E+RS)AV; =(E+R S)lNg AvTed (4.16)

wherek is the identity matrix of siz&/, anleg Av™¢ is the required change in DG output voltages

AV,. By definition,S is a symmetric matrix, with
Y sap=0 vis N,
Jj

Hence, (4.16) can be simplified as
AV* = 1y, AvTe (4.17)
TheAV™ required for adjusting the DG output voltages and curreats then be formulated as
AV* = (SgH+ R) ALY + 1y, AvTed (4.18)

Since each DG takes action localy/* should be updated based on the diagonal elemésis b,
as follows:

AV* =68 Al + 1y, AvTe (4.19)
whereS; = diag(Sd_l) + R, and @ is a design parameter. This relation is iterayivatilized for
implementing the proposed distributed power managgralgorithms, as explained in section 2.3.
4.3.2 Stability of the Supervisor Control Loop

To address the stability of tracking any specifiG Durrent reference, (4.19) can be restated for a

supervisory control cycleif, as

* _ ref nom 1 T
av*(h) = 05; (157 = Iy(h = 1)) + 1y, | v"o™ - N_gl’“y V,(h — 1) (4.20)
where Igef is a vector of the DG reference currents that @@ units track to fulfil the control

objective. Based on (4.16), the change in the Difages from iterationi — 1) to iteration k) after

implementingAV*(h) can be represented as
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Vy(h) =Vy;(h—1) = (E+R S)~'Av*(h) (4.21)
Substituting from (4.9) and (4.20) into (4.21) aedrranging the terms of the equation yields
Vyg(h) =AVy(h—1) + B I + Cvmom (4.22)

with

1
A=E—(E+R 5)-1<95,5+—e>
Ng

B=6(E+R S)71S;
C=(E+R S)‘llNg
wheree is aN,; X Ny matrix with all elements equal to one.

Eq. (4.22) represents a multi-input multi-outpgdiO) digital system. A condition necessary for
ensuring the stability of the supervisory MIMO symstis that all eigenvalues of the mati&) be
inside the unit circle. To fulfill this conditio®, can be chosen such that

2 Re{cj}>

2
0j

O<O<Oc=m_in<
]

where g; is the j™* nonzero eigenvalue of the matXE + R S)~'S;S). In general, dc loads in
distribution systems can be modelled as constaigtamce, constant current, constant power loads
(CPL), or any mix of these three types [73]. Thepmsed algorithms neglect the changes in the load
currentsAi; with respect to the changes in the DG currégsunder the same change in the system
voltageAv, as given by (4.9). The current disturbance, Ag., is around 5% oAi, under the same
changeAv, as illustrated in Appendix B. This assumption digmt limit the application of the
proposed algorithms in case of CPL and constanstaese loads; since the proposed algorithms
implement integral actions, governed by (4.20) &hdl), that are always triggered until achieving

the control objectives while rejecting the currdisturbances.

4.4 Proposed Multi-agent Supervisory Control Algori thms

The proposed supervisory algorithms have been ettfirased on a distributed control approach: DG
units are considered as control agents that exeherigrmation iteratively. As illustrated in Figure

4.2, the proposed multi-agent supervisory algoridumsists of three stages: I) DG data exchange, Il)
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Exchange data with neighboring nodes

i () oy () et (2% o

Stage |

|
|
|
|
Stage Il | v
|
|
|

AT
Update V" using (19)
¢_ _________ ]
Stage lll Wait ATpe

Figure 4.2: Supervisory control cycle

DG no-load voltage update, and IIl) waiting for D& voltage settlement. In first stage, the progdose
supervisory control relies on average consensuxitiqs, as stated in section 2.3, wherein all DG
units share the average values they have estinfatea specific variable. Accordingly, each DG
could locally adapt its no-load voltagé in order to achieve either equal power sharinghéaDEPS
algorithm or economic dispatch via DEIC. These peaver management algorithms are described in
details hereunder. Finally, DG units must halt dowaiting timeAT,; that is essential for reaching
steady state operating points, thereby avoiding éathange during transients, which may lead to
inappropriate decisiond\Ty; should be greater than the settling time of the @i&ary control,

which can be calculated based on DG transfer fonehalyses.

4.4.1 Proposed DEPS Algorithm

To operate in an equal power sharing mode, eadht agest share a set of variable§, and¥ with

its neighbors. The initial value of each paramet@efined as follows:

Hy [0] = DPu
L,[0] = pi, (4.23)
Y [O] =y

wherep,,, p;,, andy,, are the output and rated powers, and the volth&g, respectively.

These initial values are shared between neighbaaigents and then updated based on (2.2) as

illustrated earlier in section 2.3.2. The DG regdipowemp,,*? can be estimated as
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ny [k Z
Pt = lim F”[[k]] r,[0] = —Z;,;lpt (4.24)
—00 T
u Zt—l pt
and the average system voltagé&s can also be estimated as
N,
DI
SYS = [j = =t=1 ° 4.25
v ’gggo Y, k] N, ( )

The changes in the DG output current and voltageired for an effective solution of (4.24) and for

restoring the average system voltage can be cédcuiy

piret = AP (4.26)
u v, + AvTed
ApTed = pnom _ 1,sys (4.27)

req req _

whereAp, ™ =p, Du-

The last step in implementing these changes 4ig%! and Av™®4,. to update the DG no-load

voltages by substituting into (4.19).

It is noteworthy that the purpose of (4.27) isrimimize the sum of squared voltage deviations
around the nominal value, i.eming,req Y, (v, + v"¢% — v™"™)2 which is the typical voltage
regulation objective in ac distribution network$]2In order to consider the system upper and lower
voltage bound$vz§’g"rn, vper ), additional variablesy™", ™) should be defined at each agent to
represent the global upper and lower voltages efystem. Initially each agent could estimate those
variables based on its measurement and then upttedvalues during the data exchange with its
neighbors as discussed in [33]. Finaly;™? that considers the system upper and lower voltage

limits can be given as

v;réc;x — pMAX [f PUDP 0T _ 1,SYS > v;réc;x
req — i in .
AvTed = Ugélrn — pmin lf plow 4 pnom _ 4,sys U}grgﬂn (4_28)

pnom — Sys otherwise

On the other hand, the proposed algorithm is lflexii.e., can regulate the system voltage at its
lower, nominal, and upper voltage levels accordinthe operator preference. For instanc€™ in
(4.27) can be replaced by thvgg"r" or vper* to regulate the system voltage at its lower orempp

bounds, respectively. When regulating the systeitage at the upper voltage bound, the system
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losses and operational cost will be slightly deseeila However, this approach will reduce the system
security because the system may violate the stdndpper voltage bound with a sudden load
reduction. Therefore, it may lead to faster equipireging due to the higher electrical stress [74].

Such approach is avoided in the presented work.

4.4.2 Proposed DEIC Algorithm

The typical economic dispatch problem can be dedfase
min 2 0C, (P) (4.29a)
UueG

subject to the following:

A generation and loading equality constraint:
z Pu = 2 Pa + Pioss (4.29Db)
UEG deL

A DG minimum and maximum output power constraint:
P < py S pIF VuEG (4.29¢)

where G and L are the sets of DG and load buses, respectivaly, p™", andp™®* are DG,
operating cost, aniiG, minimum and maximum power limits, respectivahy, . is the total system

losses.

The DG operating costs are assumed to be quadaatics the common practice reported in the

literature. The incremental cost thus becomeseatifunction:
OCu(pu) =aq,+ buPu + ¢y Pu2 (4'30)
Ay=Dby, +2c, B, (4.31)

wherel,, is the incremental cost f@G,,. It is noteworthy that when system losses arauged in the
economic dispatch, the formulation turns into aalgically intractable problem even with simplified
representation for the generator cost functionsg[T8$]. Without considering the system loss,
problem (4.29) would be a well-known economic dishgroblem [77]. Since it becomes a quadratic

convex problem, it has a unique optimal soluticat gatisfies the following relation:
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hy = 2" if " <py <P
Lz if py = piin (4.32)
Ay s A if Py =i

where 1" is the optimal incremental cost for DG units tha not operating at their limit.

On the other hand, the implementation of droop attaristics implies that all DG units share the
total system load and losses so that (4.29b) iayswatisfied. The power limit constraint, as dadin

by (4.29c), is also guaranteed by the DG currentrob Eq. (4.32) can be interpreted as a sufficien
condition for a group of DG units to operate withtimal operating costs. In other words, by

obtaining the average incremental cdsg},() of all of the DG units that are not working at thenit,

each DG can change its output power so that itadpemat an incremental cost clos@ fg,.

As with DEPS, DEIC must produce an average comnseofa set of variablgs I''andW, which
are defined initially as follows:

_ (M if uE€Epp 433
#a[0] {0 otherwise (4.333)
1 if uE€Epp
= 4.33b
ful0] {0 otherwise ( )
¥,[0] = v, (4.33¢c)

wherep is a set of DG units that operate within their powmits; i.e.,DG, € p if pmin <

pu < p®*. The above initiak, I', and ¥ values are updated based on (2.2). After suffidgterations,
the average incremental cost can be obtained:

(4.34)

The average system voltageg”s can be estimated using (4.25), as in the propd3EBS
algorithm. Based on (4.34), each agent can deterthi@ appropriate change in its output power so
that it approaches the desikd, as follows:

req _ (avg = Au)

Apy (4.35)

2 Cm ax

wherec,,,, IS @a common constant for all DG units that sassfi
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Ng
— 1Cmax 2 Cl: C1J "'ICNg (436)

Ny

This condition guarantees that all DG units congdargan optimal solution. The proof of this clasn i
provided in Appendix C. In the work presented iis twork, c,,4, 1S chosen to be the largest DG
quadratic coefficient of all of th@C functions. The changes in DG output currents aoithges
required for guaranteeing equal incremental cograipn and for restoring the average system
voltage can then be determined using (4.26) an@i7{4.These changes can be realized through

appropriate adjustments to all DG no-load voltagssg (4.19).
4.5 Real-Time Simulations

4.5.1 Load Variation

Real-time simulations were performed in order tondestrate the effectiveness of the proposed
consensus algorithms. A dc microgrid was modeled ain RT-LAB® simulator using a

SimPowerSystems® blockset and an ARTEMIS® plugromt OPAL-RT. The RT-LAB simulator

provides parallel computation that permits theritigtion of large and complex models over several
processors for performing powerful computationshvéithigh degree of accuracy and with low-cost
real-time execution. The RT-LAB simulator was ugedperform two main functions, the first of

which is rapid control prototyping (RCP) realizatian which the proposed supervisory control is
implemented to mimic actual DG supervisory conén@l RCP controllers are more flexible, easier to
debug, and faster to implement than actual DG oblets. The second function is hardware-in-the-
loop (HIL) realization, in which the proposed supgory controllers, implemented as RCP, are

connected to a virtual dc microgrid executed in tieze.

The primary advantage of the HIL realization ig talidation of the proposed algorithms as
prototype controllers, an essential stage priopréctical implementation. Figure 4.3 shows the dc
microgrid test system (with the hierarchy contrefjich mimics a typical dc shipboard system [7].
Table 4.1 lists the DG ratings [60] with the netlwdink parameters illustrated in Table 4.2. As
shown in Figure 4.3, the RT-LAB simulator consistdwo processors (targets), each having 12 3.33
GHz cores dedicated to parallel computation. Toiemeh HIL realization, the network, DG
converters, and DG primary controllers are implet@érin target #1, using 5 cores, while the DG

secondary controllers are implemented in Target wisihg 4 cores that act as RCP controllers. The
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Figure 4.3: Schematic diagram for the test systapiémented in the RTS system

interfacing between the targets is handled thrdaghl/O board. Each target has 32-analog and 64-
digital /0O channels to exchange data in real tifiee targets are equipped with Red Hat LINUX
operating system and controlled via a Windows-basest PC using a TCP/IP connection. The
developed MATLAB/Simulink models, for the virtuaktwork and the supervisory controllers, are
processed using RT-LAB interfacing software, rums the host PC. This process consists of
distributing the model subsystems between the tgmgeessors. Then, the models are compiled to a
C-code generation uploaded on the target hardwabe trun in real time. The proposed supervisory
controllers read the DG output voltages and cusrgnorder to generate the DG no-load voltages that

are utilized by the DG primary controllers. For mafetails about RT-LAB and HIL applications,
readers can refer to[78]-[80].

Based on the analysis provided in section 8.3nust be less than 1.65 for supervisory control
stability to be maintained. In this study,is selected to be 0.6 such that all eigenvalwesri the
positive real side of the unit circle (i.e.= [ 0,0.54,0.36,0.27]"), which leads to an overdamped
performance. The zero eigenvalue is affiliated wiiite system voltage restoration and is unaffected
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Table 4.1: DG data

DG Bus a, b, Cy P Droop
kw) (@
DG, 2 4.0797 0.0792 0.0005 100 0.08
DG, 3 0.8505 0.0689 0.0009 80 0.10
DG; 5 2.0249 0.0301 0.0011 100 0.08
DG, 7 3.5442 0.1189 0.0003 100 0.08
Table 4.2: System line parameters
From To R (Q) L (mH)
1 2 0.02 0.045
2 3 0.1 0.23
4 5 0.02 0.045
3 5 0.2 0.45
5 6 0.05 0.11
6 7 0.05 0.11
7 2 0.2 0.45

by 6. This zero eigenvalue represents a deadbeat ealesgoration, since all of the DG units require
one supervisory cycle in order to restore the ayeystem voltage. In this work, the waiting time
ATy is considered to be 250 ms, the data exchange tg/cbnsidered to be 10 ms [81], and the total

update timeAT of the supervisory control cycle is consideretde¢db00 ms.

4.5.2 Load Variation

The initial DG no-load voltages are arbitrarily igeed for DG1, DG2, DG3, and DG4 as 413, 400,
407, and 400, respectively. Figure 4.4 illustratesDG output powers and voltages for a variety of
loading conditions when the DEPS is activated. & beginning of the test, conventional droop-
based control can neither provide accurate powearirgip nor regulate the average system voltage.
When the DEPS algorithm is activated at t = 5 §,agents start implementing Stage (l) by
exchanging information, reaching the average caswuseabout the control variables, ijeI', and¥.
Then, the no-load voltages of the DG units are tgulaccording to (4.19), i.e. Stage Il. Lastly, the

DG units apply the solution obtained from Stagé @hd wait forATpg to complete a supervisory
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Figure 4.4: Performance of the DEPS algorithm@&) output power; (b) DG output voltage
control cycle. Durin@\T the system maintains its stability because theudi® still implement droop

characteristic. Without the integrating the drobpracteristics into the proposed supervisory

controllers, the system need fast communicatian,high bandwidth, to ensure balanced load and
generation. Approximately four supervisory contcgtles are required such that all DG units can
share the total load equally according to theinggt (i.e., 66.2 % for each DG). The DEPS algorithm
is also able to restore the average system voltage nominal value of 400 V within one supervisor

control cycle, see zoomed portion of Figure 4.4 {lis performance is consistent with the deadbeat

voltage response derived in section 4.3. Aftertoresy the average system voltage, the DG voltages

63



100 ‘ \ \ \
80F - - - 7773 7777777 Jr 7777777 L,,M—‘

| | | M
60F - - - - |t Lo N

DG Power [kW]
8
™

20

(@)

0.25

©
N}

0.15

Inc. Cogt [$/kW]

0.1

(b)

< 410

Voltage [V

Figure 4.5: Performance of the DEIC algorithm:[{&) output power; (b) incremental cost; (c) DG otitpu

voltage
are exponentially adapted to achieve the equal postearing objective. This overdamped

performance is guaranteed by the proper selecfién o

To test the efficiency of the DEPS algorithm untteding variability, a load decrease and a

subsequent load increase are introduced at t ab8 $=34 s, respectively. First, the load decresase

applied by reducing the loads at buses 1, 4, aogl 80 kW, 30 kW, and 15 kW, respectively, i.e., a
30 % load reduction. DEPS drives the DG units terage at equal power sharing and eliminates the
increase in the average system voltage. The loa@ase is then applied by boosting the loads at
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buses 1 and 6 by 50 kW and 30 kW, respectively. DB& output power has the greatest observable
step change, at the beginning of the load increaseause it is adjacent to bus 1, which has the
greatest load change. This case is considered tcaimaconventional droop control because it may
result in highly unequal power sharing. Howeveg timprecise power sharing and the reduction in
the average system voltage are mitigated by the BRjorithm. These results validate the
robustness of the DEPS algorithm with respectgaliility to provide equal power sharing and to
restore the average system voltage for a varietyoadling conditions. DEPS also exhibits an

overdamped performance, achievableéhwhich is essential for avoiding overloading.

DEIC was tested by applying the same load vaitgtéimployed in the DEPS validation. Figure
4.5 illustrates the DG output powers, incrementats, and output voltages. In the initial stagéhef
test, conventional droop control results in unecoicgpower dispatch accompanied by a deviation in
the average system voltage. DEIC asymptoticallyedrithe DG units to operate at equal incremental
costs. The asymptotic convergence is governed. Ry, which is considered to be 0.0011. The

average system voltage is also maintained at itsmmad value in all cases.

4.5.3 Response to High Resistive Network

In case of high resistive network, the power shltadecuracy becomes worse with higher voltage
deviations [34]. In order to illustrate the robwesa of the proposed algorithms under high resistive
networks, the resistance and inductance of the arktlinks are doubled. The system is tested for
DEPS and DEIC algorithms under same loading lesedtated in the subsection Rigure 4.6(a) and

(c) verify the capability of the algorithms to att&qual power and equal incremental cost objestive
respectively Figure 4.6(b) and (d) illustrate that the average systentagel was restored around the
nominal voltage, for both algorithms, but with héghdiversity in the voltage profile compared with

the previous case, which is an expected resultaltie increase in the network link resistance.

4.5.4 Comparison with a Different Communication Arc  hitecture

In this subsection, the proposed DEPS is comparigd thie current sharing algorithm that is

proposed in [14] and relies on common communicatiaes topology. Figure 4.7 (a) and (b) show the
performance of the current sharing algorithm wi€hngs delay in the communication bus. Although
the algorithm can successfully drive the DG undsshare the load current, instability problem
appears in the system voltage due to the commuumrcaitne delay. Such a result matches the finding

of the authors of [36]. In contrast, the proposé&PIS does not show such instability with the
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addition of the same 60 ms attributed to the comoation delay as illustrated in Figure 4.7 (c) and
(d). The communication time delay postpones theveayence of the DEPS without affecting the

control objectives

4.5.5 Response to Different Load Types

In order to investigate the performance of the psagl DEPS under different loading conditions, the
CPL loads, illustrated in Figure 4.3, are replabgddifferent load types with equivalent ratings.
Figure 4.8 demonstrates the performance of thegsexp DEPS under constant current and constant
resistance loads. The proposed algorithm can resatiual power sharing and can restore the system
voltage under different types of loads. These tesobnfirm the effectiveness of the proposed
algorithm in dealing with all types of load duetk® integral actions governed by (4.20) and (4.21).
Similar results are expected to be produced whermptbposed DEIC is applied for different types of
loads, because it depends on (4.20) and (4.21gks w

4.6 Discussion

In this chapter, two supervisory control algorithrhave been proposed for accurate power
management in isolated dc microgrids. The propasgarithms apply the average consensus theory
to stimulate the DG units to exchange and thus tepteir information synchronously. The DG no-
load voltages are adapted to provide equal powamirehhand minimal operating costs. The proposed
algorithms are also incorporated with DG droop-dagemary controllers so that power balance is
guaranteed, and assigning agents for the loadmiscessary, an advantage that significantly reduces
the number of agents required for achieving powanagement objectives. Supervisory control
stability and incremental cost convergence have lpeeven mathematically. Real-time simulations
using OPAL-RT have validated the practical impletagan of the proposed algorithms in an HIL
application. The results show that both algoritiprevide precisely equal power sharing and minimal
operating costs for a variety of loading conditiofibe average system voltage is also maintained at
its nominal value, an additional benefit of implerieg the proposed algorithms. The simplicity of
the new algorithms and the minimal associated implgation and communication requirements

constitute key positive features that will facilégractical implementation.
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Chapter 5
A Sequential Power Flow Algorithm for Islanded Hybr id AC/DC
Microgrids

5.1 Introduction

Chapters 3 and 4 address the power management eshamd main challenges that may arise in
operating the dc microgrids as single entity imeitislanded or grid-connected modes. However, in
addition to these operational scenarios, the engldc network will most probably get integrated
with the traditional ac network through ICs, acaogtly forming a new hybrid distribution paradigm.
If this hybrid ac/dc microgrid operates in grid oected mode, the operation of dc microgrids will be
the same as the one addressed in chapter 3. totieection with the main substation is lost, the
hybrid distribution system forms an islanded micrdghat can partially or totally supply the local
loads in the ac and dc subgrids. For higher syssemurity, such islanded microgrids are
characterized by droop control schemes that enaseall load sharing among the installed DGs
[32]. For the ac subgrid, the frequency and voltage adapted to govern the output active and
reactive powers, respectively. Similarly in thesdibgrid, the output power is controlled by adjugstin
the DG voltage. To maintain a power balance betwienac and dc subgrids, the interlinking
converter adopts an operational criterion thatesléhe ac frequency to the dc voltage [46]-[483.Th
accurate behavior of such sophisticated controemmehcould be revealed through an appropriate
power flow formulation takes into consideration: thg absence of a slack bus, 2) the frequency

variation in the ac subgrid, and 3) the correlatietween the frequency and dc voltage [82].

Accordingly, this chapter proposes a power flow igbrid ac/dc microgrids operating in the
islanded mode. The proposed algorithm adopts New#ghson (NR) method to sequentially
provide an accurate solution with low computatiooast. Different operational modes for DGs, in
both ac and dc subgrids, are considered with camemsve loading models to render the algorithm
generic. In addition, a model for the IC is prombde permit solving the problem sequentially,

thereby reducing the problem size in comparisorh vét unified one [52], [83]. The proposed
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algorithm adapts first the common NR method to esdtwr islanded ac subgrid variables, including
the frequency. Based on these variables and DGatpeal modes, the IC is modeled and the dc
power flow variables are updated. The proposedritiigo has the advantage of less computational
cost with respect to the Newton-trust region metfld@iR) adopted in [49], since the latter entails

calculation of Jacobian and Hessian matrices acuptd numerical bases.

The remainder of the work is organized as follo#sction 5.2 provides a brief overview of the
control strategies applied in hybrid microgrids eTinodeling of the ac and dc subgrids and the ICs
are provided in sections 5.3, 5.4, and 5.5, regmdyt In section 5.6, the proposed power flow
algorithm is explained in detail. Section 5.7 désxs the validation and computational efficiency of

the proposed algorithm via several case studiessaction 5.8 concludes the work.

5.2 IC Operational Modes

In general, the hybrid microgrid consists of isladdac and dc subgrids connected by an IC, as
illustrated in Figure 5.1. The DGs within this nugrid operate according to different control
strategies, mainly related to the IC functionalig. reviewed in the literature, the IC can achiene

of the following objectives:

a) providing a slack bus to the ac subgrid [44], inckithe dc subgrid is assumed to be stiff
because it has a higher power surplus. Thus, #stdadDGs operate as PV/PQ buses. Any
power mismatch in the ac subgrid, which is congidethe weak system, will be
compensated by the ac slack bus provided by th&dGhat end, the DG and storage units,

installed in the dc subgrid, operate primarily lthsa P-V droop characteristics to maintain

Interlinking
Converter

AC subgrid DC subgrid

Figure 5.1: Schematic diagram of a hybrid microgrid
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a power balance for the overall hybrid system.

b) providing a slack bus for the dc subgrid [45], [34ich is the opposite of the previous
objective. The power capacity of the ac networkdasidered much higher, i.e., a stiff ac
subgrid. The dc-side DGs are allowed to injecttladl available power, while the ac-side
DGs predominantly operate according to droop cheristics to achieve the overall

loading and generation balance.

c) Sharing of source power, where the normalized ®eaqy and dc voltage are intentionally
equalized [46], [84]. Neither the ac nor dc subgtaiminates the other, none of them is
stiff. In this mode, the DG loading in the ac amdsdbgrids is interpreted via two different
variables: the frequency and dc voltage. By meagutese two variables, the IC adapts
the active power transfer between the two subgBde to the absence of a stiff subgrid,
the DGs mainly implement droop characteristicsuidilf the entire load demand of the

hybrid system.

Typically, the hybrid system is divided into twaolgrids to solve the power flow problem,
assuming that they are decoupled. This assumpsiovalid in the case of the first and second
objectives of the IC, because the weak subgricbeamathematically decoupled from the stiff one. In
such a case, the power flow is solved first forwleak subgrid which comprises a slack bus provided
by the IC. The power transfer through the IC canthe calculated. Finally, the power flow problem
can be solved for the stiff subgrid by modeling theerlinking bus as a constant power, with the
value calculated in the previous step. However,abeand dc subgrids cannot be mathematically
decoupled in the third objective. The power flovgaaithm should be solved for both subgrids
iteratively, because the frequency and dc voltagecaupled. The main novelty of this work is the
development of a power flow algorithm that can hearbe third objective provided by the IC within

islanded hybrid microgrids.

5.3 AC Microgrid Modeling

For an ac subgrid consisting of a ggt of buses, the active and reactive powers injeatedny

arbitrary bug € 7,. can be calculated as

Poci = Vag,i 2 Vac,j Yij cos(6; — & — 0)) (5.1)

jeyac
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Qi =Vaci Z Vac,j Yij sin(6; — 6; — 6;) (5.2)

jEjaC
whereP,.; andQ; are the injected active and reactive powEys; andd; are the voltage magnitude

and angleY;; and §;; are the Y-bus admittance matrix magnitude and earghlike in stiff ac

systems, the admittance terms are not constare #iey are function on the system frequency, which
is variable in islanded microgrids:

v = 1
g 2. ., 2 5.3
Rijz + (1)2 Lijz ( )
w L;;
6;; = m—tan"! —~ (5.4)

whereR;; andL;; are the resistance and inductance between basel, andw is the frequency.

5.3.1 Load Modeling

Different ac loads can be modeled according tor tbehaviors with the changes in the applied

voltage and frequency. To consider the voltagecgftae static load model can be represented by
[e8
Pac,Li = ch,i(Vac,i) (5.5)

Qui = le(Vac,i)B (5.6)

whereP;,; andQ; are the nominal values for the active and reagioweers, respectively; ard and

B are the active and reactive power exponents. dad model represented by (5.5) and (5.6) is
generic and can represent the constant impedaonostant current, or constant power loads by
assigningx andp the value of two, one, or zero, respectively. ideo to incorporate the frequency
dependency in the load model, additional factorslzmadded:

«
Pac,Li = ch,i(Vac,i) 1+ Kpf,i Aw) (5'7)

Qu = le(Vac,i)B(l + Kyr,i Aw) (5.8)

whereAw is the deviation of the frequency, ifew = (w — wy), K,y andK, are two constants that

range from0 to 2 and from—2 to 0, respectively [85].
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5.3.2 DG Modeling

In islanded ac microgrids, most of the DGs impletmémop characteristics to share the system
loading, while some DGs can operate in PV or PQanedch as renewable-based DGs. Both PV and
PQ modes of operation are frequency independedttars, their incorporation in the power flow

formulation is straightforward. For DG units opéngtaccording to droop characteristics, as depicted

in Figure 5.2, the steady-state model can be diyen
Pacgi = Wi (w: - w) (5.9)

Qci = 1i(Vaci — Vaci) (5.10)
where P,.; and Q; are the DG output active and reactive powers,and V. are the no-load
reference values for the DG output frequency arthge, 4 andn are the reciprocals of the DG
droop gains. The droop characteristic in (5.9) iegphn active power feedback that renders all DGs
operating under a common frequency value, accordirvghich the fractional contributions of active
power are achieved as intended. Likewise, (5.1@)lien a reactive power feedback to assist the
reactive power sharing among the DGs. The droopsgai different DGs are tuned to maintain the

system frequency and voltage within the permisdibiés:

max

ac,Gi
g = —— oGt (5.11)
' Wmax — Wmin
max
n = G (5.12)

Vac,max - Vac,min

whereP ;¢ andQg;'** are the maximum active and reactive powers oD@eunit, w4, andw,y,;,

Droop characteristic

Figure 5.2: Steady-state model for a droop-basedibiGn the ac subgrid
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are the maximum and minimum values for the systermjssible frequency,,; 4, andVye min are

the maximum and minimum allowable voltage magnisude

5.4 DC Microgrid Modeling
The power injected at any arbitrary husan be given by
Paci = Vaci Xjesy, Vac,j Gij Vi€ Iqc (5.13)

whereP,,; is the injected powel;. ; is the voltage of bus G is the conductance matrix , afyg is

the set of dc buses.

5.4.1 Load Modeling

In dc distribution systems, different loads cannbedeled as constant power, constant current, and
constant resistance loads [73], [86]. Constant polwads are the most common type in dc

distribution systems. dc motors, variable speededriand dc-dc power supplies are typical examples
for this load category. Constant current modeliag @rovide more appropriate fitting for some

motors that draw almost the same current for a wéage of input voltage. The constant resistance
loads conform to various types of lamps, heaterd,ralays. Only the constant resistance loads ean b
modeled implicitly within the system conductancetnma Thus, an aggregated load connected at bus

i can be generically modeled as
Pdc,Li = P((i)C,L' + Vdc,i [gc,i (5-14)

wherePg, ; andlj, ; are the load constant power and constant curatibps, respectively.

5.4.2 DG Modeling

The majority of the DGs follow a droop charactécisv share the system loading, whereas some DGs
can inject constant powers. The integration ofdbiestant power DGs in the power flow formulation
is similar to the constant power loads but with agife sign. On the other hand, droop charactesistic
can be realized via two main control structurespely, I1-V and P-V, demonstrated in Figure 5.3 and

given by
Pacgi = 9p(Vacpi — Vaci) (5.15)

Lacgi = 91WVaeri — Vac,i) (5.16)
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Droop characteristic

Figure 5.3: Steady-state model for a droop-basediBiGin the dc subgrid

wherePy. c; andl,.¢; are the DG out power and current, respectiviglyp andV;, ; are the DG no-
load reference voltaged, andd,; are the reciprocals of the droop gains for the d@ut power or
current, respectively. To enhance the sharing anteadGs within an appropriate voltage level, the

following formula is commonly adopted for choosthg DG droop gains:

Op: = P‘r{é%xi (5.17)
P Vdc,max - Vdc,min

, 13
Li (5.18)

Vdc,max - Vdc,min

where P7;%; and I7.; are the maximum output power and current of the W@, Vg mq, and

Vacmin are the maximum and minimum allowable voltage Ief@r the dc subgrid, respectively.

5.5 IC Modeling

When neither the ac or dc subgrid is stiff, thenmaldjective of the interlinking is to coordinateeth
two subgrids in order to achieve source power sgafihe main advantages of this operational mode
can be summarized as follows [46]:
1) Increases system reliability by relieving oversser sources, thus avoiding the chance of a
single point failure;
2) distributes load transients among all DGs in thdrigy system, thereby keeping each

individual DG power variation small;
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Interlinking Vacpu

Converter Vacmax > 1

Vdc,min —>-1

LA
o

P dc,max

Figure 5.4: General steady-state model for thelinkéng converter in source power sharing mode

3) considerably reduces the required back-up reseitldmeach subgrid, by sharing source

capacities of the hybrid system.

To realize the above control objective, the IC sueas the frequency and dc voltage as loading
indicators for ac and dc subgrids, respectivelyermhthe active power transfer between the two

subgrids is controlled to equalize the normalizatlies of the frequency and dc voltage, as depicted

in Figure 5.4:
Wpy = Vpu,i Vie]T, (5.19)
with,
w — O.S(wmax + wmin)
o (5.20)
pu O.S(wmax - wmin)
Vpus = Vaci = 0.5(Vacmax + Vacmin) (5.21)
O-S(Vdc,max - Vdc,min)

whereJ, is the set of the ICs within the hybrid microgrigl substituting from (5.20) and (5.21) into

(19), the following relation can be obtained foe $ystem frequency and dc bus voltage:

Ay @ —ay Vge; — apy = 0 (5.22)
with,
_ 2
o = (wmax - wmin)
2
ay

- (Vdc,max - Vdc,min)

_ (wmax + wmin) (Vdc,max + Vdc,min)

(wmax - wmin) (Vdc,max - Vdc,min)

Awy
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/ Data Acquisition /

v
Per unit conversion & internal Updating the operational modes
numbering —{ for the DGs and converters if the

limits are violated

v 1

Forming the Jacobin matrix for
the dc subgrid and updating the
dc load flow variables (42-49)

Initial assignment for the ac and
dc load flow variables

Calculating the power mismatch Updating the coupling parameters
equations for the ac and dc [« between the ac and dc subgrids
subgrids (26-27),(42-43) 41)

1

Forming the Jacobin matrix for
the ac subgrid and updating the
ac load flow variables (29-38)

Per unit reconversion & external
numbering

v

C bnd )

Figure 5.5: Proposed sequential power flow algatith

In addition to source active power sharing, thed@ support the reactive power at the ac sidengive
that the flow of the active power is from the daatoside [46], [48]. The reactive power support can
be controlled via a droop characteristic unlessdhmverter capacity is attained [47]. The reactive

power of the IQY. ;, injected at the ac-side bjig J,., can therefore be modelled as

0. = {min(nj(V;‘c,j = Vac.) Quimj) if Peac>0 (5.23)
’ 0 otherwise
with,
_ 2 2 (5.24)
Qlim,j - (Slim,i) (Pc,ac,j) ’

whereF, ;. is the active power injected by the convertehatac-sides,;,,, andQ,;,, are the apparent
and reactive power limits of the IC. To enhancedakulations accuracy, the generic power losses

formula for the IC is adopted in this work, [4(87]:
Pc,loss,j =Cy +(; Ic,ac,j + C; Icz,ac,j (5-25)
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whereP, ;s j IS the converter power l0s,, is the injected current at the converter ac-satelC,,

C; andC, are the quadratic function coefficients.

5.6 AC/DC Power Flow Procedure

The main challenge in solving the power flow of higltmicrogrids is the correlation between the ac
and dc subgrids, which is triggered by equalizing hormalized values of the frequency and dc
voltage. In this work, the NR method is accommeddb solve the power flow of hybrid microgrids
sequentially, as depicted in Figure 5.5. The atboristarts by acquiring the system data. Then, it
applies a per unit conversion and internal bus rarmp for the dc-side of the ICs. This internal
numbering facilitates the incorporation of multiple subgrids into the power flow formulation [52],
and is achieved by assigning the dc-side busedq®fl@s their own converter numbers. Then,
according to the initial guessing for the powemnfleariables, the mismatch equations are evaluated i
the hybrid system. The remainder of this sectioovigies more details regarding the power flow

mismatch equations and the subroutines in the gexpalgorithm.

5.6.1 AC Power Flow

The proposed power flow formulation for the ac sitbglefines generic expressions for the power
mismatch equations and the associated Jacobiaixnigdch bus is assumed to have a generic load
and DG in addition to a power injection due to & | The absence of any element, i.e. load,
generation or IC, will be considered by replacihg torresponding element parameters with zeros in
the power mismatch equations and the Jacobian xredriwell. The mismatch active and reactive

power equations for any bug 7,. are formulated by combining (5.1, 5.2) and (510%.
Fac,Pi = Pucgi + Pc,ac,i - Pac,Li - Pac,i (5-26)

Foi = Qi+ Qci — Qui — Q; (5.27)

For an IC connecting busé< 7,. andj € J,., the active power injection at the ac side is nlede

as a constant power, imitating a dummy constanep@aurce:

Pc,ac,i = _Pc,loss,i - Pc,dc,j (5-28)

whereP, 4. ; is the power injected by the IC at the dc sidee Value forP, 4 ; is initially assigned
and then updated as explained in the following ectiisns. The reactive power of the (& ; is

consider as represented in (5.23).
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For an ac subgrid a¥,. buses, including the ac-side buses of the IC, tiraber of the power

mismatch equations BN,.. This set of equations will be solved f@rN,. unknowns:N,. voltage

magnitudes; the system frequency; aid — 1 angles, since the first ac bus is chosen as eerefe.

Defining the Jacobian matrix for the ac subgrid as

[0Facp OFacp 0Fucp]
e = V. Jw aé
Ac dF, 0F, 0F,
Ve Jw a6

with,
0F ¢ pi
{ 2O = —oc P (Ve ) H(1 + KpfiDw) = VaeiYicos(8y) — 2 Ve, Yy cos(8: =
{ aVac,i , <
dF,. pi
\aVaC' == Vaci Yy cos(8; = & = 0y;)
ac,j
0F,;
av ot _ ﬁQz (VaCL)B 1(1 + qul Aa)) + VaCl Yii Sln(Q”) B 2 Vac] Sln(5
ac,i e
0F,;
Q
aVacfj N _VaCl ij Sll’l(6 J QU)
0F,. p;
a‘z‘; L —Uu; — ch’i(Vac,i)ocKPfl

+ Vac,i Vac,i Z QU - Z Vac,j (COS(6L' - 5]) QU + sin(&i - 6])ZD'U)

J€Jac J€Tac\i}

0F,;
Q
a—wl = —Qf Vac,)P Ky

act act 2 wl} z Vac,j (C05(6i - Sj) Wij — Sin(ai - 6j)9ij)

J€ac JE€Tac\i}

oF,

{ aCPl= athVaCJ Sln(6 j eij)

{ j#i

JF,

| WP e Vi Vac,j Yij sin(d; — 8 — 0) V j#i
66,-
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(5.30)

(5.31)

(5.32)

(5.33)

(5.34)



(OF,
| Ql Vac i 2 Vac; COS(6 j gij)

{ j# (5.35)

| 0Fqi _ .
kﬁ =Vac,iVac,j Yi cos((S ) Oij) Vj+i
j

The rest of the Jacobian matrix elements are gateahe end of the next page, whérge 7,., and

0;j andw;; are defined as:

2R;jwL%;
0ij =4 (R + (UZLZ )2 if gl >0 (5.36)
0 if lyij] =0
T
@ =1 (R} + wL})? Y (5.37)
0 if lvij] =0

yij is the admittance between busesdj. The ac power flow variables are then updatedksafs:

V(k+1) V(k) (k)
ac ac ac,P
- 5.38)
w(k+1) a)(k) ]AC [ (k)] (
5K+1) 5@

whereVa(Ck) andVa(Ck“) indicate the system voltage values at iteratioasdk + 1, respectively.

5.6.2 Representation of AC and DC Coupling

To solve the problem sequentially, the mutual cogpbetween the frequency and dc voltages of
multiple ICs should be defined. The total powensfar P, ... from the ac to dc subgrids can be
formulated in terms of the mismatch between thegyayeneration, and loading and l0sBgs; s in

the ac subgrid:

Pc,tot = 2 Pac,Gi - Pac,Li - Pac,Loss (5-39)

=

Neglecting the change in the system losses [&%], the overall change in the total power transfer

P, +or With respect to the change in the ac subgrid faqy can be expressed as:
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oP, °<
aC(;Ot = — Z ('UJ + Pac_oj (Vac,j) Kpfv]) (540)

i€70c

Based on (5.40), the sensitivity of the total potwansfer with respect to the frequency has a nagat
value. Thus, the ac subgrid can be represented casnany large droop-based DG with a droop

characteristic defined as
Pc,tot = Ugc (a):lc - (‘)) (5-41)
with

dP, . Peon,tot
— c,tot wac =w +

Hac = ow ' Uac

whereu,. andw;. are the virtual reciprocal droop gain and no-lfr@djuency for the dummy DG,
respectively. The values qf,., and w;. are updated during the algorithm iterations. Eq4X)
represents the relation between the system fregquand the power transfer from the ac to dc

subgrids, and hence is essential for solving theateer flow.

5.6.3 DC Power Flow

In this step, the voltages of dc subgrids and twep of the ICs are updated. Each bus in these
subgrids is assumed to have a generic load, poyemtion via an IC, and P-V and |-V droop-based
DGs. Similar to the approach followed in the acgidy the parameters of any absent element will be
replaced by a zero value. The power mismatch egjuati any bug € 7, is formulated by combing
(5.13-5.16):

ch,Pi = Pdc,Gi + Vdc,i Idc,Gi + Pc,dc,i - Pdc,Li - Pdc,i (5-42)

The power injections of the ICs at the dc-sideeSugpresent additional power flow variables to
be solved in this step. Substituting from (5.41pi(6.22) leads to an additional set of equatianms f

the dc-side interfacing buses:
Fei = Peror + Ay Vaci + apy,; (5.43)

where

*
_ Hac Ay i P — Hac (awV,i — Ay, wac)
Ay, = PV,i =

aw,i

82



According to (5.43), the frequency is replaceddayvariables; the power flow could thus be
solved for the dc subgrids as a separate problemdé& subgrids with a total number Bj. buses,
including N, of the ICs’ buses, there am;. + N. power mismatch equations. This set of equations
matches the total number of dc unknown variables, bus voltages and interlinking power
injections. Defining the Jacobian matrix for thesdbgrid as

[ach,P ach,P—|
anc aPc,dc

= 5.44
.]DC I aFC aFC | ( )
I- anC aPc,ch
with,
(0Fqcpi *
3V === —0p; + 91i(Viesi = 2Vaci) = 18ci — VaciGi — Z Vac,j Gij
o J€ac (5.45)
laFd“”=—V Gy Vi
anc,j dc,iVij ]
OFucpi (1 if j=i
Tl CRTY (5.40)
d0F,; ay; If j=i
el { ve U J=1 (5.47)
anC,j 0 lf JF1
OFei _y (5.48)
aPc,dc,j '

The last element of the Jacobian matrix is givethatend of this page. The dc voltages and the
power injected via the ICs are updated as follows:

(k+1) (k) (%)

VdC ] _ VdC _]Dc—l FdC,P (5 49)
(k+1) | 7 [ p(R) k .

Pac,dc Pac,dc Fc( )

After updating both ac and dc power flow variablbg operational limits of the DGs and ICs are
checked. If some converters violate their corredpanlimits, they will switch to the constant power
mode as a protective precaution. Finally, the maxripower mismatch is checked all over the

hybrid system to guarantee the algorithm convergenic the algorithm is not converged, the
aforementioned steps will be sequentially iterated.
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It is noteworthy that if a slack bus exists, fothiy a large generation unit or by a connection to
the main grid, the system frequency and dc volt#fgbe IC will be constant and regulated. In other
words, the ac frequency and dc voltage will be dpted, i.e.0F,.p/dw anddF,/dw terms will be
eliminated from (5.29) as well as the DG droop tamts in (5.31). For the dc subgrid, the Jacobian
matrix will contain only thedF,. p/0V,. term, because the IC is just a slack bus. Hehespower

flow will be similar to the problem introduced i&83].
5.7 Case Studies

5.7.1 Algorithm Validation

To prove the accuracy and validity of the proposkerithm, the output results of the algorithm are
contrasted against the steady-state results of tailete time-domain simulation created in a
PSCAD/EMTDC environment. In general, time-domairftwsare (such as PSCAD/EMTDC or

Simulink/Matlab) employs a set of differential etjaas for each system component to capture the
overall system dynamic behavior. Such software visided in steady-state analyses due to its

extremely high computational time compared witreblgically developed power flow algorithms.

5.7.1.1 Algorithm Performance in the Droop-Based Control Strategy

The hybrid system under study, presented in Fi§ueis a combination of the islanded ac and dc
systems presented in [71], [88]. The selected sdbgre relatively small, and thus appropriate for
the time-domain simulations. The ac subgrid coagi§6 buses in which two DGs operate according
to droop characteristics. The dc subgrid consitts louses, with two droop-based DGs installed at
buses 1 and 3, and a constant power DG installbdsa®. An IC is placed between bus 5 and 2 in the

ac and dc subgrids, respectively.
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Figure 5.7: System voltage profile using differpatver flow algorithms

Table 5.1: Validation results of test system#1(déedized mode)

PSCAD/EMTDC Proposed Algorithm
Bus# Vac

Vac (p-u.) & (deg.) (o.0) Vac (p.u.) 6 (deg.) Vac (p.u.)
1 1.0034 0 0.9786 1.0039 0 0.9781
2 1.0058 -0.1643 0.9703 1.006 -0.1641 0.9699
3 0.9931 -3.0283 0.9822 0.9934 -3.0447 0.9818
4 1.0256 1.5946 0.9564 1.0255 1.5908 0.9563
5 1.0122 0.0901 0.9616 1.0121 0.0903 0.9620
6 1.0190 -3.2756 - 1.0194 -3.2821 -

P.qc(p.u.) 0.2128 0.2131

To highlight the limitation of the conventionalwer flow in hybrid systems with the frequency

and dc voltage coupling, a comparison between thpgsed algorithm and the conventional power

flow is conducted [49], [51]. It is worth mentioginthat the conventional power flow algorithm
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requires a slack bus in either the ac or dc subgt@hce, for the conventional power flow, two
objectives are assumed to be provided by the IGlaak bus or dc slack bus. Figure 5.7 illustrates
the bus voltages attained by the proposed algoritonventional power flow, and detailed time-
domain PSCAD-EMTDC simulation. Unlike the proposddorithm, none of the approaches solved
by the conventional power flow coincide with thdusion provided by the detailed time-domain
model. Table 5.1 indicates the detailed power flaxiables attained from the proposed algorithm
and from the detailed time-domain simulation. Ba#sults show high matching with 0.55%
maximum phase error and 0.052% maximum voltage malm error. These results indicate the
accuracy of the proposed power flow algorithm irbiny systems with frequency and dc voltage

coupling.

5.7.1.2 Power Sharing between Subgrids

The proposed algorithm is then used to demonstieepower transfer between the ac and dc
subgrids when the IC equalizes the normalized #aqy and dc voltage. The dc load is kept constant
while increasing the loads in the ac side. FiguBeilfustrates: a) DG active powers, b) DG reactive

powers, ¢) active and reactive powers of the |@d, &rthe normalized frequency and dc voltage.

The operational modes of the hybrid system canitidedi into five regions. In regions Il, Ill, and

IV, all DGs operate approximately at the same acgtiower to share the overall loading, as depicted
in Figure 5.8 (a). This is not the case for regibrend V, in which the DGs cannot show such
cooperation, having reached the IC’'s power limis ghown in Figure 5.8 (b), the reactive power
sharing between the ac DGs is not as accuratecaactive power, because it relies on local voltage

measurements rather than the system frequency.

In regions | and I, the dc subgrid is highly lealdcompared with the ac subgrid, and thus, the IC
transfers power from the ac to dc subgrid as shmwhigure 5.8 (c). Accordingly, the IC is not
allowed to support the ac side with a reactive po@enversely, the IC transfers power from the dc
to ac side in regions lll, IV, and V, when the abgrid is highly loaded with respect to the dc
subgrid. Hence, the IC is enabled to supply reacpgower. In region IV, the IC supports the ac
subgrid with reactive power up to the converter owimit, while the converter can only transfers
active power in region V. As illustrated in Figuse8 (d), the IC attempts to equalize the normalized
frequency and dc voltage in all regions. Howeveis bbjective it is not feasible in regions | and V

due to the converter’'s power limit.
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Table 5.2: Validation results of test system#1(dishable mode)

PSCAD/EMTDC Proposed Algorithm
Bus# Vae

Vac (p.u.) & (deg.) (0.0) Vac (p.u.) & (deg.) Vac (p-u.)
1 0.9739 -1.6079 1.0077 0.9737 -1.6045 1.0079
2 0.9710 -1.7252 1.0000 0.9708 -1.7213 1.0000
3 0.9643 -4.0344 1.0087 0.9645 -4.0173 1.0089
4 1.0000 0.0000 0.9872 1.0000 0.0000 0.9873
5 0.9723 -1.5331 0.9945 0.9722 -1.5337 0.9943
6 0.9909 -4.2995 - 0.9913 -4.2945 -

P, qc(p.u.) 0.1057 0.1058

5.7.1.3 Algorithm Performance in the existence of a slack DG unit

The proposed algorithm is tested when all DG uaiits switched to the dispatchable mode except a
single DG unit providing the system slack bus, D1 of the ac subgrid. The remaining DG units
are diapatched by the distribution network operéfiO). DG2 of the ac subgrid is assigned to
deliver active and reactive powers of 0.8 and Qu3 igspectively. The IC regulates its dc-link agk

at 1.0 p.u.. In the dc subgrid, the output powdr®@1, DG2 and DG3 are 0.8, 0.6, and 0.7 p.u.,
respectivley. Table 5.2 shows the results of tHhaildel time-domain simulation in contrast with the
proposed algorithm, in the light of the discusstmavided at the end of section 5.6. The maximum
percentage errors are less than 0.04% and 0.43%ewaoltage magnitudes and phases, respectively.
These results verify the wide capability of thepgmeed approach in solving the power flow problem

under different control paradigms.

5.7.2 AC System Extension with Multiple DC Subgrids

The following study is carried out to check thefpanance of the proposed algorithm when solving
the power flow of an ac distribution system extehtig multiple dc subgrids. For that purpose, the
38-bus ac distribution system [89] is extended bgnecting two dc subgrids, with the topology
given in [7] at buses 34 and 38. Both ac and dgrdb are equipped with droop-based DGs at

locations illustrated in Figure 5.9. For robustneatdation, the dc microgrids are assigned diffiere
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DC Microgrid #1

Figure 5.9: Test system #2

loading factors, i.e., 100% and 50% for dc micrdgril and #2, respectively. Table 5.3 shows the
voltage profile, load and power generation at daghof the hybrid system. The dc voltages at buses
6 and 6' are equal, since their normalized valvedarced to track the normalized frequency. This i
physically achieved by transferring less power frdenmicrogrid #1 to the ac microgrid, rather than
more power from lightly loaded dc microgrid #2. Mag the equal normalized frequency and dc
voltage criterion leads to proper power coordimatietween the ac and dc microgrids. In other
words, all DGs have a very similar loading ratiespite the loading condition of each individual

subgrid.

In order to evaluate the computational cost ofgf@osed NR technique, its computational time
is compared with the unified NTR method, which isgosed for ac microgrids in [49]. For more
details about NTR, reader could refer to AppendixFigjure 5.10 demonstrates the computational
time versus the summation of squared errors (S8Epoth NTR and NR techniques, using the same
computer, with a Core i5 processor (3 GHz) and 4 @BRAM. The proposed algorithm can
approachl0™15 SSE in 0.268 s, compared to 7.140 s using the M&Rod. The results reflect the
computational efficiency of the NR algorithm, whiclepends only on algebraically formulated
Jacobian matrices to solve the problem with a catadrate of convergence. This approach contrasts
with the NTR technique, which entails numericalblaulated Jacobian and Hessian matrices with

higher computational effort [90]..
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Table 5.3: Power flow results for test system#2s 0.9888 p. u

BUS Voltage (p.u., deg.) Load (p.u.) Gen. (p.u.) Bup Voltage (p.u., deg.) Load (p.u.) Gen. (p.u.)
Vac 8 P Q P Q b Vac 8 P Q Q
1 0.988¢ 0] - - - - 20 0.997¢ 0.199° 0.088: 0.040: - -
2 0.988t 0 0.097¢  0.057¢ - - 21 1.000¢ 0.2840  0.08<0  0.040¢ - -
3 0.986 -0.0137 0.088¢ 0.037: - - 22 1.006¢ 0.477. 0.109: 0.093¢ - -
4 0.986¢ 0.015¢ 0.116: 0.076¢ - - 23 0.985% -0.072¢  0.087: 0.048: - -
5 0.986¢  0.043¢ 0.058¢ 0.028: - - 24 0.984« -0.198! 0.405¢  0.191% - -
6 0.987: 0.123:  0.059: 0.018% - - 25 0.986: -0.282:  0.406¢ 0.19:0 - -
7 0.98¢0  0.151: 0.194: 0.090 - - 26 0.9870 0.145¢  0.058: 0.024: - -
8 0.990: 0.110:  0.194¢ 0.097¢ - - 27 0.986¢ 0.17¢60  0.059: 0.023¢ - -
9 0.99.0 0.184¢ 0.059: 0.019: - - 28 0.986¢ 0.326. 0.058: 0.019: - -
10 0.9945  0.267¢ 0.058¢  0.019¢ - - 29 0.987: 0.447. 0.116¢ 0.067" - -
11 0.99t0 0.273¢  0.044: 0.029¢ - - 30 0.9840 0.534¢ 0.19:0 0.574: - -
12 0.996: 0.28:0 0.059.  0.034¢ - - 31 0.980¢ 0.461¢ 0.145¢  0.065: - -
13 0.990¢ 0.229: 0.048. 0.034: - - 32 0.979« 0.442: 0.203: 0.09:0 - -
14 0.988. 0.169¢ 0.117¢ 0.077: - - 33 0.979: 0.4357 0.057¢ 0.037" - -
15 0.986 0.145.  0.058: 0.009° - - 34 0.998: 0.041: - - 0.2786 0.371%
16 0.985: 0.135:  0.059: 0.018¢ - - 35 1.007: 0.671¢ - - 0.976: 0.652¢
17 0.982¢ 0.08:0 0.057¢ 0.019: - - 36 1.0127 0.702: - - 0.976: 0.372
18 0.982: 0.086¢  0.098¢ 0.081% - - 37 1.0110 0.566: - - 0.976: 0.456:
19 0.989.  0.019¢ 0.088.  0.038: - - 38 0.989¢ -0.287¢ - - 04952  0.517!
Bus Voltage (p.u.) Load (p.u) Gen.(p.u.) Bug Voitdp.u.) Load (p.u) Gen.(p.u.)
1 0.968: 0.100C - 1 0.971¢ 0.0%0C -
2 0.969: - 0.181 2 0.972¢ - 0.176¢
3 0.970¢ - 0.178¢ 3 0.973: - 0.175:
4 0.95¢0 0.110C - 4 0.957¢ 0.05%0 -
5 0.957: - 0.199: 5' 0.958¢ - 0.197:
6 0.9522 0.250( - 6' 0.9522 0.1250 -
7 0.958" - 0.1970 7' 0.959: - 0.196:
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Figure 5.10: Computational cost for NTR algorithd®] and the proposed NR algorithm

5.8 Discussion

This chapter proposes a novel power flow algoritbrrhybrid islanded microgrids. In these systems,

droop-based DG units are employed to maintain #retion and loading balance, while the ICs

manage the power flows among the subgrids accorttinthe changes in the frequency and dc
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voltages. The proposed algorithm sequentially althgt NR method to handle the unique features of
the islanded hybrid systems: coupling between thgalile frequency and dc voltages, and the
absence of a slack bus. To validate the propoggalitim’s accuracy, its output results are conghst
against the results of a detailed PSCAD/EMTDC satioh and conventional power flow algorithms.
The results confirm the proposed algorithm’s priecisn solving the power flow of hybrid islanded
microgrids, with computational time significantipwer than that of the NTR technique. Accordingly,
the proposed power flow algorithm can be considerednvenient tool in operational and planning

studies of hybrid islanded microgrids.
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Chapter 6

Optimum Network Configuration for Maximizing System Loadability

6.1 Introduction

In chapter 5, different components of the hybritdaanicrogrids are extensively modelled in the
islanded mode of operation. The application of gra@haracteristics proves to provide a suitable
means for sharing the overall system loading anmedh®G units installed within the hybrid ac/dc
microgrids. However, other operational objectivesild be achieved through the installation of a
supervisory control layer in a hierarchal contrdteme [91]. The communication of this supervisory
control will not be critical, and thus entails rmmim requirements, since the balancing between loads
and DG units is always maintained by the droop attaristics implemented in the primary control
level. This chapter broadly aims at investigating improvement in the hybrid ac/dc microgrids
performance through the deployment of a supervismogtrol level that manages the system
configuration. For that purpose, an optimum poviewf(OPF) problem is formulated and executed
by the supervisory control to enhance the systehawer through changing the DG droop settings
and system topological structure. As a case stidysystem loadability is considered as the primary
measure of the system performance in this analysis.

The remainder of this chapter is organized as Vi@lcsection 6.2 presents the modeling approach
for droop-based DG units and ICs in the proposedr @Rblem. Section 6.3 demonstrates the
complete OPF formulation for increasing system #mlity through droop setting adjustment. In
section 6.5, the proposed OPF formulation is exdndy including the possibility of system
reconfiguration, and section 6.6 highlights the ptinal results for the different approaches. Fipall

section 6.7 discusses the main findings in the telnap
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6.2 Droop-controlled DG units and ICs modelling for OPF studies of islanded
hybrid microgrids

6.2.1 Control parameters

In chapter 5, it was demonstrated that the powaearisty behavior could be achieved through
following droop characteristics in both ac and decrogrids as modelled in (5.9-5.10) and (5.15-
5.16), respectively. These operational scheme asnthin pillar for achieving the sharing process
among the DG units within an individual microgrilther ac or dc. At the same time, the sharing
process between the subgrids is achieved via l@stthAnsfer active power between the ac and dc
subgrids based on the frequency and dc voltageesdab.22). In addition, the ICs could provide a
reactive power support for the ac side as illusttah (5.23). It is noteworthy that all the stated
equations only comprise the static droop settingiehwvaffect the system steady-state behaviour. The
practical control loops nonetheless imply additlahmamic settings that influence only the system
transit performance, and thus not shown in thesdysis. Hereby, the static droop settings are the

control variables of interest that are gatheread @ontrol parameter vecter

X = {xil Vie Bac,droop U Bdc,droop U, } (6.1)
given that
Xie Bacdroop = l(l)f » iy V;C,i ’ ThJ
Xie Bacdroop = l VC;C,PL' ’ 1913' Vt;c,li' 191J
Xieg, = | Awi» Ayis awViJ
whereBg. aroop aNABgc aroop are the set of buses that contain droop-basedr§ in the ac and dc
subgrids, respectively.

6.2.2 DG Capacity

Typically the DG units in both ac and dc subgrids equipped with a current limiter that prevent any
current violation behind the ratings of the powhkscgonic components of each DG unit. In other
words, the units installed in the ac subgrid folltiwe droop characterises (5.9-5.10) up to their

maximum active and reactive power limigg % andQg; , respectively. On the other hand, if the

droop characteristics result in ratings violatiarDG unit is switched to constant active and reacti
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power source. In islanded microgrid, the DG acpesver is given higher priority to serve the load.
Thus,P;:%; could be allowed to approasfj;; while Q;.; is dynamically changed to not violating

the DG maximum capacity:

max _ cmax
ac,Gi — “ac,Gi (6'2)

max _ Smax2 ) 2

ac,Gi = |ac,Gi ac,Gi (6.3)

The behavior of a DG unit in the ac subgrid could imclusively represented using the
complementary constraints for an appropriate madeh the OPF problem. As defined in [92], the
complementary constraint problem is to obtain thetero € R™ such that for the given mappings
Fi(0) € R* — R" and F,(¢0) € R* — R,

Using the notation £” which represents complement, (6.4) can be resvritéts
0< F(¢) LFi(0) 20 (6.5)

Following this definition, the constraints in (6.6)6.7) ensures that the active and reactive power
generation of the DG unit is either following thedp characteristics given by (5.9) and (5.10)atr s
at the DG limits PZ. ¢} andQg:¢; , given by (6.2) and (6.3).

0< Scrlré,ani - Pac,Gi 1 ﬂi(w; - a)) - Pac,Gi =0 (6-6)

2 *
0< \/Sgé,acxi - Pac,Gi2 - Qac,Gi 1 ni(VaC,i - Vac,i) - Qac,Gi =0 (6'7)

Likewise, the operational limits for droop-based D@ts in dc subgrids could be represented in the
OPF as:

0 < P3%: — Pacci L 9p(Viepi — Vaci) — Pacgi =0 (6.7)
0 < 15 = lacgi L 91(Viesi — Vaci) — lacgi =0 (6.9)

The representation of an IC operation is not gitédrward as the DG units, since the active
power transfer between the subgrids could holdeeithositive or negative values based on the
loading condition of each subgrid. This fact coblkel modelled by employing the complementary
constraints for the squared value of the activegramjection at the ac sidg, ,, ;, while checking its

polarity if the IC hits the maximum power capacity:
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2 2
0< (Slim,i) - (Pc,ac,j) 1 (a(u w — ay Vdc,i - awv)z - Pc,ac,j2 =0 (6'10)
(aw w — ay Vdc,i - awV) X Pc,ac,j <0 (6-11)

The IC reactive power injection at the ac side stiluld be modelled using the complementary

constraints representation as

2 2 *
0< \/(Slim,i) - (Pc,ac,j) - Qc,j 1 nj(Vac,j - Vac,j) - Qc,j =0 (6'12)

6.3 Maximizing System Loadability through Adjustmen t of DG Droop

Characteristics

The loadability concept in islanded microgrid isyweimilar to the one defined for conventional
power system [92], [93]; it is related to the manim load that could be severed within the grid
according to a specific system configuration. Beydhis maximum load value, the power-flow
problem will not converge as there is no feasibl@t®on of the system. If the system is not soleabl
due to attaining a voltage collapse condition, It solvable operating condition is defined as a
static bifurcation point. How far a specific opémgt point is from the static bifurcation point
indicates the voltage stability margin of the syst& this operating point. To this point, two typés
bifurcation should be distinguished. The first bifation type is associated with the singularity
condition of the system Jacobian matrix with lingmrease in load. This bifurcation type is defined
as saddle node bifurcation (SNB). The second tygedwn as limit induced bifurcation (LIB) since
it is related to reaching the maximum generatigracdy of the installed units. In islanded micragri
the system is vulnerable to LIB due to the systenitéd resources, and hence a careful attention
should be given for the system configuration toréase the voltage stability margin at different
operating conditions.

It is important to recall that the main power s&asr the islanded microgrids are DG units that are
responsible for feeding both active of reactive pmabased on their droop characteristics. However,
on one hand manipulating the droop characteristiisdefine the active and reactive power share
from each DG unit to cover the system load. Onother hand, the active and reactive power of each
DG unit is governed by the maximum capacity of timt. Accordingly, based on the DG droop

settings, the system LIB is defined and hence tiditic sstability margin.
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In the proposed OPF formulation, the optimum drsefiings that maximize the system loadbility

level are investigated. The objective functiontad problem could represented as
Min — LF (6.13)

where LF is the loading factor beyond which there will be feasible solution for the load flow
problem. In addition to this objective functioneth are a set of constraints:
1) DG and IC constraints as demonstrated in (6.6)2(6.1

2) Power flow constraints as demonstrated in chapter 5

3) The voltage magnitude bounds for the ac and dcrgishg

Vac,min < Vac,i < Vac,max (6-14)
Vdc,min < Vdc,i < Vdc,max (6-15)

4) System frequency limits:
WOmin < O < Wmax (6.16)

5) Droop settings constraints could be defined as

KM < g < xmax (6.16)

wherex™" andx™%*are the lower and upper bounds of the droop pasmef the DG units and
ICs. These bounds are assigned according to thienomim and maximum permissible deviations in
the system voltages and frequency at the PCC for teemaximum output power produced by DG

units.

6.4 Maximizing System Loadability through Network R econfiguration

Smart distribution systems provide numerous featthiat could guarantee higher reliable service and
more efficient power management. The reconfigunatiapability could be considered as one of the
most salient features. The reconfiguration prooegdies changing the system topological structure,
changing feeder connections, through manipulatimg $ystem tie switches. This process could
contribute in system electrical performance bydéig the optimum system structure that could add
the system functional objective while meeting thgstem operational constraints [94]. The
reconfiguration feature has been extensively ingattd for conventional distribution systems. No
study has been, however, conducted to accommobatedexistence of dc and ac subgrids in an
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islanded hybrid ac/dc paradigm, which is the maicug in this part. Although the main objective in
this analysis is still maximizing the system loaitigh the system reconfiguration is considered as
additional degree of freedom in the optimizatiorolpem. Hence, the objective function and
constraints in the aforementioned formulation, isec6.3, are not changed while the change of
system topological structure is considered by thioing switches statesw; j), as additional integer
control variables. The presence of the system bestcposes new constraints that guarantee the

radiality of the resultant network configuration.

In comparison with meshed ac distribution topolagyich is employed in a very limited rural
areas, radial topology constitutes the common &dh the design of ac distribution networks at
different levels due to several economical and riezh factors: 1) easier coordination between the
protection components, 2) less short circuit curtevel, and 3) cheaper construction requirements.
In accordance with radiality condition, the ac sudhghust not contain any closed loop with all nodes
energized. In order to maintain this conditionhie proposed OPF problem, the ac subgrid within the
hybrid paradigm is represented as a tree grapistaied in [14], Eq. (6.17) represents a necess#ry b

not sufficient condition to have a tree graph.

Z SW(i,j) = Nac -1 Vv l,] € jac (617)

i
Along with (6.17), the system topology must be igjlg connected, i.e., there is a path between any

two nodes in the system, to ensure power supplalf@ystem buses. This connectivity condition is

guaranteed through the following rules [94]:
» Switches that do are not reside within any looptrbesclosed.

* For a set of switches that always belong to theestwo loops, defined as a common

branch vector, only one switch could be open.

* For a set of switches that are not within othempkodefined as a non-common branch

vector, only one switch could be open.

* Switches within common branch vectors but incidentommon interior nodes cannot be

simultaneously opened.

6.5 Numerical Results
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In order to highlight the importance of the droagitisgs adjustment, the 33-bus test ac system is
employed and extended with two dc distribution eys as illustrated in Figure 6.1. The default
conventional droop settings for the ac units arealestrated in Table 6.1, while the eight dc urats,
illustrated in Figure 6.1, are assigned same cipati0.15 p.u. with droop settings as 1.05 and 1.5
for V. p anddp;, respectively. The system performance is tested iwcreasing the system loading
factor. As shown in Figure 6.2, the DG units arpatde to feed system demand up to loading factor

of 1.3. Through investigating the DG output actaved reactive powers, we could elicit valuable

()

3

4'
DC Microgrid #2

Main AC

gu O @ @ © ]| ® a @
|_/ [ ) 1 1 1 ] 15 ] 1671 177
| | | | | I | | | I I I I I | | 1
Figure 6.1: 33-bus distribution test system
Table 6.1: Conventional DG settings in p.u
DG # Bus# acGi w; Hi Vac,i ni
9 0.6 1.0083 30 1.4849 0.045
2 19 0.5 1.0083 25 1.4849 0.23
3 25 0.5 1.0083 25 1.4849 0.045
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Figure 6.2: DG output with default droop settin@®: AC-DG active power, (b) AC-DG reactive poweC®dG
apparent power and (b) DC-DG active power
information that interprets the limitation of systéoadability. The DG units at the ac subgridstdtar
approach their maximum capacity at 1.300 loadirtpia as demonstrated in Figure 6.2 (c), while the
DGs in the dc side still have available active poeapacity, as shown in Figure 6.2 (d). Thus, the
system loadability is mainly limited by the availél of the reactive power produced by the ac sinit
since the system still capable of providing anvactpower support through the dc ones. It is
important to recall that this type of loadability associated with the LIB of the DG units due to an

improper management of the DG powers.

On the other hand, the proposed OPF could be adilip obtain the optimum droop settings as
shown in Table 6.2. These adjustments of the deetjings could increase the system loadability by
additional 8%. This increase is affiliated to atepower management of the system resources. As
illustrated in Figure 6.3 (d and c), both ac andudd@s simultaneously approach their maximum
capacity limits at 1.380 LF. In other words, thguatinent of the DG droop settings enables an

optimum utilization of the units through an effistadispatching of the available system resources.
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Table 6.2 DG optimum settings (p.u.).

DG # w? V(;C,i
1 1.0149 1.4835
2 1.0150 1.4854
7 1.0150 1.4959
DG # V;c,Pi DG # V;C,Pi
1 1.1226 5 1.1225
2 1.1232 6 1.1285
3 1.1217 7 1.1234
4 1.1242 8 1.1238
055
050 - P1
eeccce P2
S 045 —_
. . 5
£ 040 A =
a® 035 - 154
& 030 =
0.25 ﬂ_,scte‘ze - .....0°'.. esecees (2
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1.40

Figure 6.3: DG output with droop adjustment: (a)-BG active power, (b) AC-DG reactive power, AC-DG

apparent power and (b) DC-DG active power
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The effect of the system reconfiguration on theteys loadability is addressed through
considering additional tie lines as shown in Figbir® The assumption of maintaining all the system
switching closed, albeit theoretical, indicates mieximum system loadibility level. This assumption
is followed in this analysis and the optimum DG apcsettings are recalculated according to the
proposed OPF formulation. By testing the resultinbp settings, Table 6.3, we could notice that the
system loadability could be increased by only 1.4i% maximum LF = 1.394. This minimum
influence on the system loadability complies wikte tfact that the loadability level of ADNSs is
governed by the availability of the system resosiridB). This situation is different in the bulk
power system, in which the reconfiguration stratesggnuch more effective in the system loadability
level, since the system loadability is determinaddal on the system capability in transmitting power
through its structural topology (SNB).

3
4'
DC Microgrid #2
5'
_______ 36 _
4
I
Main AC @ :
Grid
Irl L1 14q 157 16 17
| ] 1

Figure 6.4: 33-bus distribution test system withitdnal tie switches
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Table 6.3DG settings in p.u. with all the system switches close

DG # w; V(;c,i
1 1.0152 1.5322
2 1.0152 1.5495
7 1.0152 1.5075
DG # Vc;c,Pi DG # Vgc,Pi
1 1.1236 5 1.1235
2 1.1246 6 1.1246
3 1.1229 7 1.1228
4 1.1240 8 1.1240
055 035
050 P1 4 . Y
~ o045 ececee P2 0.30 sesssec®®®
3 7 T 025
£ 040 A l =
g 0.20
a® 035 - o
L 0304 S 0157 01
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Figure 6.5: DG output with system reconfiguratia): AC-DG active power, (b) AC-DG reactive poweGCA
DG apparent power and (b) DC-DG active power
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6.6 Discussion

In this chapter the steady-state modeling of theud{s is employed to investigate the effect of DG
settings and system reconfiguration on the ovesgtem loadability level. The results demonstrate
that adjusting the DG settings could increase trstem loadability by 8%, while augmenting the
microgrid with the reconfiguring capability coulddd further increase by 1.4% to the system

loadability. These results comply with the effeetiess of both approaches on the LIB of ADNs.
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Chapter 7

Summary, Contributions, and Future Work

7.1 Summary and Conclusions

The primary goal of the work presented in this ih&gas to establish a discipline framework that
would allow the seamless integration of dc micrdgtinto an ADN paradigm. To this end, numerous
technical challenges associated with dc micrognaige been addressed and novel control algorithms
and steady-state analysis tools have been develgpeadketailed summary of the main studies
conducted in this research are highlighted below.

Based on the review contained in chapter 2, thik\wablished in the literature has fallen short
with respect to addressing the voltage regulatissués inherent in grid-connected DCDSs. A
comprehensive study was therefore conducted inteh&pto highlight the critical role of IC voltage
and DG power in shaping the voltage profile of ategn. A distributed control algorithm has been
developed that can dynamically adjust the IC vdtagtting. The proposed algorithm has been
extended with the addition of a second stage tptimally curtails the DG output power if the IC
fails to maintain the entire system voltage witlp@rmissible limits. To enable consideration of
different DCDS operational perspectives, two cumant strategies have been devised. The first
results in an equal curtailment ratio of DG un@sjon-cooperative strategy appropriate for a discre
ownership scenario, whereas the second maximizesalbvevenue, a cooperative strategy suitable
for a single ownership scenario. The convergenegacheristics of both strategies have been verified
mathematically, and their effectiveness and romsstrhave been validated through their application

in several case studies.

Chapter 4 has provided a discussion of a numbeposier management studies previously
proposed for islanded dc microgrids; however, tloekwperformed was based on either centralized
control algorithms, which entail an expensive comioation infrastructure, or distributed control
algorithms, which are applicable only for very ligd situations. Two new distributed power
management schemes have therefore been introdubédh are based on consensus theory and are

compatible with different operational strategiestlie context of islanded dc microgrids. The first
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scheme is directed at increasing system relialtitgugh precise sharing of equal power among the
DG units. The second scheme minimizes operatiomstsadhrough the optimal dispatch of the units.
As a byproduct improvement in the power qualitytioé system, the proposed schemes provide
additional enhancement of the system voltage mrofgince the schemes rely on mathematical
approaches, their stability and convergence waseproanalytically, and their efficacy was
successfully demonstrated through real-time OPALdRfiulations in a hardware-in-the-loop (HIL)

application.

As explained in chapter 5, the operational phidsofor islanded hybrid ac/dc microgrids entails
a convenient steady-state tool for analyzing sutkewlving paradigm. Unlike conditions in grid-
connected networks, in a islanded hybrid microghd,ac frequency and the dc voltage are variables
that are coupled through ICs. This operationaluigatmposes further complexity that adds to that
created by the absence of a slack bus within ttieeemetwork. A novel power flow algorithm was
therefore developed in order to incorporate difier®G unit and IC operating modes. To reduce
problem complexity, the algorithm has been desigioelie sequential, i.e., to solve separately for
each ac and dc subgrid. However, the coupling tervtiee ac frequency and dc voltage is considered
by means of the adaptation of the IC model durivgdlgorithm iterations. The proposed algorithm
relies on the Newton-Raphson method, which solveddad flow problem for the ac and dc subgrids
accurately but with a reduced computational cobe @ccuracy of the algorithm has been validated
with the use of detailed time-domain simulationsig$SCAD/EMTDC. Its robustness and high rate

of convergence compare favourably with those ofreational and unified power flow algorithms.

Finally, the proposed steady-state modeling apprazfcthe ac/dc microgrids was employed in
optimum configuration analysis in chapter 6. Thedgt has highlighted the effect of DG droop

adjustment and topological structure reconfigurairothe system loadability margin.
7.2 Contributions

The primary contributions of the work presentethis thesis can be summarized as follows:

1. DCDS voltage regulation problems have been demmtestrand established, and effective
voltage control algorithms have accordingly beetnosiuced as a means of enhancing the
system voltage profile through the optimal adjusttraf both the IC voltage setting and the
DG output power.
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2. Distributed and robust power management algorithvage been developed in order to
increase the reliability, reduce the operationastcand improve the voltage profile of

islanded dc microgrids.

3. Conventional power flow algorithms have been exaaiand proven to be unsuitable for
performing steady-state analysis in the contextstzinded hybrid ac/dc microgrids. An
efficient power flow algorithm that provides prezisnodelling of hybrid distribution

networks operating in islanded mode has therefeen loleveloped.

4. The optimum configuration of hybrid ac/dc microgridhas been investigated through
formulating an OPF problem. Two configuration agmioes have been considered, namely,
DG droop settings and system structural topolagyprder to serve maximum load demand in

the islanded mode of operation.

7.3 Direction of Future Work

Building on the results presented in this thesig following areas are suggested for future
exploration:
1. Development of a generic planning formulation femwndistribution systems: Based on such
a planning model, ac and dc subgrids could be défimithin a hybrid ac/dc paradigm. The
size of the distributed generation and the enetgsage systems could also be allocated for

each zone along with the capacity of the ICs betvzemes of different types.

2. Investigation of optimum droop settings that achi®@ptimal load flow criteria in islanded
hybrid ac/dc microgrids: In that context, numerstiglies could be conducted with a view to
increasing system reliability by enhancing systemitfrejection capability, or with the goal

of reducing the operational cost of the systemug@hothe optimal dispatch of the DG units.

3. Studies for identifying the optimum reconfiguratiof islanded hybrid ac/dc microgrids:
Such work could examine a variety of operationaispectives that include minimizing

switching and fuel costs and enhancing the syst@tage profile
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Appendix A
Data of Test Networks

The per unit data for commercial and residentiatlyy PV and wind power profiles are illustrated as

follows:

Commercial locad

— — = Residential lcad
—-——— PV
—.-— Wind

Normatized output power

Time [hours]
Figure A. 1: Load and generation profiles
The data of the test system shown in Figure 3.@iamn as follows:

Table A 1: Four feed test system data

Feeder Total resistanceiR[p.u.] Total load P [p.u.]
#1 0.1080 0.4
#2 0.0880 0.5
#3 0.1374 0.3
#4 0.0945 0.45
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Appendix B
Relation between Load and Generation Current Change  with

System Voltage Variation

The constant power load (CPL) can be modeled byentiisourceify,) in parallel with negative
resistancer(,,) that depend on the load power and terminal vel(ay[40], [68]. The current source

and resistance model can be converted to the dgotvaoltage source and resistance model, as
shown in Figure B. 1. The constant power modeinslar to the very common DG model shown in

Figure B. 2, in which the DG droop gair) s represented in terms of its per unit valiyg, ().
Considering same rating DG unit and CPL load opegatt the nominal voltage:
" = Depi for v = phom (B.1)

Under the same change in the terminal voltdgs,(the change in the CPL current relative to that i

the DG can be given by

A iL = T'p_u' A ig (BZ)

pcpl

icpl =2

I*_@: \ Tepi ZF_E

Tept = —

pcpl
Figure B. 1: Linearized mode of CPL load

2
7. pnom *
T = —p'u' v
pr
|-

Fiaure B.2: DG mode



Typically 7, is small and around (%5) [35], thus the changthénload current with respect to the

change in the DG current can be neglected. Siraitalysis can be carried out in case of constant

resistance loads.
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Appendix C
Convergence of DEIC Algorithm

For a set of DG units that update their output pdvased on (4.35), the condition expressed in §4.36

must be satisfied, guaranteeing the convergenck,tp after a sufficient number of supervisory
iterations. According to (4.31) and (4.33), and A,,; can be determined after the first supervisory

control cycle as

Cu (Aavg [0] - Au [0])

Aul1] = A, [0] + . (C.1)
Aawg 1] = Agyg 0] + 21529 %}f 191~ 410D (C.2)

Letd, be defined for each agent, which represents ffereince betweeh,,, andj,, as follows:

d,[0] = Aavg [0] — 4,[0] (C.3)
After the first supervisory cycle,, can thus be given by
e, Ci d;[0 d,[0
du[1]=du[0]+zjep 1 4101 _ e dul0] (C.4)
|,0|Cmax Cmax
For all agents: € p, (B.4) can be generalized in a matrix form as
D[1] = A D[0] (C.5)
where
D = [dl d, d|p|]T (CG)
'(1 _ M) _ _ %l
Ipl Cmax |p| Cmax |p| Cmax
Cq <1 _ (el = 1)C2> Clp|
A= |,0| Cmax |P| Cmax |P| Cmax (C'7)
€1 C2 <1 _ (Ipl - 1)C|p|>
Ipl Cmax |p| Cmax |p| Cmax -
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After h supervisory cycles:
D[h] = A" D[0] (C.8)

Matrix A is primitive and column stochastic. Thermdttivity is directly inferred since all elements
are strictly positive, which is governed by (4.3Blie column stochastic property is fulfilled sirtbe

summation of any of its columns equals one. Thasecharacteristics lead to

h—oo

tim d, 1] = 0, ) d;[0] =0 (C.9)
J

whereo,, is constant, which implies that, after sufficidnsupervisory cycles, all DG units will have
the samé\, [h] = A,,, provided that (4.36) is fulfilled.
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Appendix D

Unified Newton Trust Region

Newton trust region method is a general mathemiatod, belonging to the gradient descent family,
for solving a set of nonlinear equations. Accordingthis method, a set of nonlinear equations,
modelling the steady-state behavior of differemhponent of islanded hybrid microgrid in our case,

are formulated as an minimization problem:

X)) =fAX)—4,=0
F,(X) = fz(X) —4,=0

T R0 = fi00 - A =0 -

F(X) = fu(X) =4, =0
whereF;(X)(i = 1,2, ...,n) is the set of the nonlinear functions describing slistem f;(X) andA4;
are the variable dependent and independent teasgectively; anch is the number of power flow
unknowns. The system power flow variables are ptesebased on an initial gueX¥g. After each
iteration, the system variables are updated pyhat guaranteer; (X, + A ) < F;(Xy). In order to
calculateA, the original functionF; (X, ).is represented by a simpler quadratic md?;lﬁgl(Xk) that

has a similar behavior arouxg:
~ 1
Fir(01).= Fi(Xy) + AR VF;(X) + 5 Ak V2F;(X) Ay, (D.2)

whereVF;(X,) andV?F;(X,) are the gradient and Hessianffat X, . The behavior of the model
functionF"”k(Ak) is only trusted to match the original functiBi{X, ) in a region;, aroundX,. Thus,

the stepd, can be calculated as the minimizenﬁm‘c within the regionry,:
min Fi|k(Ak) (DSa)
subject to ||Axll < ¢k (D.3b)

The trust region radiug, is a flexible boundary which is updated after eéefation according to
the behavior of the model functid?g|k. The update is evaluated by calculating a comparratio

v defined as
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Ve = Fi(Xp) — Fi(Xp + Ay )
« Fi(0) = Fyppe (Ag)

(D.4)

If y,is high enoughy; = 0.09, Filk is considered a very successful model for reptesgen
F;(Xy). The solution is thus updated,(, = X, + A,) and the trust region is expandeg.; =
2¢6). Ify €10.01,0.09[, Fi|k gives a satisfactory behavior; the solution is atpd with the
computed stepX(,, = X + Ax) without changing the trust region boundarigs.{ = ¢x). On the
other handF”k demonstrates a poor performance for small valugg ef 0.01 . In this case, the
obtained solution is rejected with shrinking thestrregion boundaryst,1 = ¢x/2). According to
the trust region algorithm, sty is calculated in each iteration by solving thelyeon presented in

(C.3). The well-known formula for the problem sabutis given in [95]:

(V2F;(Xy) + AD A= —VF;(Xy) (D.5)
where 1 is the Lagrangian multiplier satisfyidig> 0. If ¢, is big enough, the problem turns into
unconstrained minimization di‘ﬂk with 2 = 0:

Ni=—(P2Fi(X)) " = VFi(Xi) (D.6)
Otherwise, if A}, > ¢, the optimum solution is expressed as

Ap= —(V?F;(X}) + AD™* — VF;(X) (D.7)

For a certain value of > 0 that granteefAy|| < ¢,. The Dogleg method is one of the most
effective techniques that are commonly utilizecestimatet. In this method, the functiofy, (1) is

approximated by a piecewise linear polydxm):

T A% 0<s<t<1

A = {A” FET-DQ —AY) 1< 7<2 (D-8)

whereA" is the solution oﬁi|kin (C.2), i.e., the Cauchy point [96]. The probl&rthen solved at

|A®)|| = ¢k. The flow chart presented in Figure D. 1 summaties main steps of Newton-trust

region method for solving the power flow problem.
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/ Data Acquisition /

Initial assignment for the system
variables(X,)and NTR parameters
=0, Cklmax >0, Sko € [0' Cklmax]

v

Calculating the power mismatch
equations: Fi( X;) < &

Converged?

Solving (C.2) using Dogleg
method (C.5)-(C.8) to get (4, )

v

Computing o, (C.4) and adapt
NTR parameters:

If 7<0.01; Xir1=Xi5 Grer=Gi/2

If 0.01< 71<0.9; Xie/=Xs+415 Gier1=Ck

If 0.9< 315 Xier1=Xu+ 415 Gur1=26k

Figure D. 1: the power flow algorithm using NTR
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