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Abstract: Investments in wind and solar power are driven by the aim to maximize the utilization of 9 
renewable energy (RE). This results in an increased concentration of wind farms at locations with higher 10 
average wind speeds and of solar panel installations at sites with higher average solar insolation. This is 11 
unfavourable for energy suppliers and for the overall economy when large power output fluctuations occur. 12 
Thus, when evaluating investment options for spatially distributed RE systems, it is necessary to model 13 
resource fluctuations and power output correlations between locations. In this paper, we propose a 14 
methodology for analyzing the spatial dependence, accurate modeling, and forecasting of wind power 15 
systems with special consideration to spatial dispersion of installation sites. We combine vine-copulas with 16 
the Kumaraswamy distribution to improve accuracy in forecasting wind power from spatially dispersed 17 
wind turbines and to model solar power generated at each location. We then integrate these methods to 18 
formulate an optimization model for allocating wind turbines and solar panels spatially, with an end goal 19 
of maximizing overall power generation while minimizing the variability in power output. A case study of 20 
wind and solar power systems in Central Ontario, Canada is also presented. 21 

Keywords: renewable energy; wind and solar power; Kumaraswamy distribution; C-Vine copula 22 
 23 

1. Introduction 24 

Wind power is one of the world’s largest and most accessible high intensity renewable energy resource, 25 
with solar power fast becoming a widely implemented renewable resource [1]. Globally, there are 26 
increasing efforts to tap more into these renewable energy sources; however, their intermittent availability 27 
presents one barrier for the renewable energy-based systems to entirely meet energy demands [2]. Wind 28 
fluctuations can be abrupt and significant, causing problems with the ability to generate steady energy 29 
outputs. Also, due to the stochastic nature of wind, it is difficult to accurately forecast wind power 30 
generation by considering only temporal wind behavior when other factors such as wind farm topology and 31 
turbine characteristics are equally important [3]. On the other hand, while the availability of solar energy is 32 
relatively constant, solar power output exhibits high sensitivity to slight changes in solar insolation [4]. 33 

 34 
Another challenge associated with renewable energy systems is their integration into the main power 35 

grid. Renewable energy installations can be geographically sparsely distributed despite being part of the 36 
same power grid, leading to sub-optimal power transactions within the grid [5]. Decisions on where to place 37 
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these installations are often based on the availability of wind and solar resources in order to maximize 38 
perceived power outputs [6]. This leads to localized concentrations of installations in areas of high wind or 39 
solar availability, which can become highly unfavourable for energy suppliers due to increased power 40 
fluctuations and overall system instability [6].  41 

 42 
Previous researchers have examined the possibility of smoothing fluctuations in wind power 43 

generation through employing geographically dispersed systems, or by interconnecting existing dispersed 44 
systems [7, 8]. For example, system reliability has been found to increase with turbine size in wind farms 45 
[9], while interconnection has been shown to greatly impact the reliability and stability of renewable energy 46 
systems [10].   47 

 48 
In this paper, we propose a methodology for analyzing the spatial dependence, accurate modeling, and 49 

forecasting of wind power generation with special consideration to temporal variations in power output and 50 
spatial dispersion of installation sites. The rest of this paper is organized as follows: Section 2 provides a 51 
brief review of literature related to wind and solar power systems modeling. Section 3 introduces the three 52 
mathematical concepts that serve as the foundations of our proposed methodology: the Kumaraswamy 53 
distribution, the theory of copulas, and vine-copulas. Section 4 discusses our proposed model for the 54 
optimal allocation of renewable energy generation technologies while Section 5 presents a case application 55 
of the proposed methodology. Finally, Section 6 summarizes the findings and intellectual contributions of 56 
this study. 57 

2. Literature Review 58 

Linear correlation coefficients provide general information about the interdependence of wind power 59 
generated at spatially distributed sites [11]; however, they do not uniquely describe the structure of this 60 
dependence [11]. Further, they do not provide actionable information that is helpful to system planners and 61 
operators. For example, linear correlation coefficients are not useful in determining the duration in a year 62 
when the aggregate wind power in a system will be above or below a specified threshold value even when 63 
coupled with data on the marginal distributions of wind power at each installation, as dependence relations 64 
are nonlinear. A potential method for mathematically describing the dependency structure among wind 65 
power systems involves using joint distribution functions [12]. However, multivariate distribution models 66 
are currently not available for such systems, and common joint distributions do not accurately fit wind 67 
power data [12]. A possible workaround suggested by Kroese et al [13] involves decomposing the assumed 68 
correlation matrix using Cholesky decomposition, but this is only applicable if random variables are linearly 69 
correlated.  70 

 71 
It has been demonstrated that wind speeds are characterized by non-normal distributions and non-72 

linear dependence [6]. This becomes problematic in multivariate analysis; when multivariate data are not 73 
normally distributed, accurate quantiles of the sums of margins cannot be calculated from the sums of 74 
variances and covariances which makes modeling these random variables (wind speeds in our case) more 75 
challenging.  76 
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 77 
Goethe and Schnieders [6] modeled the univariate time series of wind speed at several wind farms in 78 

Germany using a seasonal autoregressive moving average (ARMA) model proposed by Benth and Benth 79 
[14]. To model the correlation between multiple wind farm locations, they analyzed the correlation between 80 
the residuals of the various univariate time series and fit copulas to the residuals, thus developing copula-81 
GARCH (generalized autoregressive conditional heteroskedasticity) models. 82 

 83 
A more appropriate approach for modeling non-linear, non-normal and more complex dependency 84 

structure in data is by directly using appropriate copulas [6, 15-18]. Copulas are applied widely in finance 85 
[19, 20], and they possess unique characteristics that make them highly attractive in modeling wind power 86 
[18]. Of these characteristics, the most important is the ability of copulas to model the dependence structure 87 
of data independent of the marginal distributions of the participating variables. This feature is very critical 88 
because wind power outputs at different locations are often significant at the grid nodes they are infused 89 
and modeling them using single marginal distribution is not possible. Therefore, finding this dependence 90 
in power outputs independent of marginal distributions is of great advantage for system planners as it allows 91 
modeling wind power generation more accurately.  92 

 93 
The correlations among wind power generated at different locations are usually estimated from 94 

parameters such as separation distance and averaging period, among others [21, 22, 23]. If only basic 95 
information is available about the locations of wind turbines, an accurate model of the dependency structure 96 
of wind power generated at these locations can be produced using copulas. Consequently, the selection of 97 
an appropriate copula function is very important, as inappropriate selection can lead to unacceptable errors. 98 
Of all copulas, the Gaussian copula is the most commonly used copula due to its computational 99 
convenience; however, its suitability in wind power analysis has not been rigorously investigated. The 100 
standard Gaussian copula has been previously used to model wind power in Europe based on a qualitative 101 
assessment of Q-Q plots [17]. Louie (2012) adopted a more comprehensive approach by first testing a 102 
number of standard copulas on wind speed data, and then eventually selecting Archimedean copulas [23].   103 

 104 
In modeling wind power, copulas have the highest utility in forecasting and in generating scenarios for 105 

optimization simulations [19]. These scenarios are necessary in stochastic programming, which is a critical 106 
decision tool in power systems analysis and planning research. For example, Gaussian copulas have been 107 
used to evaluate short-term scenarios for wind power generation [24], while empirical copulas have been 108 
used in modeling the dependency structure between the wind speed and the wind power output [25]. A 109 
quantile-copula kernel density estimator has also been used to improve probabilistic wind power forecasts 110 
[26].  111 

 112 
With respect to solar energy, temporal modeling of solar power generation has been done using 113 

generalized distribution functions that were subsequently optimized to ensure reliable and higher power 114 
outputs [27]. Solar irradiation is most often modeled using the Hollands and Huggets distribution, which 115 
can be approximated by the Gamma distribution [28]. To our knowledge, there has been no attempt to date 116 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 14 September 2017                   doi:10.20944/preprints201709.0053.v1

http://dx.doi.org/10.20944/preprints201709.0053.v1


4 
 

to model solar power generation using other types of probability distributions. Similar to wind power 117 
generation, the dependence structure of solar systems is usually quantified by measures of association such 118 
as linear correlation coefficients [29]. But in contrast to wind power generation, the spatial variability in 119 
solar power generation in reasonably sized grids is not significant; thus modeling the spatial dependence of 120 
solar power generated between dispersed locations is not necessary [30] but can be done with the method 121 
we propose for wind power. 122 

3. Methodology 123 

Wind speed patterns and their spatial dependencies are generally non-Gaussian and non-linearly 124 
correlated [14].  Since system planners are more interested in modeling wind power generation than wind 125 
speeds, this presents a challenge because there is no standardization in modeling wind power using a 126 
specific probability distribution. Therefore, in the present study, we use the Kumaraswamy distribution 127 
for the temporal modeling of wind power generated at each site, and applied the concept of vine-copulas 128 
to model wind power dependencies. 129 

3.1 Kumarawamy Distribution 130 

First introduced in 1980, the double bounded Kumaraswamy distribution is a continuous probability 131 
distribution that was originally developed for hydrology applications [26]. It is equivalent to the Beta 132 
distribution but has a simpler analytical formulation, making it more efficient in computational 133 
simulations. More importantly for this study, the Kumaraswamy distribution is selected because (i) 134 
renewable power is a non-linear transformation of its resource (ex. wind power from wind speed) and (ii) 135 
its simple analytical form allows for its easy integration with copulas. 136 

 137 
The probability density function (PDF, (݂(ݔ) ) and cumulative density function (CDF, ((ݔ)ܨ ) 138 

formulations of the Kumaraswamy distribution are given in Eq. 3.1 and Eq. 3.2, respectively, where a and 139 
b are shape parameters describing the distribution. 140 

(ݔ)݂ 141  = ௔ିଵ(1ݔܾܽ − ௔)௕ିଵ (3.1)ݔ

Where, 142 ܽ > 0, ܾ > 0 and ݔ ߳[0,1] (3.2)

 143 
It has many of the same properties as the Beta distribution but has some advantages in terms of 144 

tractability. The Kumaraswamy densities have similar behavior as the Beta densities such as they are 145 
unimodal, uniantimodal, increasing, decreasing or constant depending on the parameters. Therefore, based 146 
on the values of the shape parameters the densities take specific shape and exhibit certain properties such 147 
as, if a > 1 and b > 1 then the density is unimodal, if a > 1 and b ≤ 1 then the density is increasing, a < 1and 148 
b < 1 then the density is uni-antimodal, and a ≤ 1 and b > 1 then the density is decreasing. The densities are 149 
log-concave if and only if the shape parameters are greater than or equal to 1. 150 
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In addition to hydrology, Kumaraswamy distribution is now widely used including in                 151 
finance, statistical design centering of integrated systems, among others [31, 32] .  152 

3.2 Methodology 153 

3.2.1 Copulas and the Sklar Theorem 154 

Copulas were first introduced in 1959 by the mathematician Abe Sklar [33] and have since become 155 
popular in describing the dependencies between random variables. Copulas are mathematical functions that 156 
allow us to combine univariate distributions to obtain a joint distribution with a particular dependence 157 
structure. The utility of a copula is most easily demonstrated in the use of distributions in probabilistic 158 
analysis. To illustrate, recall that the CDF of a distribution is used to draw a random variate. Most commonly, 159 
to draw a random value from a distribution, one starts by sampling from a uniform distribution, ܷ(0,1). 160 
This sample is treated as an observation of the variable`s CDF; a sample can be drawn from the PDF by 161 
generating a uniform random number and transforming it using the CDF to a random value.  162 

 163 
Sklar’s theorem is the theoretical foundation of copulas. It states that for a given joint multivariate 164 

distribution function and relevant marginal distributions for the corresponding random variables, there 165 
always exists a copula function that relates the marginal distributions of the variables. Mathematically, this 166 
can be derived as follows. 167 

 168 
Let Fxy be a joint distribution with margins Fx and Fy.; then there exists a copula ܥ: [0,1]ଶ 	→ [0,1] such 169 

that 170 ݂(ݔ) = ௔ିଵ(1ݔܾܽ −  ௔)௕ିଵݔ
3.3

 171 
If the random variables, X and Y are continuous, then copula, C is unique; otherwise, C is uniquely 172 

determined on the (range of X) × (range of Y). 173 
 174 
Conversely if C is a copula and Fx and Fy are distribution functions, then the function Fxy is a joint 175 

distribution with margins Fx and Fy. 176 
C must be a function of particular type with certain properties as described by [33] and explained 177 

further in [19]. 178 
 179 
The copula is further defined as follows. 180 

C is a copula if ܥ: [0,1]ଶ 	→ [0,1] and  181 0)ܥ, (௠ݑ 	= ,௠ݒ)ܥ	 0) 	= ,1)ܥ 182	0	 (௠ݑ 	= ,௠ݑ)ܥ	 1) 	= ,௠ଶݑ)ܥ ௠ 183ݑ	 (௠ଶݒ − ,௠ଵݑ)ܥ	 (௠ଶݒ − ,௠ଶݑ)ܥ	 (௠ଵݒ + ,௠ଵݑ)ܥ	 (௠ଵݒ ≥ 0	for all ݒ௠ଵ<ݒ௠ଶ, ݑ௠ଵ<ݑ௠ଶ 184 
If C is differentiable once in its first argument and once in its second then, C is equivalent to 185 ׬ ׬ డమ஼డ௨೘డ௩೘ ௠ݒ௠݀ݑ݀ 	≥ 0௨೘మ௨೘భ௩೘మ௩೘భ  for all 	ݒ௠ଵ<ݒ௠ଶ, ݑ௠ଵ<ݑ௠ଶ 186 
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where um, vm, umi, vmi are marginal distribution functions. 187 
This definition of a copula simply states that a copula is itself a distribution function, defined on 188 

[0,1]2 with a uniform marginal. Each of the marginal distributions produces a probability of one-189 
dimensional events. The copula function takes these probabilities and maps them to a joint probability, 190 
enforcing a relationship on the probabilities. Therefore, using copulas to build multivariate distributions is 191 
a very flexible and powerful technique as it separates choice of dependence from the choice of marginal 192 
[19].  193 

Sklar’s theorem establishes one of the easiest ways of constructing copulas. In this case, if Fx and Fy 194 
are the marginal distributions, then a copula is given by the formulation in Eq. 3.4. 195 ݑ)ܥ௠, (௠ݒ = ௑ିܨ)௑௒ܨ ଵ(ݑ௠), ௒ିܨ ଵ(ݒ௠)) 

3.4

3.2.2 Selection of the Appropriate Copula 196 

A critical step in modeling data using copulas is the selection of the appropriate copula function from 197 
among the family of copulas that best describes the given data set. The selection process is often based on 198 
the analytical tractability of the copula function [34]. Three types of copulas are considered in this study: 199 
Gumbel, Joe-Frank, and the Student t. The Gumbel copula is most suited for extreme distributions while 200 
the Joe-Frank and Student t copulas are more suited for applications with heavy dependence on tails [19, 201 
35]. 202 

The Gumbel copula is a bivariate Archimedean copula. It is an asymmetric copula that exhibits greater 203 
dependence on the positive tail than on the negative tail. This copula is given by Eq. 3.5, where	ߜ is the 204 
parameter controlling the dependence between the marginal distributions ݑ and ܥ 205   .ݒఋ(ݑ, (ݒ = exp	(−[(− log ఋ(ݑ + (− log ఋ]ଵ(ݒ ఋ⁄ ) 3.5 

The Joe-Frank copula, sometimes called the BB8 copula, is a two-parameter copula also from the 206 
Archimedean family of copulas. The copula CDF is given by Eq. 3.6, where the parameter ߜ illustrates 207 
the degree of dependence between the marginal distributions ݑ and ݒ, and the parameter ߴ is the degree 208 
of freedom. 209 ܥణ,ఋ(ݑ, (ݒ = ଵିߜ	 ቀ1 − ൛1 − ଵൣ1ିߟ − (1 − ణ൧ൣ1(ݑߜ − (1 − ణ൧ൟଵ(ݒߜ ణ⁄ ቁ 3.6 

where  210 ߴ ≥ 1	ܽ݊݀	0 ≤ ߜ ≤ ߟ 211 1 = 1 − (1 − ణ and 0(ߜ ≤ ,ݑ ݒ ≤ 1 212 
 213 
The Student t copula allows for joint fat tails and an increased probability of joint extreme events 214 

compared with the other copulas. Increasing the value of	ߴ decreases the tendency to exhibit extreme co-215 
movements. The copula formulation is expressed in Eq. 3.7, where ߩ	and ߴ are the parameters of the 216 
copula, and ݐణି ଵ	is the inverse of the standard univariate t-copula with ߴ degrees of freedom, expectation 217 
0 and variance  

ణణିଶ  [35]. The variables s and t are the random vectors obtained from the two marginal 218 

distributions. 219 ܥఘ,ణ(ݑ, (ݒ = න න 1)ߨ12 − ଶ)ଵ/ଶ௧ഛషభ(௩)ିஶߩ
௧ഛషభ(௨)ିஶ ቊ1 + ଶݑ − ݒݑߩ2 + 1)ݒଶݒ − (ଶߩ ቋି(ణାଶ) ଶ⁄  3.7 ݐ݀ݏ݀
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 220 

3.2.3 C-Vine Copulas 221 

Joe [35] presented the first construction of a multivariate copula using (conditional) bivariate copulas, 222 
while Bedford and Cooke [36] developed a more general construction method of multivariate densities and 223 
introduced regular vines to organize different pair-copula constructions (PCCs). Vines are a graphical 224 
representation of constraints in high dimensional probability distributions. They are used to specify so-225 
called PCCs, as introduced by Aas et al. [37].  226 

 227 
Conventionally, a copula model is limited to a 1-parameter or 2-parameter specification of the 228 

dependence structure, which represents a potentially severe empirical constraint. Clearly, when modeling 229 
the joint distribution of multiple variables, such limited parameter models are unlikely to adequately capture 230 
the dependence structure between variables. For example, the Gaussian copula lacks tail dependence. 231 
Similarly, while the multivariate Student t copula is able to generate different tail dependence for each pair 232 
of variables, it imposes the same upper and lower tail dependence across all pairs. These limitations are 233 
overcome by the canonical vine (C-vine) model by building bivariate copulas of conditional distributions. 234 
C-vine copulas are flexible multivariate copulas that are generated via hierarchical construction and can be 235 
decomposed into a cascade of bivariate copulas. The basic principle is to model dependence using simple 236 
local building blocks (pair-copulas). 237 

4. Spatial and Temporal Modeling of Renewable Energy Resources  238 

4.1 Algorithm for Temporal Modeling of Wind Power and for Scenario Generation 239 

This section discusses the procedure for modeling wind power generation in various spatially 240 
dispersed sites using the generalized Kumaraswamy distribution and C-Vine copulas. 241 

 242 
Firstly, given temporal data sets (daily and seasonal) on the wind power generated at different 243 

installations, we use the Kumaraswamy model to describe the probability distribution of each data set. We 244 
obtain the model parameters for each hour of the day and for three seasons in the year lets call them Season 245 
1, Season 2, and Season 3 using the Maximum Likelihood Estimate (MLE) method for distribution fitting 246 
with historical data. This ensures that both hourly and seasonal variations are embodied in the distribution 247 
models. Therefore, we create for each hour of the day within each of the three seasons a distribution from 248 
all the measurements at that hour of day for all days within that season across a number of year. This leads 249 
us to create 3 (season) × 24 (hours) = 72 distributions for each location. These distributions are then used 250 
to choose a  C-Vine model for the installation site under consideration.  251 

 252 
In order to develop the C-Vine tree, one location must first be selected as the root node of the tree and 253 

the others its children (nodes). This is accomplished by generating the Kendall rank correlation matrix, and 254 
summing the correlations across each location with respect to the other locations. The location with the 255 
maximum value of the Kendall rank correlation is chosen as the root node.  256 
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 257 
Once the C-vine tree is constructed, various families of bivariate copulas are then fitted to model the 258 

dependence between the root node and each one of its children. We again use the MLE method to fit the 259 
copulas, and use AIC/BIC (Akaike Information Criterion/ Bayesian Information Criteria) to evaluate the 260 
goodness of fit. In this, pair-copula construction approach, a bivariate copula is fitted to the root node and 261 
the child. Finally, we utilize the PCC-based tree to produce scenarios by drawing data from the PCC 262 
followed by Kumaraswamy distribution for each hour of the day or season.  263 

. 264 
The algorithm for modeling of wind power is summarized in Table 1. 265 

Step Specific Action 

1 Fit Kumaraswamy distribution to each location’s hourly data for the three seasons 

(Season 1, Season 2 and Season 3) and obtain parameters for the distribution. 

2 Compute the Kendall rank correlation matrix with correlation values  where   

Correlation Values,   location with respect to   location 

3 Formulate the Vine tree, where root is the location with max(∑ :,௜௝)௜ߪ . 

4 Compute the Pair Copula Construction using the various copula options available 

5 Generate scenarios from the PCC followed by inverse of Kumaraswamy CDF. 

 266 
For scenario simulations using C-Vine, we generate the Vine matrix that defines the connections and 267 
parameter matrices containing the parameters of each of the copulas defined by each link. 268 

4.2 Algorithm for Spatial Modeling of Solar Power Generation 269 

Similar to the procedure outlined in Section 4.1, we also use PCC for the spatial modeling of solar 270 
power generation. Our goal here is to develop a standardized approach for spatial modeling of renewable 271 
power sources. The procedure consists of two steps, as indicated in Table 2. Firstly, given the hourly (power 272 
generation) data at each location for the three seasons (Season 1, Season 2, and Season 3), we use the 273 
Kumaraswamy distribution to model hourly solar power outputs. We then generate scenarios by drawing 274 
random variables from the Kumaraswamy CDF for each day for the three seasons. Although, solar power 275 
is given by a strong deterministic component, and limiting the upper limit of the power output for each 276 
hour in the year, moderated by a stochastic process can be justified given the random behavior in solar 277 
insolation due to cloud cover, wind direction, smog, and other environmental factors.  278 

 279 
 280 
 281 
 282 
 283 

Table 1. Steps in Modeling Solar Power Generation 284 

Steps Specific Action 
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Step 1 Fit Kumaraswamy distribution to each location’s hourly data for the three seasons (Season 1, 

Season 2 and Season 3) and obtain parameters for the distribution. 

Step 2 Generate scenarios from the Kumaraswamy CDF for each hour of day for the three seasons. 

 285 

4.3 Model Optimization for the Optimal Allocation of Wind Turbines and Solar Panels 286 

Once we obtain: (i) the model parameters for simulating data for a given site based on the marginal 287 
distributions (i.e., Kumaraswamy distribution), and (ii) the dependence structure model parameters using 288 
Vine-copulas, we can find an optimal allocation of wind power and solar power at each location in a given 289 
space. For system planners, this information is important in deciding on the number of wind turbines and 290 
solar panels that needs to be installed at each location to optimize power output. 291 

 292 
In this study, our goal is to investigate the lower quantiles of the distribution of the overall renewable 293 

energy (wind and solar) produced within a power system. These quantiles should be maximized to design 294 
an optimal placement of the renewable energy installations. Because our approach is based on probability 295 
distribution and the persistence in the hourly wind power is found to be not so strong in our data and we 296 
can consider it to be independent for each hour. Similarly, for solar power since solar insolation follows a 297 
daily pattern and the insolation at each hour can be considered independent. This allows us to model the 298 
data using Kumaraswamy distribution and considered hourly variations as independent.  299 

 300 
Suppose we have ݊ locations in a given space (site). We need to make allocations of wind power and 301 

solar panel installations at each location such that the allocation maximizes the overall power generation 302 
and smoothens the total system power output. To reiterate, fluctuations in the total system output are due 303 
to the erratic nature of the renewable sources as discussed in Sections 1 and 2. Thus, the overall objective 304 
of the optimization problem is to minimize the negative effects of the erratic nature of the renewable energy 305 
(wind and solar).  306 

 307 
The optimization model is depicted in Eq. 3.8, where ௌܹ and 	 ௐܹ are weightages of solar power and 308 

wind power allocation at each location, respectively. ௌܺ,௟  and 	ܺ௪,௟  are solar and wind generation 309 

scenarios, respectively, for each location ݈ in the total ݊ locations. 310 
 311 max݈ܳ݁݅ݐ݊ܽݑఈ൫ ௐܹ,ௌ்ܺ൯ 3.8

where 312 ௐܹ,ௌ்ܺ = ൫ ௐܹ೗ × ܺ௪,௟൯ + ( ௌܹ೗ × ௌܺ,௟)  ݈ ∈ 1…݊, ݎ݋݂ ݈݈ܽ s.t.  ෍ ,ݏ݊݋݅ݐܽܿ݋݈ ௐܹ೔ = 1௡
௜ୀଵ  

 

෍ ௌܹ೔ = 1௡
௜ୀଵ  
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 0 ≤ ௌܹ೔, ௐܹ೔ ≤ 1  

 313 
Eq. 3.8 represents the joint quantile optimization for solar and wind power allocation at a given site. 314 

Such an approach tries to smoothen the power output in the entire power system by choosing an optimal 315 
scheme for allocating solar and wind power resources.  It also results in a more accurate modeling of the 316 
renewable resources, as it considers not only the temporal but spatial features of wind power. Optimizing 317 
the formulation in Eq. 3.8 will ensure that (1 − ∗	(ߙ 100% of all cases, the total power produced will be 318 
above the α-quantile. 319 

5. Ontario Case Study 320 

5.1 Location 321 

The modeling methodology proposed in Section 4 has been applied in the case study of wind and solar 322 
power systems in four sites in Central Ontario, Canada: Pearson, Toronto, BillyBishop, and Buttonville 323 
(see Figure 1). These sites are important and unique due to their proximity to a densely-populated city (City 324 
of Toronto) and a large water body (Lake Ontario), and their association with the main power grid in the 325 
Greater Toronto Region. The power demand in this region is very high (27,000 MW /day on peak demand), 326 
therefore it is critically important to achieve a stable power supply in the region. Increasing the penetration 327 
of renewable energy-based systems, specifically wind power, may lead to instability in the available power 328 
in the grid.  329 

 330 
Figure 1: Central Ontario with all four locations under consideration 331 

5.2 Fitting Probability Distribution Models to Wind and Solar Power Data 332 

For the case study, we used data on solar power using the hourly solar insolation data for 3 years, 333 
available through RETScreen [38]) and similarly data on wind power was generated using a wind turbine 334 
[39] model for hourly wind speeds for 3 years for Toronto. Weibull is used as a standard for modeling wind 335 
speed, log normal has been used at times as well and Gamma distribution has been sparingly used for 336 
modelling solar insolation but there has been no standard distribution for fitting wind or solar power 337 
generated.  It is important as both wind speed and solar insolation undergo a non-linear transformation and 338 
hence cannot be fit using either Weibull distribution for wind power or Gamma distribution for solar power. 339 
Therefore, there is a need for a generalized distribution such as the Beta distribution that be used for fitting 340 
both solar and wind power. We tested the Kumaraswamy distribution for fittingboth solar power and wind 341 
power data sets given its ability as a general distribution. It gives the flexibility and avoids the numerical 342 
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intractability that inhibit the use of the Beta distribution. The Kumaraswamy model best describes the 343 
probability distribution of the data (see Figure 2) and hence will be used for the further study with copulas.  344 

 

(a) 
 

 (b) 

Figure 2: Probability distribution models fitted to data from Toronto, Ontario for Season 3 for the three year period 345 

(a) Wind Power generated from Whisper 500 3kW wind turbine (b) to solar power from a 0.18kWp solar panel 346 

5.3 Analysis of Wind Power for Dependence Modeling 347 

We also performed a pair-wise comparison of wind power data (by transforming the wind speed 348 
information obtained from RETScreen to power using the Whisper 500 wind turbine model at each of the 349 
four sites. It is a Type 1 wind turbine.) for the four sites to determine the correlation between power data at 350 
the sites (see Figure 3). Since the correlations appeared non-linear and data distribution was non-Gaussian, 351 
we chose Kendall rank correlation as our correlation parameter. To ensure that the wind power data were 352 
non-linearly correlated, we further grouped the data set for each paired site into 3 equal subsets. For each 353 
site pairing, data were randomly assigned to a sub-group. An analysis of the data correlations in the subsets 354 
independently revealed that the correlations varied markedly and were not constant for the sub-groups of 355 
each paired site (see Figure 3). With the exception of one sub-group for the Toronto-Pearson paired location, 356 
the Kendall rank values for all other sub-groups indicate non-linear behavior. For example, the sub-plot 357 
between Buttonville and BillyBishop has an overall correlation of 0.26 whereas the corresponding three 358 
subsets (low, medium, and high values) have varying correlation values of 0.06, 0.23 and 0.11.  359 

5.4 C-Vine Copula Generation 360 

Based on the observations of wind power behavior in Section 5.3, the wind power output at each 361 
site are modeled using the Kumaraswamy distribution for each of the four sites in the case study to 362 
generate pair-copula construction. We employed vine copulas to model the spatial dependence of wind 363 
power production sites; this choice of copula was influenced by the following factors, as seen in Figure 364 
3: 365 

• the wind power in each location was non-normally distributed; 366 
• the Kendall rank correlations of wind power between sites varied (the correlation coefficients 367 

of the subplots of Figure 3 differ); and 368 
• the wind power outputs at the sites were non-linearly dependent 369 
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 370 
The Kumaraswamy distribution was fitted to historical wind power data from each site. Maximum 371 

likelihood estimates were used to obtain the distribution parameters.  To model the dependence of 372 
wind power generated from the four sites with C-vine copula, we first converted the wind power data 373 
from the real domain to copula data, which lie inside the [0,1] hypercube. This was accomplished by 374 
taking the Kumaraswamy CDF of the individual data series.  375 

 376 
As described earlier in Section 4.1 (Step 3), we need to identify the root node of the C-Vine tree. 377 

To do this, we generated the Kendall correlation matrix for the sites and added together the correlation 378 
coefficients of each site (rightmost column of Table 3). This sum is an indicator of the strength of the 379 
correlation of a site’s wind power output to other locations’ wind power outputs. Consequently, the 380 
site with the highest the sum is selected as the root node of the C-vine tree. In our case study, the root 381 
node of the C-vine tree is the Pearson site.  382 

 383 
Table 2: Kendall Correlation Matrix for the Four Sites 384 

 385 

 386 

 387 

 388 

 389 

The C-vine tree representation of our power generation sites is shown in Figure 5. The three other sites 390 
(Toronto, BillyBishop and Buttonville) are connected to the root node (Pearson) by a link representing the 391 
pair-copula construction between the root node and the site connected to it.  392 

 393 
We used bivariate copulas to formulate the PCC for the three links. Each link represents a copula 394 

describing the dependence in the marginal distributions of wind power at each site. We used the marginal 395 
distribution (Kumaraswamy distribution) for each of the three site pairs and generated scenarios of power 396 
production for each site. These generated data were then used to estimate the copula parameters. The choice 397 
of the copula function was based on analytical tractability and simplicity and best fit to data. Copula fitting 398 
was performed in R statistical software package (R version 3.2.4) using the CDVine package. We fitted the 399 
data generated from the scenarios to a set of 24 copulas using maximum likelihood estimates and ranked 400 
them based on the Akaike Information Criteria (AIC) and Bayesian Information Criteria (BIC). 401 

 402 
For each link, the copulas with the largest AIC and BIC values were chosen for that particular link. 403 

Figure 6 shows the results of the copula fitting. The Gumbel copula describes the dependence of the 404 
marginal distributions of wind power between Pearson and Toronto, the Student-t copula describes the 405 
Pearson-BillyBishop pair, and the Joe-Frank copula describes the Pearson-Buttonville pair. 406 
 407 

Index  Toronto Pearson BillyBishop ButtonVille Sum 

1 Toronto 1.000 0.811 0.561 0.213 2.585 

2 Pearson 0.811 1.000 0.566 0.233 2.610 
3 BillyBishop  0.561 0.566 1.000 0.255 2.382 
4 Buttonville 0.213 0.233 0.255 1.000 1.701 
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 408 

Figure 3: Tree Estimated using Maximum Likelihood Estimates 409 

Node labels represent the four sites in this case study: V1 (Pearson), V2 (Toronto), V3(Billybishop) 410 
and V4 (Buttonville) represent the four locations in our study. Link labels represent the copula chosen for 411 
modeling the spatial dependence of wind power generation between the sites based on the maximum 412 
likelihood estimates: BB8 (Joe-Frank), G (Gumbel) and t (Student-t). 413 
 414 

5.5 Optimization of Power Allocation 415 

Once the model of the probability distributions of renewable power is determined (wind, using 416 
Kumaraswamy distribution and copulas; and solar, using Kumaraswamy distribution) the next step is to 417 
find an optimal allocation (distribution of the total capacity of solar panels and wind turbines among sites) 418 
of renewable energy technologies among the four sites (see Section 4.3). Table 4 shows the results of this 419 
optimization. For solar power, the distribution of weights across the four sites tends to remain constant even 420 
in cases where high reliability is desired (ߙ	values range from 0.05 to 0.10). This implies low variations in 421 
solar power generation across sites (i.e., stable power source). In contrast, for high reliability cases (ߙ	values 422 
range from 0.05 to 0.10), wind power distributions across the four sites exhibit more pronounced variations. 423 
This implies that different power allocation strategies must be implemented to achieve higher and stable 424 
power output from the 4 sites.  425 

 426 
 427 
 428 
 429 
 430 

 431 

Table 3: Wind and Solar Allocation Weightages 432 ߙ ௐܹభ ௐܹమ ௐܹయ ௐܹర ௌܹభ ௌܹమ ௌܹయ ௌܹర 
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0.05 0.2556 0.2541 0.2619 0.2284 0.2498 0.2498 0.2505 0.2498

0.10 0.2670 0.2537 0.2381 0.2412 0.2500 0.2500 0.2500 0.2500

0.11 0.2486 0.2507 0.2492 0.2515 0.2500 0.2500 0.2500 0.2500

0.12 0.2499 0.2457 0.2587 0.2458 0.2500 0.2500 0.2500 0.2500

0.13 0.2529 0.2498 0.2538 0.2435 0.2485 0.2546 0.2485 0.2485

0.14 0.2609 0.2402 0.2588 0.2402 0.2486 0.2519 0.2508 0.2486

0.15 0.2551 0.2498 0.2484 0.2467 0.2496 0.2511 0.2496 0.2496

 433 

ߙ  :Reliability factor, ௐܹభ,మ,య,ర: Weightage of allocation for wind power technology at a site and 434 ௌܹభ,మ,య,ర:  Weightage of allocation for solar power technology at a site, where 1: Toronto, 2: Pearson, 435 

3:Billybishop and 4: Buttonville 436 
To illustrate the advantage of using this technique for allocating renewable energy technologies, we 437 

compared the overall power generation (from wind and solar) when equal weightage across the four sites 438 
is used, and when optimal allocation is used for ߙ = 0.05. A snapshot of power production for a 24-hour 439 
period for the Season 3 months is shown in Figure 7. The optimized allocation technique results in 440 
significantly higher and accurate overall power output during periods of peak power production. 441 

 442 

Figure 7: Power production for various allocation schemes during the Season 3 443 
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 444 

Figure 4: Pair-wise comparison of correlations in wind power data from 4 locations in Central Ontario. In the plots above the figures 

in black in each sub-plot represents the correlation coefficient for the entire data. Besides Pearson vs Toronto all other datasets are 

highly non-linear. Pink lines are least-square regression line whose slope is the correlation coefficient for the entire dataset. The panels 

in the main diagonal represent the histograms of the variables. 
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 445 

6. Conclusions 446 

Copulas are one of the most sophisticated tools for modeling the dependence structure of 447 
between variables when their correlation is non-linear. In this paper, we present a methodology for 448 
modeling the non-linear spatial dependence in wind power generation using copulas. We modeled 449 
the temporal distributions of both wind and solar power for each individual location using the 450 
Kumaraswamy distribution. The data for solar and wind power generated from these probabilistic 451 
models is used in an optimization model for obtaining an appropriate allocation of solar and wind 452 
power technologies in a spatially dispersed landscape to maximize the overall power output and 453 
minimize the effect of random nature of the renewable sources of energy. We find that this approach 454 
is useful in increasing the overall reliability of energy production as well as accurate modeling of 455 
renewable resources.  456 
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