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#### Abstract

Macroscopic realism (MR) is the view that a system may possess definite properties at any time independent of past or future measurements, and may be tested experimentally using the Leggett-Garg inequalities (LGIs). In this work we advance the study of LGIs in two ways using experiments carried out on a nuclear magnetic resonance spectrometer. Firstly, we addresses the fact that the LGIs are only necessary conditions for MR but not sufficient ones. We implement a recently-proposed test of necessary and sufficient conditions for MR which consists of a combination of the original four three-time LGIs augmented with a set of twelve two-time LGIs. We explore different regimes in which the two- and three-time LGIs may each be satisfied or violated. Secondly, we implement a recent proposal for a measurement protocol which determines the temporal correlation functions in an approximately non-invasive manner. It employs a measurement of the velocity of a dichotomic variable $Q$, continuous in time, from which a possible sign change of $Q$ may be determined in a single measurement of an ancilla coupled to the velocity. This protocol involves a significantly different set of assumptions to the traditional ideal negative measurement protocol and a comparison with the latter is carried out.
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## Chapter 0

## Introduction

Quantum technologies have shown their potential to impact a range of sectors, including communications, finance, health and security [1]. Harnessing the power of quantum mechanics into practical quantum technologies will be aided by deeper understandings of the foundations of quantum mechanics. Were it not for an understanding of the concepts of quantum entanglement and quantum superposition, famous breakthroughs such as the BB84 protocol [2] and Shor's factoring algorithm [3] would not have been possible. A propitious question left to explore in quantum foundations is that- If reality is described by quantum mechanics, can these laws be scaled to commonplace objects? This idea of systems composed of countless atoms existing in quantum superposition of macroscopically distinct states is known as macroscopic coherence.

Anthony Leggett and Anupam Garg drew attention to the study of this subject in the 1980's by codifying how physicist expect macroscopic objects to behave into a set of assumptions that they defined as macroscopic realism (MR) [4, 5]. Leggett and Garg then used these assumption to derive a set of inequalities that any macroscopic system should obey. These are the Leggett-Garg inequalities (LGIs). If measurements on a system should violate the LGIs then a macroscopic understanding of the system must be abandoned. In this way the LGIs serve as a test of macroscopic coherence.

In this work we aim to advance the study of the LGIs by addressing two contemporary challenges in the field. The first concerns the question of conditions for MR that are both necessary and sufficient, which was first addressed by Refs. [6, 7] and subsequently in Refs. [8, 9]. We follow the latter papers, which concern a set of augmented LGIs in which the original three-time LGIs (LG3s) are amended with a set of twelve two-time LGIs (LG2s) and form a set of necessary and sufficient conditions for MR.

The second challenge we look to address arises from the need of LGI experiments to adopt a macroscopically non-invasive measurement protocol. If the measurement was deemed to be invasive it could then be argued then that it was the effect of the measurement, and not a failure of MR , which caused the violation of the inequality $[10,11,12$. The best one can hope to achieve in addressing this argument is to implement a measurement protocol whose argument for invasiveness would need to be so contrived that the alternative explanation of a violation of MR would be more likely. One strategy to treat this argument is to implement different measurement protocols that are constructed from different sets of assumptions. The agreement of the results from these different protocols will further strengthen either protocols argument for being non-invasive. To advance this strategy we perform in this work the first experimental implementation of the continuous in time velocity measurement (CTVM) protocol [13]. The CTVM protocol is methodologically different from the more commonly implemented [14, 15, 16] technique of ideal negative measurements (INM). We implement both the CTVM and INM protocols in this work and verify that they do provide similar results under the parameters in which the CTVM can be faithfully implemented.

The contents of this thesis are organized into four chapters. In Chapter 1 we provide a brief overview of the study of realism. This begins with a simple review of local realism and the Bell inequalities before introducing the subject of macroscopic realism and the LGIs. Then, In Chapter 2, we review how a nuclear magnetic resonance spectrometer can be used for performing quantum information processing tasks. This will complete the review portion of the thesis and we will then move into the two chapters containing novel work. In Chapter 3 we conduct two sets of experiments which explore different regimes of the augmented LG framework. In the first set of experiments the LG3s are satisfied and the LG2s are not. This experimentally demonstrates that the original LGI framework was not a sufficient test of MR. Then, in the second set of experiments the LG3s will be violated and the LG2s will be satisfied. This provides a natural parallel to the Bell model in which the situation "looks classical" for partial snapshots, but the violation of MR is only apparent when one looks for an underlying probability. Finally in Chapter 4 we perform the first experimental implementation of the CTVM protocol. This entails first finding a set of suitable parameters in which the CTVM can be faithfully implemented before performing a violation of the LGIs with this protocol. This will be the third set of experiments done in this thesis. We will then compare the results of the second and third set of experiments to verify that INM and CTVM protocols do provide similar results.

## Chapter 1

## Violating realism


"Quantum mechanics is very impressive. But an inner voice tells me that it is not yet the real thing. The theory produces a good deal but hardly brings us closer to the secret of the Old One. I am at all events convinced that He does not play dice."

- Albert Einstein in response to a letter from Max Born


### 1.1 The Bell framework

### 1.1.1 Local realism

The idea that the universe continues to exist when no one is looking at it is a self-evident assumption in classical physics. The notion that the existence of the universe is independent of the mind of the observer is known as realism. Remarkably, even this seemingly basic premise of reality was called into question with the introduction of quantum mechanics and lead to one of the greatest debates in physics history [17].

On one side of this debate was Niels Bohr, who believed that the idea of reality without observation was meaningless. Bohr believed that since quantum systems will exist in superpositions of states between measurements, then reality will not exist in a definite state until it is observed [18]. Thus, from Bohr's view the wave functions, which describe the superpositions that exist in quantum mechanics, also provide a complete description of the universe. This view is known as the Copenhagen interpretation of quantum mechanics. On the other side of this debate was Albert Einstein, who believed that reality must exist independent of us observing it. This would mean that the wavefunction, which does not make definite predictions of states between measurements, must be an incomplete description of reality. To rectify this, Einstein proposed the existence of hidden variables which can not be observed but, if they could, would provide a definite description of reality [19].

Einstein, along with Boris Podolsky and Nathan Rosen, proposed a thought experiment known as the Einstein-Podolsky-Rosen (EPR) paradox [20] to demonstrate how ridiculous they felt the Copenhagen interpretation was. The EPR paradox proposed that in order to abandon realism one would also need to abandon the fundamental concept of locality. Locality, in this context, is the idea that an action at one point in space can only influence one at another if there is something, such as a field or a particle, carrying that influence. Additionally, since relativity limits the speed at which such influences can travel to a maximum of the speed of light, then locality implies that an action at one point in space can not have an instantaneous effect elsewhere. Einstein went on to define local realism as the combination of these seemingly inseparable postulates. Necessarily, induction (that causality propagates only forward in time) was later added as a third postulate of local realism. Ultimately what Einstein et al. demonstrated was that if the Copenhagen interpretation of quantum physics is true then it must violate local realism.

The EPR paradox itself is fairly straightforward. Consider a pair of spin $\frac{1}{2}$ particles that are formed in the triplet spin state (i.e. the spins are in the same direction) and that are


Figure 1.1: The general design of the EPR paradox. A pair of spin $\frac{1}{2}$ particles are formed in the triplet state and move in opposite directions in space. The spin of the particles is measured along some axis by detectors $D 1$ and $D 2$. The detectors both return either the $+1(P)$ or $-1(N)$ result.
moving in opposite directions in space. ${ }^{1}$ The spin of the particles can be measured along some axis by detectors $D 1$ and $D 2$. The detectors will both measure either the $+1(P)$ or $-1(N)$ result (see Fig. 1.1). The authors then argued that if the spins are not in a definite state until being measured, then they must somehow communicate instantaneously with one another when being measured to always maintain the same result. Einstein perceived this as a violation of locality and so he argued that the result of this measurement must have been predetermined. Furthermore, since the wave function does not contain this predetermined information then their must exist some more complete specification of the systems state.

Since both models predict the same experimental result for the EPR paradox, the confrontation between the Copenhagen interpretation of quantum mechanics and local realism would initially remain at a standstill. The expectation of both of these models was that the two detectors would return the same results on each run and that the $P$ and $N$ results would occur with equal probabilities. The local hidden variable theory would argue that this was a result of the state of the particles, whether $P$ or $N$, having been determined at the particles inception and being revealed when the particles states was measured. On the other hand, the Copenhagen interpretation would argue that the particles had existed in a superposition of the $P$ and $N$ states and it was at the moment of measurement that the particles took on a definite state. This standstill would endure beyond Einsteins life, until John Bell proposed a test which could experimentally distinguish between these two models [21].

[^0]

Detector 1 (D1)



Detector 2 (D2)

Figure 1.2: A modification of the general design of EPR paradox given in Fig. 1.1. In this design the particles spin is measured along one of three coplanar axes, separated by $120^{\circ}$, on detectors $D 1$ and on $D 2$. The detectors each have three screens corresponding to the choice of axis. Each screen will again return either the $P$ or $N$ result.

### 1.1.2 Bell's theorem

In 1964, John Bell demonstrated that Bohr and Einstein's models could be distinguished with a slightly more detailed measurement scheme [21]. An example of such a scheme is given, schematically, in Fig. 1.2. In this set up each detector can now measure one of three different properties of the spin. These three properties correspond to the particles spin being measured along one of three different coplanar axis that are separated by $120^{\circ}$. The detectors can now be thought of as having three screens, with each screen corresponding to one of the chosen axes of measurement. As before, each screen can give a $P$ or $N$ result. This scheme can distinguish the two models by comparing the probability of measuring the same result on both $D 1$ and $D 2$, given that the axis of measurement (or a screen) is chosen at random.

As before, the local hidden variable model would argue that the results of the measurements are determined when the particles are generated. This implies that the particles can be generated in one of $2^{3}=8$ possible states which correspond to the eight possible measurement outcomes. Six of these eight states will have two outcomes which are the same and two of these states will have all three measurement outcomes which are the same:

$$
\begin{aligned}
& 2 \text { same: }(P, P, N),(P, N, P),(N, P, P),(N, N, P),(N, P, N),(P, N, N) \\
& 3 \text { same: }(P, P, P),(N, N, N)
\end{aligned}
$$

As shown in Table 1.1, if the particles were generated in any of the "2 same" states then their will exist a probability of $\frac{5}{9}$ of measuring the same state on each detector. Furthermore, if the particles were generated in any of the " 3 same" states then their will exist a probability of 1 of measuring the same state on each detector. Thus, given that the particles are randomly generated in any one of these states, the probability of measuring

## (D2) Screen A (D2) Screen B (D2) Screen C <br> Same <br> Same <br> Different <br> Same <br> Same <br> Different <br> Different <br> Different <br> Same

(D1) Screen A
(D1) Screen B
(D1) Screen C

Table 1.1: The possible measurement outcomes for a triplet state that was generated in the $(P, P, N)$ state. This table shows that, of the nine possible pairs of measurements, five will return the same result. Thus there is a $\frac{5}{9}$ probability of measuring the same result. It is easy to check that this holds true for any of the " 2 same" states $((P, N, P),(N, P, P),(N, N, P),(N, P, N),(P, N, N))$.
the same result on both screens is, according to the local hidden variable model, equal to:

$$
\begin{equation*}
p(\text { same })=\left(\frac{6}{8} \times \frac{5}{9}\right)+\left(\frac{2}{8} \times 1\right)=\frac{2}{3} \approx 0.667 \tag{1.1}
\end{equation*}
$$

This probability can be compared with the predictions of the Copenhagen model. Again, pairs of measurements performed along the same axis will return the same result. However, if pairs of measurements are performed along different axis then we must use vector projections to measure the probability of returning the same result. As shown in Fig. 1.3, the probability of measuring the same result on two different axis of measurement is equal to $\frac{1}{4}$. Thus, given that axis of measurement are chosen at random, the probability of measuring the same result on both screens is, according to the Copenhagen model, equal to:

$$
\begin{equation*}
p(\text { same })=\left(1 \times \frac{3}{9}\right)+\left(\frac{1}{4} \times \frac{6}{9}\right)=\frac{15}{36} \approx 0.416 \tag{1.2}
\end{equation*}
$$

This difference in the expected probabilities provides a means of experimentally testing the existence of local realism.

### 1.1.3 The Bell and CHSH inequalities

In practise, experimental tests of local realism are most commonly done by using the Bell or CHSH inequalities. A simple derivation of the Bell inequalities can be constructed from the content of the preceding section. Consider any one of the eight possible initial states predicted by a local realistic model. The "probability" that two of the measured results


Figure 1.3: A depiction of a particles spin being measured along one of three co-planar axis. The Detector shows the possible axis of measurement and their possible results (either $P$ or $N$ ). Both detectors $D 1$ and $D 2$ perform such measurements. Once $D 1$ returns a certain result (highlighted in blue), then the probability that $D 2$ will return the same measurement on a different axis is equal to the projection of the result of $D 1$ onto the chosen axis of $D 2$. The probability of this projection is $\cos \left(\frac{120}{2}\right)^{2}=\frac{1}{4}$.
are the same for a single pair of measurements will be either 1 or 0 , e.g. given the state $(P, P, N)$ the $p(A=B)=1$, the $p(B=C)=0$ and the $p(A=C)=0$ (where $A=B$ means the result of screen $A$ is the same as the result on screen $B$ ). As shown in Table 1.2 , the sum of these "probabilities" will always equal either 1 or 3 for any of the eight possible states. This is a simplified formulation of the Bell inequality:

$$
\begin{equation*}
p(A=B)+p(B=C)+p(A=C) \geq 1 \tag{1.3}
\end{equation*}
$$

The Bell inequalities were later generalized by John Clauser, Michael Horne, Abner Shimony and Richard Holt (CHSH) for cases where there is not only perfect correlations (or anticorrelations) between measurements [22]. These CHSH inequalities are most commonly presented in terms of expectation values (since they are not dealing with definite outcomes) and with the measurements being conducted along two different axis instead of three. Different equivalent derivations exist for the CHSH inequalities. In this work we present one constructed by John Preskill [23]. For this derivation we adopt the notation that the first particle can be measured by observables $\hat{a}$ or $\hat{a}^{\prime}$ (previously called screens $A$ or $B$ on $D 1$ ) and the second particle can be measured by either $\hat{b}$ or $\hat{b}^{\prime}$ (previously called screens $A$ or $B$ on $D 2$ ). The outcome of these measurement are $\left(a, a^{\prime}, b, b^{\prime}\right) \in\{ \pm 1\}$. Thus, either $a+a^{\prime}=0$ and so $a-a^{\prime}= \pm 2$ or that $a-a^{\prime}=0$ and so $a+a^{\prime}= \pm 2$. We can use

|  | $\mathrm{p}(\mathrm{A}=\mathrm{B})$ | $+\mathrm{p}(\mathrm{B}=\mathrm{C})$ | $+\mathrm{p}(\mathrm{A}=\mathrm{C})$ | $=$ |
| :---: | :---: | :---: | :---: | :---: |
| $(\mathrm{P}, \mathrm{P}, \mathrm{P})$ | $(1)$ | $+(1)$ | $+(1)$ | $=3$ |
| $(\mathrm{~N}, \mathrm{~N}, \mathrm{~N})$ | $(1)$ | $+(1)$ | $+(1)$ | $=3$ |
| $(\mathrm{P}, \mathrm{P}, \mathrm{N})$ | $(1)$ | $+(0)$ | $+(0)$ | $=1$ |
| $(\mathrm{~N}, \mathrm{~N}, \mathrm{P})$ | $(1)$ | $+(0)$ | $+(0)$ | $=1$ |
| $(\mathrm{P}, \mathrm{N}, \mathrm{P})$ | $(0)$ | $+(0)$ | $+(1)$ | $=1$ |
| $(\mathrm{~N}, \mathrm{P}, \mathrm{N})$ | $(0)$ | $+(0)$ | $+(1)$ | $=1$ |
| $(\mathbf{N}, \mathrm{P}, \mathrm{P})$ | $(0)$ | $+(1)$ | $+(0)$ | $=1$ |
| $(\mathrm{P}, \mathbf{N}, \mathbf{N})$ | $(0)$ | $+(1)$ | $+(0)$ | $=1$ |

Table 1.2: The sum of the "probabilities" that pairs of measurements made on a triplet state will return the same result. The eight possible initial states are considered here. The sum of the three probabilities are either 1 or 3 .
these result to define the function $C$ as

$$
\begin{equation*}
C \equiv\left(a+a^{\prime}\right) b+\left(a-a^{\prime}\right) b^{\prime}= \pm 2 \tag{1.4}
\end{equation*}
$$

which is bounded by $\pm 2$. Thus the following bound holds:

$$
\begin{equation*}
|\langle C\rangle| \leq\langle | C| \rangle=2 \tag{1.5}
\end{equation*}
$$

Substituting back in the definition of $C$ gives us the CHSH inequalities

$$
\begin{equation*}
\left|\langle a b\rangle+\left\langle a^{\prime} b\right\rangle+\left\langle a b^{\prime}\right\rangle-\left\langle a^{\prime} b^{\prime}\right\rangle\right| \leq 2 \tag{1.6}
\end{equation*}
$$

It follows that these inequalities can be violated by a quantum system. Consider the operators $\hat{a}, \hat{a}^{\prime}, \hat{b}$ and $\hat{b}^{\prime}$ written now in terms of the dot product of the Pauli vector $(\vec{\sigma})$ and a corresponding unit three-vector $\left(\vec{a}, \vec{a}^{\prime}, \vec{b}\right.$ and $\left.\overrightarrow{b^{\prime}}\right)$.

$$
a=\vec{\sigma}^{(A)} \cdot \vec{a}, \quad a^{\prime}=\vec{\sigma}^{(A)} \cdot \overrightarrow{a^{\prime}}, \quad b=\vec{\sigma}^{(B)} \cdot \vec{b}, \quad b^{\prime}=\vec{\sigma}^{(B)} \cdot \overrightarrow{b^{\prime}}
$$

The superscripts $(A)$ and $(B)$ are to be clear of the different spaces being considered. For the Bell state $\left|\psi^{-}\right\rangle=(|01\rangle-|10\rangle) / \sqrt{2}$

$$
\begin{equation*}
\left\langle\psi^{-}\right|\left(\vec{\sigma}^{(A)} \cdot \vec{a}\right)\left(\vec{\sigma}^{(B)} \cdot \vec{b}\right)\left|\psi^{-}\right\rangle=-\vec{a} \cdot \vec{b}=-\cos \theta \tag{1.7}
\end{equation*}
$$



Figure 1.4: The four co-planar axes separated by successive $45^{\circ}$ angles which are used in the CHSH violation proof.
where $\theta$ is the angle between $\vec{a}$ and $\vec{b}$. For the case of the four axes being coplanar and separated by successive $45^{\circ}$ angles (as shown in Figure 1.4) the CHSH inequalities are violated since

$$
\begin{align*}
\left|-\cos \left(\frac{\pi}{4}\right)-\cos \left(\frac{\pi}{4}\right)-\cos \left(\frac{\pi}{4}\right)+\cos \left(\frac{3 \pi}{4}\right)\right| & \leq 2  \tag{1.8}\\
2 \sqrt{2} & \leq 2 \tag{1.9}
\end{align*}
$$

The first experimental violations of the Bell or CHSH inequalities was performed by Alain Aspect [24] using entangled photon pairs. Furthermore, in that same year Arthur Fine proved that the Bell and CHSH inequalities are not only necessary but sufficient conditions for local realism, a result known as Fine's theorem [25]. Thus, together these works demonstrated a sufficient violation of Einstein's local realism. Since then experimental violations of the Bell and CHSH inequalities have been performed on different quantum systems.

Finally, some closing remarks are in order to avoid common misconceptions that arise when studying the violations of local realism. Firstly, the results of the Bell and CHSH experiments demonstrate a violation of local realism as a whole, but whether the violation is due to a violation of locality, or of realism or even of both is not determined. When considering these possible options it is easy to confuse a violation of locality with one of relativity. But in fact, non-locality and relativity can be perfectly consistent with one another since relativity only requires that causality is preserved, i.e. that the flow of information is not superluminal. Causality is preserved in Bell and CHSH experiments because the influence between the two particles can only be seen after the measurements
have been made. Thus, the Bell and CHSH experiments do not permit any information to be transmitted between the particles. Secondly, it is also important to note that the Bell and CHSH tests are not a proof of the Copenhagen interpretation of quantum mechanics but are only a no-go theorem for local hidden-variable theories. There does exist other theories which, like the Copenhagen interpretation, are consistent with all quantum experimental results. Some of these other theories do not violate realism at all, like the de Broglie-Bohm theory of quantum mechanics [26] or theories which are constructed using Einstein-Rosen bridges [27]. Furthermore, it has even been proposed that both locality and realism could be maintained by adopting the many-worlds interpretation of quantum mechanics, which was first alluded to by Erwin Schrödinger [28] in 1952, later formulated by Hugh Everett in 1957 [29, 30] and finally popularized by Bryce Seligman DeWitt [31] in the 1970s. Ultimately, what the Bell and CHSH tests provided are not a conclusive interpretation of the underlying nature of quantum mechanics but a stepping stone to new questions in the field.

### 1.2 Fine's theorem

### 1.2.1 Marginal probabilities

Given the significance of Fine's theorem in creating sufficient and testable conditions for local realism, we will include a brief introduction to this theorem. Before doing so, it will be helpful to review the notion of a marginal probability distribution and to present a means for visualizing a marginals relationship with its underlying probably distribution.

First, we will consider a simple system which is described by two variables, $s_{1}$ and $s_{2}$, that can each take values of $\pm 1$. Each combination of possible measurements of $\left(s_{1}, s_{2}\right)$ will have some probability of occurring, we denote these pairwise probabilities as $p_{12}\left(s_{1}, s_{2}\right)$. This notation could also be extended to systems with more variables, i.e. $p_{123 \ldots n}\left(s_{1}, s_{2}, s_{3}, \ldots s_{n}\right)$.

Since this system is completely described by two variables, then the four pairwise probabilities $\left(p_{12}\left(s_{1}, s_{2}\right)\right)$ will describe the system in its entirety and so we call these the systems underlying probability distribution, or sometimes more simply just its probability distribution. By summing over one of the systems variables ( $s_{1}$ or $s_{2}$ ) we can find the systems different marginal probabilities or simply its different marginals. The marginals give the probability distribution of measuring some variables without taking into consideration the values of the others. For example, if we sum our two variables underlying probability


Figure 1.5: Different ways of denoting the marginals of a probably distribution. The first table depicts the values of the underlying probability distribution with the marginals written along the end column and end row. In the second and third tables the marginals are given as their own tables where the elements of the marginals are given as the merging of elements from the original table. This notation highlights the relationship between the marginals and their underlying distribution and can be used for systems with any number of variables.
distribution over $s_{1}$ then we will get the marginal probabilities of measuring $s_{2}$, which are denoted as $p_{2}\left(s_{2}\right)$. The first table in Figure 1.5 provides the underlying probability distribution and the marginal probabilities for this simple system.

The format used in the first table of Figure 1.5 is fairly standard for representing probabilities of two variable systems. In this format the individual marginals are given at the end of each row and column. While this notation is convenient for two variable tables it becomes difficult to use for higher variable systems. Instead we can use a different notation for writing marginals which emphasizes their relationship with the underlying probably distribution and can be used for any number of variables. This notation comes with the cost of only being able to consider one marginal distribution at a time. The method consists of writing each marginal distribution as an additional table where the elements of the marginals are given as the merging of elements from the original table. Two examples of this are given in Figure 1.5, one for the $p_{1}\left(s_{1}\right)$ marginal distribution and one for the $p_{2}\left(s_{2}\right)$ marginal distribution.

Returning to the CHSH inequalities, under the assumptions of local realism, the CHSH
inequalities are constructed for a system with four variables, $s_{1}, s_{2}, s_{3}, s_{4}$, (two spins, each being measured along one of two axis) where each variable can, again, take values of $\pm 1$. Such a system will have an underlying probability distribution of sixteen elements, $p_{1234}\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$. The first table in Figure 1.6 gives the underlying probability distribution for this system and provides four examples of the notation for depicting marginals which was introduced earlier.

Now imagine that you are given the probability distributions given in red in Figure 1.6 and are asked if these distributions could be the marginal distribution of some more fundamental underlying probability distribution - how could you determine this? This is an important question in Bell and CHSH tests and is one of the questions that is addressed by Fine's theorem.

In experimental tests of the CHSH inequalities, a combination of pairwise probability distributions $\left(p\left(s_{1}, s_{3}\right), p\left(s_{1}, s_{4}\right), p\left(s_{2}, s_{3}\right)\right.$ and $\left.p\left(s_{2}, s_{4}\right)\right)$ are measured and the assumption is made that they are in fact the marginals of an underlying probability distribution. This assumption is necessary for then constructing bounds on the relationships which can exist between these pairwise probabilities and to in turn constructing bounds on the correlations which can exist between measurements. What a violation of the CHSH inequalities then shows is that the assumption of the existence of such an underlying distribution was faulty and this result can be interpreted as a violation of a form of realism. In this way the CHSH inequalities are a necessary test for local realism, in that a violation of the CHSH inequalities implies that no underlying probability distribution exists. However, the formulation of the CHSH inequalities does not prove the converse - that a satisfaction of the CHSH inequalities implies the existence of underlying probability distribution of all variables. This is where Fine's theorem comes in to effect. One of the results of Fine's theorem is that the CHSH and Bell inequalities are not just necessary conditions, but are also sufficient ones.

### 1.2.2 Statement of the theorem, definitions and notation

We were careful in the last subsection to say "one result" of Fine's theorem, since Fine's original paper showed the equivalence of five different statements regarding the results of a quantum correlation experiment. Often when papers regarding Bell, CHSH or (as we will see) Leggett-Garg experiments refer to Fine's theorem they usually are referring to one of these five results which equates a satisfaction of the Bell inequalities with the existence of an underlying probability distribution. The five equivalent statements, as originally presented by Fine are:
Probability table for $\mathrm{p}_{1234}\left(\mathrm{~s}_{1}, \mathrm{~s}_{2}, \mathrm{~s}_{3}, \mathrm{~s}_{4}\right)$

| $\mathrm{s}_{3}=+\mathrm{s}_{3}=-\mathrm{s}_{3}=+\mathrm{s}_{3}=$ |  |
| :---: | :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |



Marginal $p_{123}\left(s_{1}, s_{2}, s_{3}\right)$


Marginal $p_{12}\left(s_{1}, s_{2}\right)$


Marginal $p_{124}\left(s_{1}, s_{2}, s_{4}\right)$

| $\left(+,+(++)_{+}+\boldsymbol{+}\right)$ | $(-,+,(-,+4,4),-,+)$ |
| :---: | :---: |
| $(+,+,(+,+t,+)+, \cdot$, | $(-,+,(-)+,-$ ),,+--$)$ |
| $(+,-,(+,-,(+), \cdots+)$ | $(-,-,(+,-, 4),-,+)$ |
| $(+,-,(+),-(-)+\cdots$ | $(-,-,+(7,-, 4)-,-,-)$ |

Marginal $\mathrm{p}_{13}\left(\mathrm{~s}_{1}, \mathrm{~s}_{3}\right)$


Figure 1.6: An example of a simple method for visualizing the marginals of a probability distribution. The first table gives the underlying probability distribution for a four variable system. The later tables give the marginal probabilities. In blue are the marginal probabilities over three variables and in red are the marginal probabilities over two variables.

1. There is a deterministic hidden-variables model for the experiment.
2. There is a factorizable, stochastic model for the experiment.
3. There is one joint distribution for all observables of the experiment, whose marginals return the probabilities of the experiment.
4. There are well-defined, compatible joint distributions for all pairs and triples of commuting and noncommuting observables.
5. The Bell/CHSH inequalities hold.

Fine's paper considers correlation experiments that involve distinct measurements in two space-time regions, that he denotes as $R_{1}$ and $R_{2}$. In these experiments, measurements are made on non-commuting observables $A$ and $A^{\prime}$ in $R_{1}$ and $B$ and $B^{\prime}$ in $R_{2}$, where each observable may take values of $\pm 1$. These observables could be, for example, the measurements of the spin along two distinct axis made on a spin triplet, such as in the EPR experiments. Additionally, it is assumed that the observables from the separate space-time regions will commute with one another.

In these correlation experiments there are eight different probabilities which are experimentally measured - those of the four observables $\left(A, A^{\prime}, B, B^{\prime}\right)$ and those of the four compatible pairs of observables $\left(A B, A B^{\prime}, A^{\prime} B, A^{\prime} B^{\prime}\right)$. These will be referred to as the probabilities of the experiment. $P(S)$ is defined to be the probability that the observable $S$ takes the value +1 and $P(\bar{S})$ is the probably that the compliment of $S, \bar{S}$, takes the value of +1 , or equivalently that $S$ takes the value of -1 . Additionally, $P(S T)$ is the probability of the observables $S$ and $T$ both taking the value of +1 (again, the bar notation is used when considering operators that take values of -1 ). To be clear, these probabilities are not the same probabilities that we discussed earlier in this subsection. Before we were discussing the probability of a system being in a particular state, e.g. $p_{12}\left(s_{1}, s_{2}\right)$, here we are describing the probability of returning a particular measurement out come given a certain state. Determining $P(S)$ requires knowledge of both the probability distribution of possible states and the outcome of the measurement $S$ for each of those states.

Lastly, Fine defines a deterministic hidden-variable model to consist of three components:

1. A set of hidden variables: $\Lambda$. These variables are the complete set for specifying a state, they do necessarily need to be "hidden" (e.g. for our two spin system this would be the set of four doubles $\left.\left\{s_{1}, s_{2}\right\}=\{(+,+),(+,-),(-,+),(-,-)\}\right)$.
2. A normalized probability density: $\rho(\lambda)$. Where $\lambda$ is an element of $\Lambda$ (e.g. for our two spin system this would be equivalent to saying that $\left.\sum_{s_{1}, s_{2}} p_{12}\left(s_{1}, s_{2}\right)=1\right)$.
3. Response functions: $A(\lambda), A^{\prime}(\lambda), B(\lambda), B^{\prime}(\lambda)$. These functions give the $\lambda$ determined responses for the measurements, which means that they must be defined over all of $\Lambda$. The response functions have outcomes of $\pm 1$ which depend deterministically on the state $\lambda$ they are acting on. These response functions must also satisfy the following integrands.

$$
\begin{equation*}
P(S)=\int_{\Lambda} \tilde{S}(\lambda) \rho(\lambda) d \lambda \tag{1.10}
\end{equation*}
$$

where $S \in\left\{A, A^{\prime}, B, B^{\prime}, \bar{A}, \bar{A}^{\prime}, \bar{B}, \bar{B}^{\prime}\right\}$ and the tilde maps the observables with outcomes $\{\underset{\sim}{-1},+1\}$ to an equivalent set of observables with outcomes $\{0,1\}$. To be precise, $\tilde{S}(\lambda)=1$ if $S(\lambda)=1$ and $\tilde{S}(\lambda)=0$ if $S(\lambda)=-1$. Equivalently, Eqn. (1.10) says that the probability that the observable $S$ takes the value of +1 is equal to the weighted sum of states $\lambda$ in which $S(\lambda)$ takes the value +1 .
Fine uses the notation that when $P(\bar{S})$ is on the left hand side of the equation then the $\tilde{S}$ is to be replaced with $1-\tilde{S}$ on the right hand side of the equation. This maintains the notation that $P(\bar{S})$ is the probability of $\bar{S}$ returning the +1 value. The response functions must also satisfy

$$
\begin{equation*}
P(S T)=\int_{\Lambda} \tilde{S}(\lambda) \tilde{T}(\lambda) \rho(\lambda) d \lambda \tag{1.11}
\end{equation*}
$$

for $S$ and $T$ ranging over all compatible pairs of observables and their complements (i.e. they do not include combinations of $A$ with $A^{\prime}$ or $B$ with $B^{\prime}$ ). The same convention is used for the bars and tildes.

The response functions may be a foreign notation, but they are easy to interpret after considering an example. Consider the two spin system from before, this system will have $\Lambda=\left\{s_{1}, s_{2}\right\}=\{(+,+),(+,-),(-,+),(-,-)\}$. Each of these doubles will have some probability of occurring, for example

$$
\begin{array}{ll}
p(+,+)=0.3, & p(+,-)=0.1 \\
p(-,+)=0.4, & p(-,-)=0.2
\end{array}
$$

We have that $A$ and $A^{\prime}$ depend only on the state of the first spin and $B$ and $B^{\prime}$ depend only on the state of the second spin. Then for each $\lambda$ then operator $A$ will return either $\pm 1$, for example

$$
A\left(+, s_{2}\right)=1, \quad A\left(-, s_{2}\right)=-1
$$

We can then use these values to calculate $P(A)$ and $P(\bar{A})$,

$$
\begin{gathered}
P(A)=(1) 0.3+(1) 0.1+(0) 0.4+(0) 0.2=0.4 \\
P(\bar{A})=(1-1) 0.3+(1-1) 0.1+(1-0) 0.4+(1-0) 0.2=0.6
\end{gathered}
$$

### 1.2.3 The arguments of Fine's theorem

In this subsection we present a review of the arguments from Fine's paper. We have expanded on the arguments that Fine made and added some additional examples for clarity.

## Statement $1 \leftrightarrow$ Statement 3

1. There is a deterministic hidden-variables model for the experiment.
2. There is one joint distribution (denoted as $P\left(A A^{\prime} B B^{\prime}\right)$ ) for all observables of the experiment, whose marginals return the probabilities of the experiment.
$\mathbf{1 \rightarrow 3}$ : Statement one immediately implies the first half of statement three. That is, by its definition a deterministic hidden-variable model deterministically provides a description of a system for all observables over all possible states. This means that the equation

$$
\begin{equation*}
P\left(A A^{\prime} B B^{\prime}\right)=\int \tilde{A}(\lambda) \tilde{A}^{\prime}(\lambda) \tilde{B}(\lambda) \tilde{B}^{\prime}(\lambda) \rho(\lambda) d \lambda \tag{1.12}
\end{equation*}
$$

defines a joint distribution for the four observables. In other words, the exact outcome of every measurement is known for each state of the system.

It then follows from Eqn. (1.10) and (1.11) that the marginals of the probability distribution in Eqn. (1.12) do provide the exact experimental probabilities. For example, the marginal distributions of $P\left(A S_{1} B S_{2}\right)$ over $S_{1}$ and $S_{2}$ are equal to the experimental probability $P(A B)$ :

$$
\begin{aligned}
& =P\left(A A^{\prime} B B^{\prime}\right)+P\left(A \bar{A}^{\prime} B B^{\prime}\right)+P\left(A A^{\prime} B \bar{B}^{\prime}\right)+P\left(A \bar{A}^{\prime} B \bar{B}^{\prime}\right) \\
& =\int \tilde{A}(\lambda) \tilde{A}^{\prime}(\lambda) \tilde{B}(\lambda) \tilde{B}^{\prime}(\lambda) \rho(\lambda)+\tilde{A}(\lambda)\left(1-\tilde{A}^{\prime}(\lambda)\right) \tilde{B}(\lambda) \tilde{B}^{\prime}(\lambda) \rho(\lambda) d \lambda+\ldots \\
& \tilde{A}(\lambda) \tilde{A}^{\prime}(\lambda) \tilde{B}(\lambda)\left(1-\tilde{B}^{\prime}(\lambda)\right) \rho(\lambda)+\tilde{A}(\lambda)\left(1-\tilde{A}^{\prime}(\lambda)\right) \tilde{B}(\lambda)\left(1-\tilde{B}^{\prime}(\lambda)\right) \rho(\lambda) d \lambda \\
& =\int \tilde{A}(\lambda) \tilde{B}(\lambda)\left(\tilde{A}^{\prime}(\lambda) \tilde{B}^{\prime}(\lambda)+\left(1-\tilde{A}^{\prime}(\lambda)\right) \tilde{B}^{\prime}(\lambda)+\tilde{A}^{\prime}(\lambda)\left(1-\tilde{B}^{\prime}(\lambda)\right)+\ldots\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left(1-\tilde{A}^{\prime}(\lambda)\right)\left(1-\tilde{B}^{\prime}(\lambda)\right)\right) \\
& =\int \tilde{A}(\lambda) \tilde{B}(\lambda)(1) \rho(\lambda) d \lambda \\
& =P(A B)
\end{aligned}
$$

This can equivalently be shown for any of the experimentally measured single and pairwise probabilities.
$3 \rightarrow 1$ : If we are given a distribution $P\left(A A^{\prime} B B^{\prime}\right)$ whose marginals return the single and double observable experimental probabilities then there exists a simple way to define a deterministic hidden-variable model. Such a model will consist of

1. Set of hidden variables: $\Lambda$ will consist of the sixteen quadruples $\lambda=\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$, where $s_{i}= \pm 1$.
2. Response functions: $A(\lambda)=s_{1}, A^{\prime}(\lambda)=s_{2}, B(\lambda)=s_{3}, B^{\prime}(\lambda)=s_{4}$. They each depend on a separate variable. Eqn. (1.10) and (1.11) also hold since the marginals of the four observable probabilities were assumed to yield the probability of the experiment.
3. Normalized probability density: Define $\rho(\lambda)$ as $\rho\left(s_{1}, s_{2}, s_{3}, s_{4}\right)=P\left(A A^{\prime} B B^{\prime}\right)$. $\rho(\lambda)$ is normalized since $P\left(A A^{\prime} B B^{\prime}\right)$ is normalized.

## Statement $1 \leftrightarrow$ Statement 4

1. There is a deterministic hidden-variables model for the experiment.
2. There are well-defined, compatible joint distributions for all pairs and triples of commuting and non-commuting observables.
$\mathbf{1} \rightarrow \mathbf{3} \rightarrow 4$ : In the equivalence argument for $1 \rightarrow 3$, we showed that statement one implies the existence of a $P\left(A A^{\prime} B B^{\prime}\right)$ whose marginals return the eight probabilities of the experiment. We now extend this to include the existence of pairs and triples of commuting and non-commuting observables.

The existence of triples of operators follows the same argument as was used for pairs, but including the triples also highlights the existence of well defined probabilities for noncommuting observables. For example, one the marginals of

$$
\begin{equation*}
P\left(A B B^{\prime}\right)=\int \tilde{A}(\lambda) \tilde{B}(\lambda) \tilde{B}^{\prime}(\lambda) \rho(\lambda) d \lambda \tag{1.13}
\end{equation*}
$$

would be $P\left(B B^{\prime}\right)$ and one of the marginals of

$$
\begin{equation*}
P\left(A^{\prime} B B^{\prime}\right)=\int \tilde{A}^{\prime}(\lambda) \tilde{B}(\lambda) \tilde{B}^{\prime}(\lambda) \rho(\lambda) d \lambda \tag{1.14}
\end{equation*}
$$

would also be the same value of $P\left(B B^{\prime}\right)$. $B$ and $B^{\prime}$ are not necessarily commuting observables, and yet their joint distribution is well defined. (Note that this means that the existence of deterministic hidden variables is contrary to the notion in quantum mechanics that joint distributions are only well defined for commuting observables.)
$4 \rightarrow$ 1: To prove the converse we show that if one has a well-defined distributions of non-commuting observables, in particular $P\left(A B B^{\prime}\right), P\left(A^{\prime} B B^{\prime}\right)$ and their common marginal $P\left(B B^{\prime}\right)$, then one can construct a distribution $P\left(A A^{\prime} B B^{\prime}\right)$ whose marginals will again return back the measured probabilities. An example of such a construction is:

$$
\begin{align*}
P\left(A A^{\prime} B B^{\prime}\right) & =\frac{P\left(A B B^{\prime}\right) P\left(A^{\prime} B B^{\prime}\right)}{P\left(B B^{\prime}\right)}  \tag{1.15}\\
& =\frac{\left(\int_{\Lambda} \tilde{A}(\lambda) \tilde{B}(\lambda) \tilde{B}^{\prime}(\lambda) \rho(\lambda) d \lambda\right)\left(\int_{\Lambda} \tilde{A}^{\prime}(\lambda) \tilde{B}(\lambda) \tilde{B}^{\prime}(\lambda) \rho(\lambda) d \lambda\right)}{\int_{\Lambda} \tilde{B}(\lambda) \tilde{B}^{\prime}(\lambda) \rho(\lambda) d \lambda}  \tag{1.16}\\
& \left.=\int_{\Lambda} \tilde{A}(\lambda) \tilde{A}^{\prime}(\lambda) \tilde{B}(\lambda) \tilde{B}^{\prime}(\lambda) \rho(\lambda) d \lambda\right) \tag{1.17}
\end{align*}
$$

Where Eqn. (1.17) is the probability distribution whose marginal, we showed earlier, would return the measured probabilities.

## Statement $1 \leftrightarrow$ Statement 5

1. There is a deterministic hidden-variables model for the experiment.
2. The Bell/CHSH inequalities hold.
$\mathbf{1 \rightarrow 4 \rightarrow 5 :}$ As proven earlier, the existence of a deterministic hidden-variable model implies the existence of well-defined compatible joint distributions for all pairs and triples of commuting and non-commuting observables. These joint distributions can then be used to create restrictions on the probabilities of a correlation experiment. We first write $P\left(A B B^{\prime}\right)$ as a sum of marginals:

$$
\begin{equation*}
P\left(A B B^{\prime}\right)=P\left(A A^{\prime} B B^{\prime}\right)+P\left(A \bar{A}^{\prime} B B^{\prime}\right) \tag{1.18}
\end{equation*}
$$

Since $P\left(A A^{\prime} B B^{\prime}\right) \leq P\left(A^{\prime} B\right)$ and $P\left(A \bar{A}^{\prime} B B^{\prime}\right) \leq P\left(\bar{A}^{\prime} B\right)$ (this inequality and the others we present in this argument can be more easily visualized using the depiction of marginals introduced earlier) we have that

$$
\begin{equation*}
P\left(A A^{\prime} B B^{\prime}\right)+P\left(A \bar{A}^{\prime} B B^{\prime}\right) \leq P\left(A^{\prime} B\right)+P\left(\bar{A}^{\prime} B^{\prime}\right) \tag{1.19}
\end{equation*}
$$

Since $P\left(\bar{A}^{\prime} B^{\prime}\right)=P\left(B^{\prime}\right)-P\left(A^{\prime} B^{\prime}\right)$ (this is is true from rearranging the marginal equation) we have that

$$
\begin{equation*}
P\left(A B B^{\prime}\right) \leq P\left(A^{\prime} B\right)+P\left(B^{\prime}\right)-P\left(A^{\prime} B^{\prime}\right) \tag{1.20}
\end{equation*}
$$

Following the same logic as the previous three equations but starting with $P\left(\bar{A} B B^{\prime}\right)$ we also find that,

$$
\begin{align*}
P\left(\bar{A} B B^{\prime}\right) & =P\left(\bar{A} A^{\prime} B B^{\prime}\right)+P\left(\bar{A} \bar{A}^{\prime} B B^{\prime}\right)  \tag{1.21}\\
& \leq P\left(A^{\prime} B^{\prime}\right)+P\left(\bar{A}^{\prime} B\right)  \tag{1.22}\\
& =P\left(A^{\prime} B^{\prime}\right)+P(B)-P\left(A^{\prime} B\right) \tag{1.23}
\end{align*}
$$

Then using similar marginal probability relationships we find that,

$$
\begin{align*}
P(A) & =P(A B)+P(A \bar{B})  \tag{1.24}\\
P(A) & =P(A B)+P\left(A \bar{B} B^{\prime}\right)+P\left(A \bar{B} \bar{B}^{\prime}\right)  \tag{1.25}\\
P(A) & =P(A B)+\left(P\left(A B^{\prime}\right)-P\left(A B B^{\prime}\right)\right)+P\left(A \bar{B} \bar{B}^{\prime}\right)  \tag{1.26}\\
P\left(A \bar{B} \bar{B}^{\prime}\right) & =P(A)-P(A B)-P\left(A B^{\prime}\right)+P\left(A B B^{\prime}\right)  \tag{1.27}\\
0 \leq P\left(A \bar{B} \bar{B}^{\prime}\right) & =P(A)-P(A B)-P\left(A B^{\prime}\right)+P\left(A B B^{\prime}\right) \tag{1.28}
\end{align*}
$$

and again a similar calculation will find that,

$$
\begin{equation*}
0 \leq P\left(\bar{A} \bar{B} \bar{B}^{\prime}\right)=1-P(A)-P(B)-P\left(B^{\prime}\right)+P\left(A B^{\prime}\right)+P\left(\bar{A} B B^{\prime}\right) \tag{1.29}
\end{equation*}
$$

The bound from Eqn. (1.28) can be rewritten as,

$$
\begin{equation*}
-P(A)+P(A B)+P\left(A B^{\prime}\right)-P\left(A B B^{\prime}\right) \leq 0 \tag{1.30}
\end{equation*}
$$

and together with Eqn. (1.20) will form the bound,

$$
\begin{equation*}
P(A B)+P\left(A B^{\prime}\right)+P\left(A^{\prime} B^{\prime}\right)-P\left(A^{\prime} B\right)-P(A)-P\left(B^{\prime}\right) \leq 0 \tag{1.31}
\end{equation*}
$$

A similar calculation shows that the bound for $P\left(\bar{A} B B^{\prime}\right)$ in Eqn. 1.23 can be used in Eqn. 1.29 to fine,

$$
\begin{equation*}
-1 \leq P(A B)+P\left(A B^{\prime}\right)+P\left(A^{\prime} B^{\prime}\right)-P\left(A^{\prime} B\right)-P(A)-P\left(B^{\prime}\right) \tag{1.32}
\end{equation*}
$$

Together Eqn. (1.31) and (1.32) give the bound,

$$
\begin{equation*}
-1 \leq P(A B)+P\left(A B^{\prime}\right)+P\left(A^{\prime} B^{\prime}\right)-P\left(A^{\prime} B\right)-P(A)-P\left(B^{\prime}\right) \leq 0 \tag{1.33}
\end{equation*}
$$

Which is equivalent to one of the four CHSH inequalities. Similar calculations for the other three observable terms will provide three more pairs of inequalities which can be used to construct the other three CHSH inequalities, which together are,

$$
\begin{align*}
& -1 \leq P(A B)+P\left(A B^{\prime}\right)+P\left(A^{\prime} B^{\prime}\right)-P\left(A^{\prime} B\right)-P(A)-P\left(B^{\prime}\right) \leq 0  \tag{1.34}\\
& -1 \leq P\left(A^{\prime} B\right)+P\left(A^{\prime} B^{\prime}\right)+P\left(A B^{\prime}\right)-P(A B)-P\left(A^{\prime}\right)-P\left(B^{\prime}\right) \leq 0  \tag{1.35}\\
& -1 \leq P\left(A B^{\prime}\right)+P(A B)+P\left(A^{\prime} B\right)-P\left(A^{\prime} B^{\prime}\right)-P(A)-P(B) \leq 0  \tag{1.36}\\
& -1 \leq P\left(A^{\prime} B^{\prime}\right)+P\left(A^{\prime} B\right)+P(A B)-P\left(A B^{\prime}\right)-P\left(A^{\prime}\right)-P(B) \leq 0 \tag{1.37}
\end{align*}
$$

$\mathbf{5} \rightarrow \mathbf{4} \rightarrow \mathbf{1}$ : As proven earlier, the existence of the three observable distributions $P\left(A B B^{\prime}\right)$ and $P\left(A^{\prime} B B^{\prime}\right)$ which yield the same distribution $P\left(B B^{\prime}\right)$ and also yield the probabilities of the experiment implies the existence of a deterministic hidden variable model $(4 \rightarrow 1)$. Thus to prove that $5 \rightarrow 1$ we will show that the CHSH inequalities being satisfied implies the existence of such distributions, $P\left(A B B^{\prime}\right)$ and $P\left(A^{\prime} B B^{\prime}\right)$. First let $\beta$ be the minimum of the following non-negative terms

1. $P(B)$
2. $P\left(B^{\prime}\right)$
3. $P(A B)+P\left(B^{\prime}\right)-P\left(A B^{\prime}\right)$
4. $P\left(A B^{\prime}\right)+P(B)-P(A B)$
5. $P\left(A^{\prime} B\right)+P\left(B^{\prime}\right)-P\left(A^{\prime} B^{\prime}\right)$
6. $P\left(A^{\prime} B^{\prime}\right)+P(B)-P\left(A^{\prime} B\right)$

This is true for $P\left(B B^{\prime}\right)=\beta$. We then use this definition of $\beta$ to define the additional terms,

1. $P\left(B \bar{B}^{\prime}\right)=P(B)-\beta$
2. $P\left(\bar{B} B^{\prime}\right)=P\left(B^{\prime}\right)-\beta$
3. $P\left(\bar{B} \bar{B}^{\prime}\right)=1-P(B)-P\left(B^{\prime}\right)+\beta$

We then let $\alpha$ be the minimum of

1. $\beta$
2. $\beta-\left(P(A)+P(B)+P\left(B^{\prime}\right)-P\left(A B^{\prime}\right)-P(A B)-1\right)$
3. $P(A B)$
4. $P\left(A B^{\prime}\right)$
and let $\alpha^{\prime}$ be the minimum of
5. $\beta$
6. $\beta-\left(P\left(A^{\prime}\right)+P(B)+P\left(B^{\prime}\right)-P\left(A^{\prime} B^{\prime}\right)-P\left(A^{\prime} B\right)-1\right)$
7. $P\left(A^{\prime} B\right)$
8. $P\left(A^{\prime} B^{\prime}\right)$

Furthermore, the CHSH inequalities, given in Eqn. (1.34-1.37), guarantee that $\alpha$ and $\alpha^{\prime}$ are both non-negative and that,

$$
0 \leq \alpha \leq \beta \leq 1, \quad 0 \leq \alpha^{\prime} \leq \beta \leq 1
$$

We now set $P\left(A B B^{\prime}\right)=\alpha$ and $P\left(A^{\prime} B B^{\prime}\right)=\alpha^{\prime}$ and then write the remaining distributions as

1. $P\left(A B \bar{B}^{\prime}\right)=P(A B)-\alpha$
2. $P\left(A \bar{B} B^{\prime}\right)=P\left(A B^{\prime}\right)-\alpha$
3. $P\left(A \bar{B} \bar{B}^{\prime}\right)=P(A)-P(A B)-P\left(A B^{\prime}\right)+\alpha$
4. $P\left(\bar{A} B B^{\prime}\right)=\beta-\alpha$
5. $P\left(\bar{A} B \bar{B}^{\prime}\right)=P(B)-P(A B)-\beta+\alpha$
6. $P\left(\bar{A} \bar{B} B^{\prime}\right)=P\left(B^{\prime}\right)-P\left(A B^{\prime}\right)-\beta+\alpha$
7. $P\left(\bar{A} \bar{B} \bar{B}^{\prime}\right)=1-P(A)-P(B)-P\left(B^{\prime}\right)+P(A B)+P\left(A B^{\prime}\right)+\beta-\alpha$
8. $P\left(A^{\prime} B \bar{B}^{\prime}\right)=P\left(A^{\prime} B\right)-\alpha^{\prime}$
9. $P\left(A^{\prime} \bar{B} B^{\prime}\right)=P\left(A^{\prime} B^{\prime}\right)-\alpha^{\prime}$
10. $P\left(A^{\prime} \bar{B} \bar{B}^{\prime}\right)=P\left(A^{\prime}\right)-P(A B)-P\left(A^{\prime} B^{\prime}\right)+\alpha^{\prime}$
11. $P\left(\bar{A}^{\prime} B B^{\prime}\right)=\beta-\alpha^{\prime}$
12. $P\left(\bar{A}^{\prime} B \bar{B}^{\prime}\right)=P(B)-P\left(A^{\prime} B\right)-\beta+\alpha^{\prime}$
13. $P\left(\bar{A}^{\prime} \bar{B} B^{\prime}\right)=P\left(B^{\prime}\right)-P\left(A^{\prime} B^{\prime}\right)-\beta+\alpha^{\prime}$
14. $P\left(\bar{A}^{\prime} \bar{B} \bar{B}^{\prime}\right)=1-P\left(A^{\prime}\right)-P(B)-P\left(B^{\prime}\right)+P\left(A^{\prime} B\right)+P\left(A^{\prime} B^{\prime}\right)+\beta-\alpha^{\prime}$

We now finally need to verify that each right-hand term defined (of the fourteen listed above) is both non-negative and not larger than the already defined joint probability for any two of the three observables on the left-hand side of it. These can all be verified from the definitions of $\alpha, \alpha^{\prime}, \beta$, from the assumption that the CHSH inequalities hold and the use of probabilistic relationships $(e . g . P(A B) \leq \min [P(A), P(B)])$. Thus the satisfaction of the CHSH inequalities verifies the existence of a $P\left(A B B^{\prime}\right)$ and $P\left(A^{\prime} B B^{\prime}\right)$ with the desired properties.

## Statement $1 \leftrightarrow$ Statement 2

1. There is a deterministic hidden-variables model for the experiment.
2. There is a factorizable, stochastic model for the experiment.
$1 \rightarrow 2$ : First we demonstrate that every stochastic model can be interpreted as a factorizable stochastic model. To do so we first need to define such a model. We will first relax the requirement that the outcome of each response function is deterministic. We instead use the probabiltiy function $P(S, \lambda)$ and $P(S T, \lambda)$ where $P(S, \lambda)$ is the probability that the observable $S$ takes the value +1 when measuring the state $\lambda$. Likewise, $P(S T, \lambda)$ gives the probability that both $S$ and $T$ return the values +1 for the state $\lambda$. We then define the new restrictions on these response function to be

$$
\begin{align*}
P(S) & =\int_{\Lambda} P(S, \lambda) \rho(\lambda) d \lambda  \tag{1.38}\\
P(S T) & =\int_{\Lambda} P(S T, \lambda) \rho(\lambda) d \lambda \tag{1.39}
\end{align*}
$$

Again adopting the same bar notation, $(P(\bar{S}, \lambda)=1-P(S, \lambda))$. Finally this stochastic hidden-variable model is said to be factorizable if

$$
\begin{equation*}
P(S T, \lambda)=P(S, \lambda) P(T, \lambda) \tag{1.40}
\end{equation*}
$$

With the model defined, it is easy to show that ever deterministic hidden-variables model is a factorizable stochastic model, one where all the probabilities are either 0 or 1 . We set $P(S, \lambda)=1$ if $S(\lambda)=1, P(S, \lambda)=0$ if $S(\lambda)=-1$ and let $P(S T, \lambda)=P(S, \lambda) P(T, \lambda)$. Then Eqns (1.38) and (1.39) reduce to the defined integrands for the response functions for the deterministic model, Eqns (1.10) and (1.10).
$\mathbf{2 \rightarrow 5} \boldsymbol{\mathbf { 1 }}$ : Fine does not prove this in his own work but references a paper by Clauser and Horne which proves that statement 2 implies statement 5 [32] which completes the proof since it was already shown that statements 5 and 1 are equivalent.

### 1.3 The Leggett-Garg framework

### 1.3.1 Macroscopic realism

The experimental violations of the Bell inequalities opened the door to new questions in the field of quantum foundations. One such question being that - If reality is described by quantum mechanics, then can these laws be scaled to commonplace objects? This idea of systems composed of countless atoms existing in quantum superpositions of macroscopically distinct states is a type of macroscopic quantum phenomena known as macroscopic coherence (see Fig. 1.7 for examples of other macroscopic quantum phenomena which have been experimentally realized). Anthony Leggett and Anupam Garg drew attention to the study of this subject by first codifying how physicist expect macroscopic objects to behave into a set of assumptions that they defined as macroscopic realism (MR) [4, 5]. As defined by Leggett and Garg these assumptions are

1. Macroscopic realism per se (MRps): A macroscopic system with two or more macroscopically distinct states available to it will at all times be in one or the other of these states.
2. Noninvasive measurability (NIM): It is possible, in principle, to determine the state of the system with arbitrarily small perturbation on its subsequent dynamics.

Leggett and Garg later added the condition that future measurements should not affect the present state (a condition they named induction), but this assumption is rarely contested. Leggett and Garg used these assumptions to derive a set of inequalities that any macroscopic system should obey. These are the Leggett-Garg inequalities (LGIs) and are the topic of the succeeding section. Before proceeding to use these assumptions in our discussion, it is worthwhile to pause and briefly reflect on the first two.

The foremost assumption of MR is MRps. On the outset, the interpretation of this assumption seems clear - that macroscopic objects do not exist in superpositions of states. However, the exact interpretation of this assumption has been debated by different authors [33]. Maroney and Timpson have presented at least three different interpretations of MRps [34]. Of these, the one which they refer to as "operational eigenstate mixture macrorealism" is the notion of MRps that Leggett and Garg seem to allude to in their original work. As defined by the authors operational eigenstate mixture macrorealism is the view that:

The only possible preparation states of a system are operational eigenstates of [some macroscopic definite observable] and statistical mixtures thereof.

This view suggests that, despite what is occurring at the microscopic level, the macroscopic properties of a system will behave in the same way whether they are being observed or not. This is also the only interpretation of MRps which can be tested by the LGIs [34] and as such is the interpretation that we consider in this work.

Furthermore, the NIM assumptions also carries with it nuances which are worth accentuating. The first of these is that the NIM assumption defines a non-invasive measurement from a macroscopically real understanding of the system. This means that when one is testing for MR, the argument they adopt for the non-invasiveness of their measurement technique only needs to hold at macroscopic level. Thus, a measurement on a quantum system can still satisfy the NIM postulate even is it collapses the wave function [35], since the concept of a wave function does not exist in a macrorealistic understanding of the world. Secondly, as was the case when considering locality with realism, the assumptions of NIM and MRps are not readily separable. Leggett has stated on many occasions that he sees NIM as such a natural corollary of MRps that it is hard to imagine how NIM could fail but MRps not [36]. However, there is nothing in the derivation of the LGIs themselves which excludes the failure of NIM and not MRps [6, 34, 37]. As was the case when testing local realism, tests of macroscopic realism must consider both MRps and NIM as a whole and not as individual assumptions.


Figure 1.7: Examples of macroscopic quantum phenomena which have been experimentally realised. Superfluid: An image of liquid Helium-4 cooled to below $3^{\circ} \mathrm{K}$ where it enters the superfluid phase. Once a superfluid, the helium atoms will all exists in their lowest energy state. This is made possible since Helium-4 atoms, unlike common Helium atoms, behaves as bosons and can thus occupy the same energy level. As a result the atoms are mathematically indistinguishable, which in turns results in the atoms moving in unison. This unified motion results in the atoms having no internal friction and thus zero viscosity. The lack of viscosity then allows the helium to drip through a solid container which was previous able to hold the helium when it was in a liquid state. The drops forming on the bottom of the container demonstrate this effect. For a more detailed review on the quantum mechanical nature of this effect see [38]. Superconductor: An image of a high temperature super conductor levitating above a magnet, an effect known as quantum locking. This is a result of the property of a superconductor where the superconductor expels nearly all internal magnetic fields. Only quantized strands of the magnetic field are able to travel through the superconductor. These strands are locked in place and in turn trap the superconductor in space. Superconductors are commonly used for producing strong magnetic fields (as in NMR or in a particle accelerator) or for storing energy. For a detailed introduction to superconductivity see [39].

### 1.3.2 The Leggett-Garg inequalities

Leggett and Garg would go on to use the assumptions of macroscopic realism to derive a set of inequalities that any macroscopic system should obey. These are the LeggettGarg inequalities (LGIs). If measurements on a system are to violate the LGIs then a macroscopic understanding of the system must be abandoned. In this way the LGIs serve as a test of macroscopic coherence.

To date, experimental violation of the LGIs have predominately been performed on microscopic systems (see [40] for an exception). These experiments remain a topic of interest for different reasons. For one, violations on microscopic systems are a necessary stepping stone towards achieving macroscopic coherence. Even at the level of microscopic systems the study of the LGIs have been riddled with challenges which will need to be addressed before one can feasibly move to larger systems. A second motivation for the study of the LGIs is that they serve as a test of whether a system is behaving quantummechanically. The use of the LGIs in this manner has been adopted in different fields including quantum transport [41], quantum biology [42] and quantum computing [43].

The formalism of the LGIs is fairly straightforward. First consider a dichotomic observable ${ }^{2}, Q$, with outcomes $s_{i} \in\{ \pm 1\}$ measured at time $t_{i}$. When measuring this observable $Q$ at two different times $t_{i}, t_{j}\left(Q\left(t_{i}\right) \equiv Q_{i}\right)$, the outcomes will either be correlated $\left(s_{i} s_{j}=1\right)$ or anti-correlated $\left(s_{i} s_{j}=-1\right)$. The correlation function, $C_{i j}$,

$$
\begin{equation*}
C_{i j}=\left\langle Q_{i} Q_{j}\right\rangle=\sum_{i, j} s_{i} s_{j} p_{i j}\left(s_{i}, s_{j}\right) \tag{1.41}
\end{equation*}
$$

assigns a value to this correlation. $C_{i j}$ is bounded by $\pm 1$ corresponding to the cases of perfect correlation and anti-correlation respectively, and $p_{i j}\left(s_{i}, s_{j}\right)$, the two-time probability, is the probability of obtaining the results $s_{i}$ and $s_{j}$ when measurements are made at times $t_{i}, t_{j}$, respectively. By performing three experiments that measure the observable $Q$ at pairs of times $\left(t_{1}, t_{2}\right),\left(t_{2}, t_{3}\right)$ and $\left(t_{1}, t_{3}\right)$ the correlation functions $C_{12}, C_{23}$, and $C_{13}$ can be obtained. For a system which obeys the assumptions of MRps and NIM it can be proven that these correlations are bounded by the four three-time LGIs (LG3s) [4, 5].

$$
\begin{align*}
& 1+C_{12}+C_{23}+C_{13} \geq 0  \tag{1.42}\\
& 1-C_{12}-C_{23}+C_{13} \geq 0  \tag{1.43}\\
& 1+C_{12}-C_{23}-C_{13} \geq 0 \tag{1.44}
\end{align*}
$$
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$$
\begin{equation*}
1-C_{12}+C_{23}-C_{13} \geq 0 \tag{1.45}
\end{equation*}
$$

\]

Proof: The assumption of MRps implies that $Q$ will take definite values at all times. This implies the existence of an underlying probability $p_{i j}\left(s_{i}, s_{j}, s_{k}\right)$, which the two-time probabilities are the marginals of.

$$
\begin{equation*}
p_{i j}\left(s_{i}, s_{j}\right)=\sum_{s_{k}} p_{i j}\left(s_{i}, s_{j}, s_{k}\right) \tag{1.46}
\end{equation*}
$$

Secondly, the NIM assumption implies that the probability of the measured results should be independent of whether earlier measurements are made, mathematically this is written as:

$$
\begin{equation*}
p_{12}\left(s_{i}, s_{j}, s_{k}\right)=p_{13}\left(s_{i}, s_{j}, s_{k}\right)=p_{23}\left(s_{i}, s_{j}, s_{k}\right) \equiv p\left(s_{i}, s_{j}, s_{k}\right) \tag{1.47}
\end{equation*}
$$

With these two assumptions the correlation functions defined in Eq. 1.41 are equivalent to $\left(p( \pm 1, \pm 1, \pm 1) \equiv p_{ \pm \pm \pm}\right):$

$$
\begin{align*}
& C_{12}=p_{+++}+p_{++-}-p_{+-+}-p_{-++}+p_{--+}-p_{-+-}-p_{+--}+p_{---}  \tag{1.48}\\
& C_{23}=p_{+++}-p_{++-}-p_{+-+}+p_{-++}-p_{--+}-p_{-+-}+p_{+--}+p_{---}  \tag{1.49}\\
& C_{13}=p_{+++}-p_{++-}+p_{+-+}-p_{-++}-p_{--+}+p_{-+-}-p_{+--}+p_{---} \tag{1.50}
\end{align*}
$$

Using the unit measure axiom of probability, namely that the probability of the entire sample space is equal to one, these correlations can be combined to give:

$$
\begin{align*}
C_{12}+C_{23}+C_{13} & =-1+4\left(p_{+++}+p_{---}\right)  \tag{1.51}\\
-C_{12}-C_{23}+C_{13} & =-1+4\left(p_{+-+}+p_{-+-}\right)  \tag{1.52}\\
C_{12}-C_{23}-C_{13} & =-1+4\left(p_{++-}+p_{--+}\right)  \tag{1.53}\\
-C_{12}+C_{23}-C_{13} & =-1+4\left(p_{-++}+p_{+--}\right) \tag{1.54}
\end{align*}
$$

Since the sum of any two probabilities is necessarily bounded by 0 and 1 these equations will have the lower bound of

$$
\begin{align*}
& 1+C_{12}+C_{23}+C_{13} \geq 0  \tag{1.55}\\
& 1-C_{12}-C_{23}+C_{13} \geq 0  \tag{1.56}\\
& 1+C_{12}-C_{23}-C_{13} \geq 0  \tag{1.57}\\
& 1-C_{12}+C_{23}-C_{13} \geq 0 \tag{1.58}
\end{align*}
$$



Figure 1.8: Two of the LG3s as functions of $\omega t / \pi$ for measurements made at equidistant time intervals. The red and green regions indicate where the LG3s, respectively, are and are not violated.

These inequalities can, however, be violated by quantum systems. For example, consider a spin- $\frac{1}{2}$ particle evolving under a Hamiltonian $\hat{H}=\omega \hat{X} / 2$ and measured by $\hat{Q}=\hat{Z}$, where $\hat{X}$ and $\hat{Z}$ are the Pauli-x and Pauli-z matrices. For such a model it is readily shown that for any initial state the quantum mechanical correlation function is [35]:

$$
\begin{align*}
C_{i j} & =\frac{1}{2}\left\langle\hat{Q}_{1} \hat{Q}_{2}-\hat{Q}_{2} \hat{Q}_{1}\right\rangle  \tag{1.59}\\
& =\cos \left(\omega\left(t_{j}-t_{i}\right)\right) \tag{1.60}
\end{align*}
$$

By using Eq.(1.60) and considering the case of equidistant time intervals, i.e., $t_{j}-t_{i}=t$, the four LG3s reduce to three inequalities

$$
\begin{align*}
& \text { (LG3a) } 1+2 \cos (\omega t)+\cos (2 \omega t) \geq 0  \tag{1.61}\\
& \text { (LG3b) } 1-2 \cos (\omega t)+\cos (2 \omega t) \geq 0  \tag{1.62}\\
& 1-\cos (2 \omega t) \geq 0 \tag{1.63}
\end{align*}
$$

the third of which is always satisfied. As shown in Fig. 1.8, one of the other two inequalities, Eq.(1.61) or (1.62), will be violated for all but discrete choices of $\omega t$. Thus, the LGIs can be violated by a quantum system.


Source Detector 3 (D3) Particle
Figure 1.9: A particle moving through the detector D3. D3 measures the spin of the particle along one chosen axis for each of the three different times, $t_{1}, t_{2}$ and $t_{3}$. The result of each measurement is either positive $P$ or negative $N$.

The first experimental violations of the Leggett-Garg inequalities was performed by Palacious-Laloy et al in 2010 [46] and this work was shortly followed by violations performed on a host of different quantum systems.

## Alternative derivation

We will close this section with a simple alternative derivation of the LGIs which highlights their similarities with the Bell model.

Consider the experimental design depicted in Fig. 1.9. This design consists of a spin- $\frac{1}{2}$ particle whose spin is measured by a detector $D 3$ at different pairs of times $\left(\left(t_{1}, t_{2}\right),\left(t_{2}, t_{3}\right)\right.$ or $\left.\left(t_{1}, t_{3}\right)\right)$. The outcome of each measurement will be either $+1(P)$ or $-1(N)$. The measured outcomes at pairs of times, $\left(t_{i}, t_{j}\right)$, will either be correlated or anti-correlated. The correlation function, $C_{i j}$, will assign a value of +1 for a positive correlation and a value of -1 for an anti-correlation. As shown in Table 1.3, the sum of the different correlation functions is bounded by -1 and +3 for any possible state. This provides a simplified derivation of the Leggett-Garg inequalities:

$$
\begin{equation*}
-1 \leq C_{12}+C_{23}+C_{13} \leq 3 \tag{1.64}
\end{equation*}
$$

Similar to the derivation of the Bell inequalities presented in this work, this alternative derivation does not require any algebra using probability theory. Instead it considers all possible measurement outcomes for pairs of correlations of the simple dichotomic observable to be able to create upper and lower bounds on the sums of the correlations functions.

|  | C 12 | +C 23 | +C 13 | $=$ |
| :---: | :---: | :---: | :---: | :---: |
| $(\mathbf{P}, \mathrm{P}, \mathrm{P})$ | $(+1)$ | $+(+1)$ | $+(+1)$ | $=3$ |
| $(\mathbf{N}, \mathbf{N}, \mathrm{~N})$ | $(+1)$ | $+(+1)$ | $+(+1)$ | $=3$ |
| $(\mathbf{P}, \mathrm{P}, \mathbf{N})$ | $(+1)$ | $+(-1)$ | $+(-1)$ | $=-1$ |
| $(\mathbf{N}, \mathbf{N}, \mathrm{P})$ | $(+1)$ | $+(-1)$ | $+(-1)$ | $=-1$ |
| $(\mathbf{P}, \mathbf{N}, \mathrm{P})$ | $(-1)$ | $+(-1)$ | $+(+1)$ | $=-1$ |
| $(\mathbf{N}, \mathrm{P}, \mathrm{N})$ | $(-1)$ | $+(-1)$ | $+(+1)$ | $=-1$ |
| $(\mathbf{N}, \mathbf{P}, \mathrm{P})$ | $(-1)$ | $+(+1)$ | $+(-1)$ | $=-1$ |
| $(\mathbf{P}, \mathbf{N}, \mathbf{N})$ | $(-1)$ | $+(+1)$ | $+(-1)$ | $=-1$ |

Table 1.3: The possible correlation functions for a spin- $\frac{1}{2}$ system measured at pairs of times. The eight possible initial states are considered here. The sum of the three possible correlation functions, $C_{i j}$, are bounded by $-1 \leq C_{12}+C_{23}+C_{13} \leq 3$.

## Chapter 2

## Nuclear magnetic resonance quantum information processing

### 2.1 Fundamentals of NMR

Nuclear magnetic resonance (NMR) was discovered long before the advent of quantum computing. This allowed the machinery and techniques of NMR to be refined for nearly fifty years before being adapted to serve as a quantum information processor (QIP). To date, many quantum algorithms and benchmarks have been performed on NMR spectrometers [47]. As such, NMR QIPs have played a critical role in the development of quantum technologies. We will begin this chapter with a basic review of the physics of an NMR spectrometer insomuch as to understand its functionality as QIP. A summary of this review is provided in Fig. 2.1.

A liquid state NMR experiment begins with a sample consisting of an ensemble of $10^{23}$ molecules dissolved in some solution. The spin of the nuclei in this sample will be randomly orientated in space, since no particular orientation will provide a favourable energy. Thus, the individual spin of the nuclei will cancel and the sample will have an overall magnetic moment of $\vec{\mu}=0$.

Once this sample is placed in a spectrometer it will experience an (ideally) uniform magnetic field, $\vec{B}=B_{0} \hat{z}$. Since the nuclei have an electric charge and a magnetic moment they will necessarily interact with this magnetic field ${ }^{1}$. The presence of this magnetic field
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Figure 2.1: An overview of the fundamentals of an NMR experiment as outlined in section 2.1.
will create two effects of interest in the sample. The first is that since the nuclei have a magnetic moment, they will either slightly align or slightly anti-align with the magnetic field. Those spins who align with the field will have less potential energy than those who anti-align. This splitting of the energy levels is known as Zeeman splitting. The nuclei will only slightly align or anti-align since the thermal energy in the lab will be much greater than the energy difference from the Zeeman splitting. The distribution of states between these two energy levels is given by the Boltzmann distribution:

$$
\begin{equation*}
\rho_{n}=\frac{e^{-E_{n} / k_{B} T}}{\sum_{m} e^{-E_{m} / k_{B} T}}=\frac{\exp \left(-\hbar \omega_{n} / k_{B} T\right)}{\sum_{m} \exp \left(-\hbar \omega_{m} / k_{B} T\right)} \tag{2.1}
\end{equation*}
$$

Here $\omega_{n}$ and $E_{n}$ are the precession frequency and the energy of the state $\rho_{n}$ respectively and $T$ is the temperature. As well, $\hbar$ is the reduced Plank's constant and $k_{B}$ is the Boltzmann constant. The existence of slightly more states in the lower energy level (the alligned state) will result in a small net magnetic moment along $\hat{z}, \hat{\mu}=\mu_{0} \hat{z}$. The second effect of interest caused by the external field, is that the individual nuclei will begin to precess around the axis of the external field $\vec{z}$. The overall magnetic moment of the sample though will not be precessing since it is aligned with the field $\vec{B}$.

At this point a radio frequency pulse is applied to the sample which causes the ensemble of spins to rotate along the $\mathrm{x}-\mathrm{y}$ axis. This causes a rotation of the overall net magnetic
moment $\hat{\mu}$ into a direction which is transverse to the external field $\vec{B}$. Now that the net magnetic moment $\hat{\mu}$ is transverse to $\vec{B}$ it will begin to precess around $\hat{z}$. This rotating magnetic moment will create a changing magnetic field which will, as a consequence of Faraday's law, induce a current. This current is detected by coils which wrap around the NMR sample. This current is ultimately what communicates what the state of the ensemble system is. After the pulse is applied the precessing nuclei will gradually move out of phase with one another and the net magnetization will gradually realign with the overall magnetic field $\vec{B}$. These two forms of relaxation gradually eliminate the signal and end the experiment.

### 2.2 Implementation as a quantum computer

It can be shown that an NMR spectrometer can be harnessed as a quantum computer by demonstrating that it will satisfy the five criteria for quantum computation outlined by David DiVincenzo [48]. This section outlines how liquid state NMR spectrometers can be used to satisfy each of these DiVincenzo criteria and thus serve as a quantum computer. An overview of the contents of this section are provided in Table 2.1.

### 2.2.1 The qubit

The first criteria for a quantum computer is the existence of two-level quantum system to encode the qubit. A natural choice for an NMR QIP are the two Zeeman levels of a spin- $\frac{1}{2}$ nuclei. The state $|0\rangle$ is encoded as the lower energy state (spin up) and the state $|1\rangle$ is encoded as the higher energy state (spin down). Different spin $\frac{1}{2}$ nuclei such as ${ }^{1} H,{ }^{13} C$, ${ }^{15} N,{ }^{19} F$ and ${ }^{31} P$ have been used as qubits in this way.

Recall from section 2.1, that the nuclei's state is determined by the current induced by the nuclei's precessing magnetic field. There are two reasons why this is relevant for defining our qubit. The first, is that due to technological limits, the current induced by an individual nuclei is too weak to be detected. Thus, what we consider as "one qubit" is about $10^{23}$ nuclei who precess with the same frequency. The second reason that this is relevant, is that since the nuclei can only be distinguished by their precession frequencies, then the number of qubits an NMR sample has is equal to the number of nuclei it has with distinct precession frequencies. To understand how many distinct precession frequencies a NMR sample will have, we must consider the samples Hamiltonian.

## Criteria

## NMR Realization

A scalable physical system with well characterized qubits

Qubit: Ensemble of chemically distinct nuclear spins. Scalability: Limited by molecules and low polarization

The ability to initialize the
2. state of the qubits to a simple Pseudopure state
fiducial state, such as $|00 \ldots\rangle$

A universal set of quantum gates.

1-Qubit gates: Single qubit rotations with RF pulses. CNOT: Depends on the coupling of spins.

A qubit-specific measurement capability.

Long relevant decoherence
5. times, much longer than the gate operation time

Ensemble weak measurement

Decoherence: $\mathrm{T} 1>1 \mathrm{sec}, \mathrm{T} 2>1 \mathrm{sec}$ Gate time: Microseconds

Table 2.1: An overview of how an NMR spectrometer satisfies each of the DiVincenzo criteria for quantum computation.

The Hamiltonian of a liquid state NMR sample consists of two terms. The first is the Zeeman term, which describes the precession of the nuclei around $\hat{z}$. For a molecule with $n$ distinct precession frequencies the Zeeman Hamiltonian is (in units of $\hbar$ )

$$
\begin{equation*}
H_{z}=\sum_{l}-\frac{\omega_{l}}{2} Z^{l} \tag{2.2}
\end{equation*}
$$

$Z^{l}$ is the Pauli matrix $Z$ on the $l$ th nuclei ${ }^{2}$ and $\omega_{l}$ is the angular frequency of the $l$ th nuclei. This frequency is equal to

$$
\begin{equation*}
\omega_{l}=\gamma_{l} \tilde{B}_{l}=\gamma_{l}\left(1-\delta_{l}\right) B_{0} \tag{2.3}
\end{equation*}
$$

where $\gamma_{l}$ is the nuclei's gyromagnetic ratio and $\tilde{B}_{l}$ is the effective magnetic field that the nuclei experiences. Thus, an NMR can have distinct $\omega_{l}$, and thus multiple qubits, for two reasons. The first, is that the heteronuclear spins will naturally have different values of $\gamma_{l}$. The second, is that the homonuclear spins may experience different effective magnetic fields, $\tilde{B}_{l} . \tilde{B}_{l}$ deviates slightly from the overall magnetic field due to the magnetic environment of the different nuclei. Quantitatively the amount of this deviation is given by the nucleis chemical shift, denoted as $\delta_{l}$. It is for these reasons that trichloroethylene (TCE) for example is a three qubit sample (see Fig. 2.2).

The second term in the sample's Hamiltonian arises from the interactions between the nuclei. These interactions are dominated by two effects, the interactions between the dipoles and the interactions between the spins. The dipole-dipole interactions are averaged out due to the tumbling of the liquid solution, leaving only the spin-spin interactions. The effect of this interaction is given by the J-coupling term

$$
\begin{equation*}
H_{J}=\sum_{l, m} \frac{\pi J_{l m}}{2} Z^{l} Z^{m} \tag{2.4}
\end{equation*}
$$

where $J_{l m}$ is the coupling between the $l$ th and $m$ th nuclei. Since the nuclei do not interact strongly with the environment these two components of the Hamiltonian completely describe the evolution of the qubits in an NMR QIP. The three qubit sample TCE from Fig. 2.2, for example, has the following Hamiltonian

$$
\begin{equation*}
H_{t c e}=-\frac{\omega_{1}}{2} Z I I-\frac{\omega_{2}}{2} I Z I-\frac{\omega_{3}}{2} I I Z+\frac{\pi J_{12}}{2} Z Z I+\frac{\pi J_{23}}{2} I Z Z+\frac{\pi J_{13}}{2} Z I Z \tag{2.5}
\end{equation*}
$$
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Figure 2.2: The molecular structure of trichloroethylene. Trichloroethylene can be used as a three qubit sample. The three qubits are the two ${ }^{13} \mathrm{C}$ and the one ${ }^{1} \mathrm{H}$. The Hydrogen provides a different $\omega_{l}$ since it has a different $\gamma$ from the ${ }^{13} C$. The two ${ }^{13} \mathrm{C}$ are distinguishable since they have different chemical environments. One ${ }^{13} \mathrm{C}$ is bounded to two ${ }^{17} \mathrm{Cl}$ while the other is bounded to a ${ }^{17} \mathrm{Cl}$ and a ${ }^{1} \mathrm{H}$.

## Density matrix description

Some of the the topics in this chapter can be explained in more depth by describing the qubits using the density matrix formalism. Similar to how a single qubit is described by the ensemble average of a collection individual nuclei, the density matrix of a single qubit is also described by the average of the individual nuclei's density matrices. If each individual nuclei $n_{i}$ is in the general state $\left|\psi_{i}\right\rangle=\alpha_{i}|0\rangle+\beta_{i}|1\rangle$, then the state of the ensemble system is given by

$$
\begin{equation*}
\rho=\frac{1}{N} \sum_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|=\overline{|\psi\rangle\langle\psi|} \tag{2.6}
\end{equation*}
$$

The density matrix for an individual qubit will have four elements. The diagonal elements are the populations ( $\rho_{0}, \rho_{1}$ ) and the off-diagonal elements are the coherences $\left(\rho_{+}, \rho_{-}\right)$.

$$
\rho=\left[\begin{array}{ll}
\rho_{0} & \rho_{+}  \tag{2.7}\\
\rho_{-} & \rho_{1}
\end{array}\right]
$$

The populations are real and positive numbers which sum to 1 . Despite the seemingly obvious connection, the populations do not represent the percentage of spins in the system that are in the states $|0\rangle\langle 0|$ or $|1\rangle\langle 1|$. In fact essentially no nuclei will be in exactly one of the two states, but will exist in a superposition of the two. What the populations
represent is how much of the ensemble would be in one of those states if $\rho$ was projected onto $|0\rangle\langle 0|$ or $|1\rangle\langle 1|$. On the other hand, the coherences are complex numbers which are complex conjugates of one another. Experimentally the coherences describe the transverse magnetization. Since they are complex numbers they have an amplitude and a phase. The amplitude is related to magnitude of the magnetization in the $x-y$ plane and the phase with the direction of that magnetization. This formalism will be drawn on through out the chapter.

### 2.2.2 Initialization

The second criteria for a QIP is the ability to initialize the system of qubits to a simple fiducial state. All models of computation are based on performing a set of operations on an initial state and measuring the final result. Since the final result will depend on the initial state, the initialization of the system is essential and a natural choice for such a state is $|0\rangle^{\otimes n}$. This means that an NMR QIP requires some process to map the thermal state of a sample to $|0\rangle^{\otimes n}$. The initial challenge in achieving this can be seen by considering the one qubit case.

The populations of $\rho_{0}$ and $\rho_{1}$ for the thermal state are given by the Boltzmann distribution (Eq. 2.1). The energies for the two states are

$$
\begin{align*}
& E_{0}=\omega_{0} / 2=-\gamma B_{0} / 2  \tag{2.8}\\
& E_{1}=-\omega_{0} / 2=\gamma B_{0} / 2 \tag{2.9}
\end{align*}
$$

We define $\mathcal{B} \equiv \hbar \gamma B_{0} / k_{B} T$. Since $\mathcal{B}$ at room temperature is small $\left(\mathcal{O}\left(10^{-8}\right)\right.$ in SI units) we can approximate the Taylor series expansion of $\exp ( \pm \mathcal{B}) \approx 1 \pm \mathcal{B} / 2$. Thus the populations at thermal equilibrium are:

$$
\begin{align*}
& \rho_{0}=(1+\mathcal{B} / 2) / 2  \tag{2.10}\\
& \rho_{1}=(1-\mathcal{B} / 2) / 2 \tag{2.11}
\end{align*}
$$

which gives the thermal state:

$$
\rho_{\text {thermal }}=\frac{1}{2}\left[\begin{array}{cc}
1+\frac{\mathcal{B}}{2} & 0  \tag{2.12}\\
0 & 1-\frac{\mathcal{B}}{2}
\end{array}\right]=\frac{1}{2} I+\frac{\mathcal{B}}{4} Z
$$

Again, since $\mathcal{B} / 4$ is small, then the thermal state will be approximately equal to the identity, i.e. the maximally mixed state. For this system to be in the pure state $|0\rangle^{\otimes n}$ it would require $\mathcal{B} / 2=1$ which would require temperatures of the order of 10 mK , which


Figure 2.3: A schematic depiction of, one interpretation of, the pseudo-pure state (pps). The pps (Eq. 2.13) has a maximally mixed component and a pure component. For a pps state the sample is prepared such that a fraction of the nuclei are in the pure state while the rest of the nuclei form a maximally mixed state. Since the mixed state is not effected by unitary evolutions and does not produce any signal it effectively can be ignored.
is experimentally impractical. Instead what is used in NMR QIP is a pseudo-pure state (pps) [49, 50]. This pps has the general form:

$$
\begin{equation*}
\rho_{p p s}=\frac{1-\epsilon}{2^{n}} I+\epsilon|00 \ldots 0\rangle\langle 00 \ldots 0| \tag{2.13}
\end{equation*}
$$

The $\rho_{\text {pps }}$ state effectively behaves as a pure state since the identity term is invariant under unitary operations and produces no detectable signal when being measured. This leaves only the pure term being effected by the pulses and producing signals which are measured (see Fig. 2.3 for a schematic depiction). The preparation of a pps state requires the use of non-unitary techniques. Many techniques have been proposed for for preparing the pps. These techniques include spatial averaging [51], temporal averaging [52], logical labelling [53] and the cat-state method [54].

### 2.2.3 Universal set of gates

All quantum computations are unitary evolutions. This means that a necessary criteria for a potential QIP is the ability for it to perform any unitary operation. The Solovay-Kitaev theorem [55] ensures that this can be done efficiently given that the QIP can implement
certain finite gate sets, known as universal quantum gate sets. The gates in these sets can be used to construct any unitary evolution. The single qubit rotations and the CNOT gate together form an example of such a gate set. Both the single qubit rotations and the CNOT gate can be implemented on an NMR QIP, and thus an NMR QIP can implement any unitary evolution.

We will first consider how the single qubit rotations can be implemented on an NMR QIP. To do so, we first consider the state of a single qubit using the Bloch sphere representation. The Bloch sphere is a geometrical representation of a two-level quantum system. This representation is a unit 2 -sphere whose north and south poles correspond to the $|0\rangle$ and $|1\rangle$ vectors, respectively. Any pure state $|\psi\rangle$ can be written in the form of

$$
\begin{equation*}
|\psi\rangle=\cos (\theta / 2)|0\rangle+e^{i \phi} \sin (\theta / 2)|1\rangle \tag{2.14}
\end{equation*}
$$

for $0 \leq \theta \leq \pi$ and $0 \leq \phi \leq 2 \pi$. The parameters $\theta$ and $\phi$ can be re-interpreted in spherical coordinates as $\vec{v}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$. Thus any pure state can be uniquely represented as a point on the unit sphere. Furthermore this representation can be used to represent mixed states as points on the interior of the sphere. This is the Bloch sphere representation of a two-level quantum system.

In this representation a single qubit rotation is equivalent to a rotation around an axis of the sphere. Thus, implementing these gates on an NMR QIP requires a method for rotating the spins of the nuclei. Such rotations can be implemented by applying a radiofrequency (RF) pulse along the desired axis of rotation. This applied pulse will rotate the direction of the spins counter clock wise to the desired axis. Furthermore, the degree of this rotation can be controlled by adjusting the power and/or duration of the pulse. In practise, these RF pulses are only applied in the plane transversal to the magnetic field, i.e. the $\mathrm{x}-\mathrm{y}$ plane. This is sufficient to implement any single qubit Pauli gate. Note though, that the implementation of this effect requires that the RF pulse be applied at a fixed angle to the nuclei. However, the nuclei themselves are precessing at a frequency of $\omega_{n}$. Thus to achieve the desired rotation, the RF pulses must be applied at the same precession frequency of the target nuclei (see Fig. 2.4). This mechanism also explains how it is that the different nuclei in a sample can be targeted. If the RF pulse is applied out of phase with the precession frequency of the non-target nuclei then that nuclei will effectively feel the RF pulse from all directions and thus will experience no net rotation (see Fig. 2.4). If the frequency of the different nuclei in a sample are relatively close, e.g. two homo-nuclear spins with different chemical environments, the RF pulses need to be applied for longer durations and with less power. What this does is effectively give the RF pulse more time to fall out of phase with the non-target nuclei. Pulses implemented in this manor are known as soft pulses.


Figure 2.4: An RF pulse being applied to a two nuclei sample. The RF pulse is applied in phase to the target nuclei. This means that the target nuclei will experience the pulse at a fixed angle and thus its spin will be rotated. In this sample though there exists a second nuclei which is precessing at some different frequency. From the perspective of this other nuclei the RF pulse is being applied evenly from all angles and thus the spin of this other nuclei will not be rotated.

To complete our universal gate set we will also require a means for implementing the CNOT gate. The CNOT can be implemented through regulating the evolution caused by the J-coupling term of the samples Hamiltonian. For example, consider the two qubit Hamiltonian of ${ }^{13} \mathrm{C}$-chloroform

$$
\begin{equation*}
H_{\text {chloro }}=-\frac{\omega_{1}}{2} Z I-\frac{\omega_{2}}{2} I Z+\frac{\pi J_{12}}{2} Z Z \tag{2.15}
\end{equation*}
$$

If the first qubit is in the state $|0\rangle$ then the Hamiltonian for the second spin reduces to (ignoring scalar constants)

$$
\begin{equation*}
H_{\text {chloro }}^{0}=\left(-\frac{\omega_{2}}{2}+\frac{\pi J_{12}}{2}\right) Z \tag{2.16}
\end{equation*}
$$

This new Hamiltonian is identical to the original Zeeman Hamiltonian of the second qubit except that the second qubit is now precessing faster. If the first qubit had been in the state $|1\rangle$ then the Hamiltonian would of reduced to

$$
\begin{equation*}
H_{\text {chloro }}^{1}=\left(-\frac{\omega_{2}}{2}-\frac{\pi J_{12}}{2}\right) Z \tag{2.17}
\end{equation*}
$$

This new Hamiltonian is also identical to the original Zeeman Hamiltonian of the second qubit except that the second qubit is now precessing slower. The effective of the J-coupling


Figure 2.5: The step by step effect of the pulse sequence for implementing the CNOT gate. The Bloch sphere in this figure depicts the evolution on the second qubit of a two qubit system. The red arrow depicts the evolution of the second qubit when the first qubit is in the state $|1\rangle$ and the green arrow depicts the evolution of the second qubit when the first qubit is in the state $|0\rangle$. The total waiting time shown is $\frac{1}{2 J}$ seconds. Note that the green arrow is below the red arrow for the first two images of the Bloch sphere.
can in a sense be thought of as a controlled frequency shift. This controlled frequency shift is what can be regulated, with the use of Pauli gates, to implement a CNOT. This process is depicted using the Bloch sphere representation in Fig. 2.5. The exact sequence of pulses for this evolution is [56]

$$
\begin{equation*}
U_{C N O T}=\sqrt{i} R_{Z}^{1}\left(\frac{\pi}{2}\right) R_{Z}^{2}\left(\frac{-\pi}{2}\right) R_{X}^{2}\left(\frac{\pi}{2}\right) U\left(\frac{1}{2 J}\right) R_{Y}^{2}\left(\frac{\pi}{2}\right) \tag{2.18}
\end{equation*}
$$

where $R_{A}^{n}(m)$ is a rotation of $m$ radians, along the $A$ axis on qubit $n$ and $U(t)$ is the evolution under the J-coupling for $t$ seconds. The constant $\sqrt{i}$ is commonly included for mathematical equivalence, but is a global phase which can be ignored when applying the pulse sequence (when applying $U_{C N O T}$ is conjugation $\sqrt{i} \sqrt{i}^{\dagger}=1$ ). As well, in NMR experiments the single qubit Pauli $Z$ rotations is not applied. In practise the pulse sequence can be designed using Pauli $Z$ gates, but then commutation relations are used to move the application of all the Pauli $Z$ gates to the beginning of the experiment after the pps is prepared. Since a Pauli $Z$ gate has no effect on the pps it can then be effectively ignored.

Thus, the single qubit Pauli gates and the CNOT gate can be implemented on an NMR QIP. Since these gates form a universal quantum gate set, an NMR QIP can perform any unitary evolution and thus any quantum computation.

### 2.2.4 Measurement

The fourth criteria for a QIP is a qubit-specific measurement capability. As we briefly mentioned before, this is done by measuring the induced current from the changing magnetic field of the ensemble of spins. The ensemble of spins will have a net magnetic moment pointing along $\hat{z}$ when first placed in the spectrometer. This net magnetic moment is then rotated into the $x-y$ plane where it proceeds to precess around $\hat{z}$. According to Faraday's law, this changing magnetic can induce a current. This current is detected by coils placed around the sample. The current is measured along the $\hat{x}$ axis to determine the magnetization $M_{x}(t)$ and along the $\hat{y}$ axis to determine the magnetization $M_{y}(t)$. These two signals are then combined into a complex function $M(t)=M_{x}(t)+i M_{y}(t)$ which is delivered to a classical computer.

As mentioned in section 2.2.1, the transversal magnetization is represented in the density matrix by the coherence terms. As the name may suggest, the coherence terms reflects the degree of alignment of the precessing spins. The greater this alignment is the greater will be the net magnetization. Zero coherence, for example, would mean that the transverse components of the spin are completely out of phase with one another. Algebraically the magnetizations are given as

$$
\begin{align*}
M_{x} & =4 \operatorname{Re}\left(\rho_{-}\right) / \mathcal{B}  \tag{2.19}\\
M_{y} & =4 \operatorname{Im}\left(\rho_{-}\right) / \mathcal{B} \tag{2.20}
\end{align*}
$$

The magnetization along the $\hat{z}$ can not be measured by the spectrometer but can be determined by the density matrix

$$
\begin{equation*}
M_{z}=2\left(\rho_{0}-\rho_{1}\right) / \mathcal{B} \tag{2.21}
\end{equation*}
$$

However, these magnetizations are not static values. The offset frequency, $\Omega_{l}$, is the difference between the precession frequency of the nuclei $\omega_{l}$ and the rotating frame of reference $\omega_{\text {ref }}$. In the absence of any relaxation $M_{z}$ will remain constant and $M_{x}$ and $M_{y}$ will vary with $\Omega_{l}$. The magnetizations as functions of time are then given as

$$
\begin{align*}
& M_{x}(t)=M_{x} \cos \left(\Omega_{l} t\right)-M_{y} \sin \left(\Omega_{l} t\right)  \tag{2.22}\\
& M_{y}(t)=M_{x} \sin \left(\Omega_{l} t\right)+M_{y} \cos \left(\Omega_{l} t\right)  \tag{2.23}\\
& M_{z}(t)=M_{z} \tag{2.24}
\end{align*}
$$

in the absence of decoherence. However, due to fluctuations in the magnetic field the magnetizations will decohere with time, as we will discuss further in the proceeding subsection.

This decoherence is why the measured signal is not a continual sinusoid but one which dampens to zero with time. This decaying signal is known as the free induction decay (FID). The signal of the FID is difficult to interpret when viewed from the time domain since most FID will consist of multiple signals from different qubits. To interpret the data, the different frequencies are distinguished by taking the Fourier transform of the signal.

Determining the final state of the qubits is done through a process of tomography. Once an experiment is completed the signal is, as mentioned before, measured along the $\hat{x}$ and $\hat{y}$ axis. The information from this signal is sufficient to determine the Pauli $X$ and $Y$ components of a one qubit experiments, the Pauli $X I, Y I, X Z, Y Z$ components of a two qubit experiment and so on and so forth for higher order experiments. ${ }^{3}$ To determine the other components of the density matrix, the experiment must be repeated but with some additional pulses at the end of the experiment. These pulses will rotate other components of the signal into the detectable frame. For example to determine the $Z I$ term in a twoqubit experiment, one would run the experiment and then apply a $90^{\circ}$ rotation along the $Y$ axis to rotate the $Z I$ component into the $X I$ component. Thus when now measuring the final signal, what is measured as the $X I$ terms is in fact the desired $Z I$ term from the experiment.

## Determining expectation values of operators from raw data

We will consider an example of determining the expectation values of operators from the raw data to help illustrate the measurement process that was described. For this example, we will consider the process of measuring the pseudo-pure state for a two qubit heteronuclear sample (we choose to work with a heteronuclear sample so that the first and second qubits are observed separately). Recall that for a two-qubit sample the pps is given by

$$
\begin{equation*}
\rho_{p p s}=\frac{1-\epsilon}{4} I I+\epsilon(Z I+I Z+Z Z) \tag{2.25}
\end{equation*}
$$

Furthermore, we explained that the identity term is neither effected by the applied RF pulses nor does it produce a detectable signal and as such can be effectively ignored. It is this form of the density matrix, called the reduced density matrix, which we consider experimentally. For this example it is given by:

$$
\begin{equation*}
\rho_{p p s}^{R}=Z I+I Z+Z Z \tag{2.26}
\end{equation*}
$$

[^4]

Figure 2.6: The NMR spectra for the XI, XZ, YI and YZ components of the signal. These four shapes provide a basis for all two-qubit NMR spectra.

For our example, we will assume that we have implemented a pulse sequence which we expect produces the state $\rho_{p p s}^{R}$ and would like to verify this. After we apply the pulse sequence, the NMR coils will detect the FID which will then undergo a Fourier transform to produce the NMR spectra we observe. This spectra will consist of two distinct peaks for this example. The peaks in NMR spectra are, ideally, in a Lorentzian shape, but will in practise have some Gaussian component due to the noise. We now need to interpret what reduced density matrix the peaks we observe correspond to.

Since it is only the magnetization in the $x-y$ plane that is measured, we will only see the $X I, X Z, Y I$ and $Y Z$ components of the signal if we are looking at the first channel (i.e. looking at the first qubit). These four components each have a distinct shape which is given in Figure 2.6. All other components of the reduced density matrix will produce no signal when the first qubit is being observed. These four spectra shapes form a basis for all two-qubit NMR spectra. Once an NMR spectra is taken from the spectrometer, it is then run through some software which fits the shape of the spectra to a linear combination of the shape of the $X I, X Z, Y I$ and $Y Z$ spectra. Two examples of this are provided in Figure 2.7. Since such a code can only provide relative values, a certain spectra must first be used as a reference in which to scale the outputs from all other spectra. This is most commonly done with the pps state.

To perform the full tomography, the experiment must be run multiples times with different components of the final signal being rotated into the $x-y$ plane in each run. For example we would run the sequence for the pps once and apply no final pulses and as such we would expect to see no signal. By fitting that spectra with our software we would return that the components $X I=0, X Z=0, Y I=0$ and $Y Z=0$. We could then run the sequence again, but apply a $Y(\pi / 2)$ pulse at the end of the experiment to rotate the components $Z I \rightarrow X I, Z Z \rightarrow X Z$ and leave the $Y I$ and $Y Z$ components unchanged. We


Figure 2.7: An example of two spectra decomposed into linear combinations of the $X I$, $Y I, X Z$ ans $Y Z$ spectra. The first spectra is equal to $X I+X Z$ while the second spectra is equal to $\frac{1}{2} X Z+\frac{3}{4} Y I$.
would then expect to our software to return the values of $X I=1, X Z=1, Y I=0$ and $Y Z=0$ (this is the first example given in Figure 2.7). We would then continue with this procedure until we have determined every one of the 16 two qubit Pauli matrices and thus recreated out full density matrix.

### 2.2.5 Decoherence

As soon as quantum system is initialized it will begin to lose quantum information to the environment. This process is called decoherence. The decoherence time needs to be sufficiently long so that meaningful computations can be performed before too much information is lost to the environment.

In an NMR experiment the quantum information is stored in the samples magnetization in the transversal plane. This magnetization gradually decreases due to the relaxation of the sample back to thermal equilibrium. As such the primary source of decoherence in NMR is the relaxation of the transversal magnetization. This relaxation occurs due to fluctuations in the magnetic field [57]. Fluctuations exist in the magnetic field for a number of reasons, including changes in temperature which effect the spectrometer, different magnetic impurities or the presence of other magnetic fields.

These fluctuations will cause two forms of relaxation. The first is longitudinal relaxation, which causes the magnetization of the ensemble of spins to gradually reallign with $\hat{z}$ (see Fig. 2.8). The rate of this relaxation is known as the $T_{1}$ relaxation. The second


Figure 2.8: With time the magnetization of the sample will realign with the external magnetic field. As this realignment occurs the magnetization in the $x-y$ plane, and thus the signal, is lost.
form of relaxation is the transversal relaxation. Fluctuations in the magnetization along the $z$ axis cause the individual nuclei to precess faster or slower in the $x-y$ plane. As such the spin of the individual nuclei become gradually out of phase with one another. As a result the net magnetization in the $x-y$ plane decreases (see Fig. 2.9). The rate of this relaxation is known as the $T_{2}$ relaxation.

The overall effect of $T_{1}$ and $T_{2}$ relaxation is a decrease of $M_{x}$ and $M_{y}$ and a corresponding increase of $M_{z}$. This is given mathematically as

$$
\begin{align*}
& M_{x}(t)=\left(M_{x} \cos \left(\Omega_{0} t\right)-M_{y} \sin \left(\Omega_{0} t\right)\right) e^{-\tau / T_{2}}  \tag{2.27}\\
& M_{y}(t)=\left(M_{x} \sin \left(\Omega_{0} t\right)+M_{y} \cos \left(\Omega_{0} t\right)\right) e^{-\tau / T_{2}}  \tag{2.28}\\
& M_{z}(t)=\left(M_{z}-1\right) e^{-\tau / T_{1}}+1 \tag{2.29}
\end{align*}
$$



Figure 2.9: Fluctuation in the magnetic field will cause the spins of the individual nuclei to precess at different rates. As the individual nuclei gradually fall out of phase with one another the net magnetic moment will decrease and the signal will be lost.

## Chapter 3

## Violation of an augmented set of Leggett-Garg inequalities

### 3.1 The augmented set of Leggett-Garg inequalities

Despite years of experimental tests of the LGIs, the question of conditions for MR that are both necessary and sufficient has been addressed only recently $[6,7,8,9]$. The LG framework was designed in close parallel to tests of local realism using the Bell and CHSH inequalities [21]. There, Fine's theorem [25] ensures that the Bell and CHSH inequalities are both necessary and sufficient conditions for local realism. The LG framework differs at this point since Fine's theorem does not immediately apply and as a consequence the usual three-time LGIs are only necessary conditions for MR and not sufficient ones. The difference arises from the fact that, for pairs of measurements acting sequentially in time, the so-called "no- signalling in time" (NSIT) conditions

$$
\begin{equation*}
p_{j}\left(s_{j}\right)=\sum_{s_{i}} p_{i j}\left(s_{i}, s_{j}\right) \tag{3.1}
\end{equation*}
$$

do not hold in general. Here $p_{i j}\left(s_{i}, s_{j}\right)$, the two-time probability, is the probability of obtaining the results $s_{i}$ and $s_{j}$ when measurements are made at times $t_{i}, t_{j}$, respectively. As well, $p_{j}\left(s_{j}\right)$ is the single time probability for obtaining the result $s_{j}$ at time $t_{j}$ in which no earlier measurement is made. By contrast in Bell tests the analogous conditions to the NSIT ones are ensured by locality. As a consequence, pairwise probabilities of the form $p_{12}\left(s_{1}, s_{2}\right)$, for example, are not in general compatible with the probabilities $p_{23}\left(s_{2}, s_{3}\right)$ on
their overlap. This means that Fine's theorem, which seeks an underlying joint probability matching a compatible set of marginals, does not immediately apply.

In the current literature there are two different approaches to address this shortcoming. One involves a set of NSIT conditions of the form of Eq.(3.1) (and generalizations to three times) which simply restricts the parameter space to situations in which such conditions are satisfied [6, 7]. These are quite strong conditions which, in quantum mechanics, require zero interference. The other approach, which remains close to the original LG framework, adopts an indirect procedure for determining the two-time probabilities in which the averages $\left\langle Q_{i}\right\rangle$, $\left\langle Q_{j}\right\rangle$ and the correlation function $C_{i j}$ are determined, non-invasively, in three separate experiments $[8,9]$. They may then be assembled into a two-time probability if and only if the following two-time LGIs (LG2s) hold:

$$
\begin{equation*}
1+s_{i}\left\langle Q_{i}\right\rangle+s_{j}\left\langle Q_{j}\right\rangle+s_{i} s_{j} C_{i j} \geq 0 \tag{3.2}
\end{equation*}
$$

for $i, j \in\{1,2,3\}, i \neq j$. For a derivation of the LG2s see [8, 9]. These twelve conditions are clearly much weaker than the NSIT conditions and in quantum mechanics require only suitable bounds on the degree of interference. The two-time probabilities themselves $p\left(s_{i}, s_{j}\right)$ are then given by the left-hand side of this expression, multiplied by $\frac{1}{4}$. The indirect measurement procedure ensures that different two-time probabilities determined in this way are then compatible with each other (and so satisfy NSIT in a formal sense, but this does not say anything about signaling) and Fine's theorem then applies. We thus obtain a set of necessary and sufficient conditions for MR consisting of the four original LG3s augmented with the twelve LG2s, Eq.(3.2). In this work, we experimentally test the definition of MR using these augmented LGIs.

### 3.1.1 Two regimes of interest

The augmented LGI framework consists of four regimes, depending on whether each of the LG2s and LG3s are, or are not, satisfied. It could be of interest to explore all four regimes but here we will consider the two most interesting cases. The first is the case in which the LG3s are satisfied but the LG2s are violated. This is a new regime compared to the original LG framework and detects MR violations which are not detected by the LG3s alone. The second is the case in which the LG2s are satisfied but the LG3s are violated. This is a natural parallel to the Bell case, in which the situation "looks classical" for the partial snapshots consisting of the pairwise measurements, but the violation of MR is only apparent when one looks for an underlying three-time probability.

| Experiments | LG3s | LG2s | INM |
| :---: | :---: | :---: | :---: |
| Previous tests | $X$ |  | $\checkmark$ |
| First set | $\checkmark$ | $X$ | $\checkmark$ |
| Second set | $X$ | $\checkmark$ | $\checkmark$ |

Table 3.1: An overview of the the sets of experiments described in Section 3.1.1. The checkmarks and crosses indicate whether the inequalities are satisfied or violated. All the experiments achieve non-invasiveness by implementing the INM protocol.

Experimental tests of the LGIs to date have consisted of finding violations of the LG3s. In this chapter we carry out two sets of experiments which explore the two aforementioned regimes of greatest interest. In both sets of experiments the non-invasiveness of the measurement is accomplished by using the current benchmark technique of ideal negative measurements. A comparison of the two sets of experiments which are performed in this chapter with the previously studied cases is provided in Table 3.1.

## First set of experiments

As mentioned, the goal of the first set of experiments is to demonstrate a violation of the LG2s while the LG3s are satisfied. We will first consider the requirement of satisfying the LG3s. As was shown in Fig. 1.8, for the case of equidistant time intervals, the LG3s will only be satisfied for $\omega t=n \frac{\pi}{2}$ for $n \in \mathbb{Z}$. Furthermore, even for the case of non-equidistant time intervals, the LG3s will still only be satisfied for discrete values of $\omega t$. Thus, to experimentally satisfy the LG3s we will require a means of widening the range of values of $\omega t$ in which the LG3s are satisfied.

As shown by Athalye et al [58], this may be accomplished by taking advantage of the small amount of decoherence naturally present in the system due to the unavoidable interactions with the surroundings. The decoherence dampens the magnitude of the correlation functions with time as shown in Fig. 3.1. This will in turn dampen the LG3s (Eq.(1.61) and (1.62)) as shown in Fig. 3.2. This gradual dampening leads to progressively larger ranges of $\omega t$, centred around multiples of $\omega t=\frac{\pi}{2}$, in which the LG3s are satisfied (above the LGI bound). The next question is then - Does there exist parameters in these ranges of $\omega t$ in which the LG2s can still be violated even when accounting for the effect of the decoherence on the LG2s?



Figure 3.1: A simulation of the effect of the decoherence on the correlation functions as a function of $\omega t$.


Figure 3.2: Eq.(1.61) and (1.62) are plotted with the dampening effect of the decoherence. As $\omega t$ increase the LG3s gradually have larger regions in which they exist above the LGI bound. The decoherence in this figure is exaggerated for clarity. The $*$ is to indicate that these are not the same as the LG3s defined earlier, since they also include the effect of the decoherence.


Figure 3.3: The results of a search over the values of $v_{y}, v_{z}$ (from Eqn. 3.6) for which the LG2s are, or are not, satisfied for $\omega t=\pi / 2$. Since the Pauli vector is bound by 1 $\left(v_{y}^{2}+v_{z}^{2} \leq 1\right)$ there exists a region in the figure which represent non-realizable states.

Unlike the LG3s, the LG2s also depend on the initial state, $\rho=\frac{1}{2}(I+\vec{v} \cdot \vec{\sigma})$, in addition to the value of $\omega t$. This is due to the LG2s (Eq.(3.2)) being functions of $\left\langle Q_{i}\right\rangle$. For our spin model the $\left\langle Q_{i}\right\rangle$ is equal to

$$
\begin{align*}
\left\langle Q_{i}\right\rangle & =\operatorname{tr}\left[e^{i H t_{i}} Z e^{-i H t_{i}} \rho\right]  \tag{3.3}\\
& =\operatorname{tr}\left[Z e^{-i \omega t_{i} X} \rho\right]  \tag{3.4}\\
& =\operatorname{tr}\left[\left(\cos \left(\omega t_{i}\right) Z+\sin \left(\omega t_{i}\right) Y\right) \frac{1}{2}(I+\vec{v} \cdot \vec{\sigma})\right]  \tag{3.5}\\
& =v_{z} \cos \left(\omega t_{i}\right)+v_{y} \sin \left(\omega t_{i}\right) \tag{3.6}
\end{align*}
$$

Thus, for any choice of $\omega t$ one can search over all possible initial states to find parameters in which the LG2s are satisfied. The results of such a search for $\omega t=\pi / 2$ are presented in Fig. 3.3. Of the possible initial states generated from such a search, we choose one which is experimentally simple to prepare. The state $\rho_{1}$ satisfied these criteria:

$$
\begin{equation*}
\rho_{1}=\frac{1}{2}\left(I+\frac{Y}{\sqrt{2}}+\frac{Z}{\sqrt{2}}\right) \tag{3.7}
\end{equation*}
$$

Having chosen an initial state $\rho_{1}$ and $\omega t=\pi / 2$, the effect of the decoherence on the


Figure 3.4: One of the twelve LG2s and the LG3s (Eq.(1.61) and (1.62)) are plotted as functions of $\omega t$ with the effect of the decoherence. The figure shows that there exists a region of $\omega t$ in which at least one of the LG2s is violated (exists below the bound) while the LG3s are satisfied (exist above the bound). This figure uses the same decoherence parameter as Fig. 3.2.

LG2s and the LG3s can be simulated [59]. A segment of the results of such a simulation are provided in Fig. 3.4. Fig. 3.4 depicts the existence of a regime in which the LG2s are violated (exist below the LGI bound) and the LG3s are satisfied (exist above the bound). In this work we use a delay of 0.1 s between each measurement interval to achieve the desired dampening effect (which is approximately one eighth of the $T_{2}$ time of 0.76 s ). The details of how this is achieved is provided in Section 3.2.

## Second set of experiments

The goal of the second set of experiments is to demonstrate a violation of the LG3s while the LG2s are satisfied. As discussed, the LG3s are always violated except for discrete choices of $\omega t$. Of the possible values of $\omega t$ available to us we will choose $\omega t=3 \pi / 10$. This value is chosen for reasons which will be made clear in Ch. 4. As was done for the previous set of experiments, a search is performed over the possible values of $v_{y}, v_{z}$ to find the regions in which the LG2s are satisfied. Again, for experimental ease we will select one that can be prepared from the pseudo-pure state with a single pulse.

$$
\begin{equation*}
\rho_{2}=\frac{1}{2}(I+(0.951) X+(0.309) Z) \tag{3.8}
\end{equation*}
$$

This choice of initial state and $\omega t$ will provide a set of initial conditions which will violate the LG3s and satisfy the LG2s as desired.

### 3.2 Experimental design

All the experiments performed in this work are carried out at 298 K on a Bruker DRX spectrometer with a nominal ${ }^{1} \mathrm{H}$ frequency of 700 MHZ . The NMR sample consisted of ${ }^{13} \mathrm{C}$-chloforom dissolved in acetone to produce a heteronuclear two-spin system. The ${ }^{1} \mathrm{H}$ was used as the ancilla qubit and the ${ }^{13} \mathrm{C}$ was used as the primary qubit. Both spins were placed on resonance so that the Hamiltonian consisted of only the spin-spin coupling which has a value of 215.15 Hz . The measured relaxation times were $T_{1}=7.91 \mathrm{~s}$ and $T_{2}=0.76 \mathrm{~s}$ for ${ }^{1} \mathrm{H}$ and $T_{1}=8.51 \mathrm{~s}$ and $T_{2}=1.10 \mathrm{~s}$ for ${ }^{13} \mathrm{C}$. An inter-scan delay of 90 s was used to ensure that the spins began each experiment close to their thermal state.

### 3.2.1 Ideal negative measurements

In both sets of experiments the measurements are done by using the INM protocol. In the INM protocol the ancilla is coupled to only one of the two measurement outcomes. If an experiment is performed and the ancilla changes states, then those measurements are discarded. If the ancilla does not change states then it can be inferred that the system was in the orthogonal space and those results are kept. This entire procedure is then repeated with the ancilla being coupled to the other measurement outcome. This protocol thus provides a macroscopic argument for the system-ancilla interaction not being a potential source of invasiveness.

Before describing the full details of the INM, we first consider a general qubit that is evolving in time and is measured by $Z$ at times $t_{i}, t_{j}$. This system begins in some initial state $\rho$ at time 0 and evolves freely for time $t_{i}$. The state $\rho$ at time $t_{i}$ can be written generally as

$$
\rho_{i}=\left[\begin{array}{cc}
a & b  \tag{3.9}\\
b^{*} & 1-a
\end{array}\right]
$$

where $a$ is real, $b$ is complex and $a^{2}+|b|^{2} \leq 1$ (with the equality for a pure state). At this time the first measurement of $Z$ is conducted and the states $|0\rangle$ and $|1\rangle$ will be returned with probabilities $a$ and (1-a) respectively. Once the measurement is completed the state will update to $|0\rangle\langle 0|$ or $|1\rangle\langle 1|$ depending on the measured out come. The system then


Figure 3.5: The quantum circuit used for implementing the INM protocol. The evolutions $U\left(t_{i}\right)=e^{-i H t_{i}}$ and $U\left(t_{j}-t_{i}\right)=e^{-i H\left(t_{j}-t_{i}\right)}$ behave exactly as defined in Section 3.2.1.
evolves freely again until time $t_{j}$. This second evolution can be written generally as the mapping between states

$$
|0\rangle\langle 0| \rightarrow\left[\begin{array}{cc}
a^{\prime} & b^{\prime} \\
b^{\prime *} & 1-a^{\prime}
\end{array}\right], \quad|1\rangle\langle 1| \rightarrow\left[\begin{array}{cc}
a^{\prime \prime} & b^{\prime \prime} \\
b^{\prime \prime *} & 1-a^{\prime \prime}
\end{array}\right]
$$

At this point the second measurement of $Z$ is conducted. If the measurement outcome at $t_{i}$ was $|0\rangle$ then the states $|0\rangle$ and $|1\rangle$ will be returned at $t_{j}$ with probabilities $a^{\prime}$ and $\left(1-a^{\prime}\right)$ respectively. If the measurement outcome at $t_{i}$ was $|1\rangle$ then the states $|0\rangle$ and $|1\rangle$ will be returned at $t_{j}$ with probabilities $a^{\prime \prime}$ and $\left(1-a^{\prime \prime}\right)$ respectively. Thus the two-times probabilities $p_{12}\left(s_{i}, s_{j}\right)$ for all possible measurements are equal to

$$
\begin{array}{ll}
p_{12}(+,+)=a a^{\prime}, & p_{12}(+,-)=a\left(1-a^{\prime}\right) \\
p_{12}(-,+)=(1-a) a^{\prime \prime}, & p_{12}(-,-)=(1-a)\left(1-a^{\prime \prime}\right)
\end{array}
$$

and, using Eq.(1.41), the correlation function can be written as

$$
\begin{equation*}
C_{i j}=a a^{\prime}-a\left(1-a^{\prime}\right)-(1-a) a^{\prime \prime}+(1-a)\left(1-a^{\prime \prime}\right) \tag{3.10}
\end{equation*}
$$

The diagonal entries of the final output of the circuit in Fig. 3.5 is precisely equal to $a a^{\prime}, a\left(1-a^{\prime}\right),(1-a) a^{\prime \prime}$ and $(1-a)\left(1-a^{\prime \prime}\right)$. Thus a single measurement of these diagonal entries can be done to determine $C_{i j}$.

Proof. Begin with an initial system that is evolving in time, coupled to the ancilla which is in the state $|0\rangle\langle 0|$. After evolving for some time $t_{i}$ this system is in the state

$$
\begin{align*}
\rho_{1} & =U\left(t_{i}\right) \rho U\left(t_{i}\right)^{\dagger} \otimes|0\rangle\langle 0|  \tag{3.11}\\
& =\left[\begin{array}{ccc}
a & b & b \\
b^{*} & (1-a)
\end{array}\right] \otimes|0\rangle\langle 0|  \tag{3.12}\\
& =\left[\begin{array}{cccc}
a & 0 & b & 0 \\
0 & 0 & 0 & 0 \\
b^{*} & 0 & 0 & -a \\
0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \tag{3.13}
\end{align*}
$$

the system then undergoes a CNOT

$$
\begin{align*}
\rho_{2} & =\operatorname{CNOT} \rho_{1} \mathrm{CNOT}^{\dagger}  \tag{3.14}\\
& =\left[\begin{array}{cccc}
a & 0 & 0 & b \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
b^{*} & 0 & 0 & 1
\end{array}\right] \tag{3.15}
\end{align*}
$$

before evolving again for time $t_{j}-t_{i}$. Written most generally this evolution maps

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \rightarrow\left[\begin{array}{cc}
a^{\prime} \\
b^{\prime *} & \left(1-a^{\prime}\right)
\end{array}\right], \quad\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \rightarrow\left[\begin{array}{cc}
a^{\prime \prime} \\
b^{\prime \prime *} & \left(1-a^{\prime \prime}\right)
\end{array}\right]
$$

The evolution of the states $|0\rangle\langle 1|$ and $|1\rangle\langle 0|$ will not effect the outcome of the diagonal elements, so we will drop these terms here. The evolution $U\left(t_{j}-t_{i}\right)$ will thus map the diagonal elements of $\rho_{2}$ to $\rho_{3}$ as

$$
\begin{align*}
\rho_{2} & =\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \otimes\left[\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \otimes\left[\begin{array}{cc}
0 & 0 \\
0 & (1-a)
\end{array}\right]  \tag{3.16}\\
\rho_{3} & =\left[\begin{array}{lc}
a^{\prime} \\
b^{\prime *} & \left(1-a^{\prime}\right)
\end{array}\right] \otimes\left[\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
a^{\prime \prime} \\
b^{\prime \prime *} & b^{\prime \prime} \\
\left.1-a^{\prime \prime}\right)
\end{array}\right] \otimes\left[\begin{array}{cc}
0 & 0 \\
0 & (1-a)
\end{array}\right] \tag{3.17}
\end{align*}
$$

Which again, by considering just the diagonal terms becomes

$$
\rho_{3}=\left[\begin{array}{cccc}
a a^{\prime} & 0 & 0 & 0  \tag{3.18}\\
0 & a\left(1-a^{\prime}\right) & 0 & 0 \\
0 & 0 & (1-a) a^{\prime \prime} & 0 \\
0 & 0 & 0 & (1-a)\left(1-a^{\prime \prime}\right)
\end{array}\right]
$$

Thus, the diagonal terms of the final state from Fig. 3.5 are equivalent to the two-time probabilities required to determine the correlations $C_{i j}$.

This procedure to measure $C_{i j}$ can be modified to implement the INM protocol. From a macro-realistic perspective the primary system in Fig. 3.5 would be completely undisturbed before being measured, were it not for the potential interactions with the CNOT gate. However, from this perspective the ancilla does not interact with the CNOT gate if the primary system is in the state $|0\rangle$. Therefore, to implement a non-invasive protocol the experiment is run twice. Once the experiment is run with the CNOT gate and only the results in which the primary system was in the state $|0\rangle$ are kept $\left(p_{12}(+,+)\right.$ and $\left.p_{12}(+,-)\right)$. Then the experiment is run again with an anti-CNOT gate and only the results where the primary system was in the state $|1\rangle$ are kept $\left(p_{12}(-,+)\right.$ and $\left.p_{12}(-,-)\right)$. Together these two experiments provide all the information necessary to determine $C_{i j}$. The numerical result from this measurement procedure matches the theoretical result of $C_{i j}=\cos \left(\omega\left(t_{j}-t_{i}\right)\right)$ for the simple spin model.

Proof. We again consider our simple spin model, where the primary system evolves according to $H=\omega X / 2$ and so $U\left(t_{i}\right)=e^{-i \omega X t_{i} / 2}$. We will first consider the CNOT circuit. At time $t_{i}$ the system exists in the general state

$$
\rho\left(t_{i}\right) \otimes\left[\begin{array}{ll}
1 & 0  \tag{3.19}\\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
a & b \\
b^{*} & (1-a)
\end{array}\right] \otimes\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]
$$

the initial state then undergoes the CNOT evolution to arrive at the state.

$$
\rho_{2}=\operatorname{CNOT}\left(\rho\left(t_{i}\right) \otimes\left[\begin{array}{lll}
1 & 1  \tag{3.20}\\
0 & 0
\end{array}\right]\right) \mathrm{CNOT}^{\dagger}=\left[\begin{array}{cccc}
a & 0 & 0 & b \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
b^{*} & 0 & 0 & 0 \\
\hline
\end{array}\right]
$$

the system then, from time $t_{j}-t_{i} \equiv t$, undergoes the evolution

$$
\begin{align*}
U(t) \otimes I & =e^{-i \omega X t / 2} \otimes I  \tag{3.21}\\
& =\cos \left(\frac{\omega t}{2}\right) I I-i \sin \left(\frac{\omega t}{2}\right) X I \tag{3.22}
\end{align*}
$$

to arrive at the state $\rho_{3}\left(c \equiv \cos \left(\frac{\omega t}{2}\right), s \equiv \sin \left(\frac{\omega t}{2}\right)\right)$

$$
\begin{align*}
\rho_{3} & =\left[\begin{array}{cccc}
c & 0 & -i s & 0 \\
0 & c & 0 & -i s \\
-i s & 0 & c & 0 \\
0 & -i s & 0 & c
\end{array}\right]\left[\begin{array}{cccc}
a & 0 & 0 & b \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
b^{*} & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
c & 0 & i s & 0 \\
0 & c & 0 & i s \\
i & 0 & c & 0 \\
0 & i s & 0 & c
\end{array}\right]  \tag{3.23}\\
& =\left[\begin{array}{ccc}
a c^{2} & i b c s & i a c s \\
-i b^{*} c s & -(a-1) s^{2} & b^{*} s^{2} \\
-i a c s c^{2} & i(a-1) c s \\
-i a s^{2} & a s^{2} & -i b c s \\
b^{*} c^{2} & -i(a-1) c s & i b^{*} c s \\
-(a-1) c^{2}
\end{array}\right] \tag{3.24}
\end{align*}
$$

and by measuring the diagonal terms we find

$$
\begin{array}{ll}
p(+,+)=a c^{2}, & p(+,-)=(1-a) s^{2} \\
p(-,+)=a s^{2}, & p(-,-)=(1-a) c^{2}
\end{array}
$$

Since these values were determined using the CNOT circuit, to satisfy the INM protocol, only the $p(+,+)$ and $p(+,-)$ results can be kept. It is easy to show that these calculations can be repeated with the anti-CNOT circuit to find

$$
\begin{align*}
\rho_{3} & =\left[\begin{array}{cccc}
c & 0 & -i s & 0 \\
0 & c & 0 & -i s \\
-i s & 0 & c & 0 \\
0 & -i s & 0 & c
\end{array}\right]\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & a & b & 0 \\
0 & b^{*} & (1-a) & 0 \\
0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{cccc}
c & 0 & i s & 0 \\
0 & c & 0 & i s \\
i s & 0 & c & 0 \\
0 & \text { is } & 0 & c
\end{array}\right]  \tag{3.25}\\
& =\left[\begin{array}{cccc}
-(a-1) s^{2} & -i b^{*} c s & i(a-1) c s & b^{*} s^{2} \\
i b c s & a c^{2} & b c^{2} & a c s \\
-i(a-1) c s & b^{*} c^{2} & -(a-1) c^{2} & i b^{*} c s \\
b s^{2} & -i a c s & -i b c s & a s^{2}
\end{array}\right] \tag{3.26}
\end{align*}
$$

and by measuring the diagonal terms we find

$$
\begin{array}{ll}
p(+,+)=a c^{2}, & p(+,-)=(1-a) s^{2} \\
p(-,+)=a s^{2}, & p(-,-)=(1-a) c^{2}
\end{array}
$$

Since these values were determined using the anti-CNOT circuit, to satisfy the INM protocol, only the $p(-,+)$ and $p(-,-)$ results can be kept. Thus the correlation function is

$$
\begin{align*}
C_{i j} & =p(++)-p(+-)-p(-+)+p(--)  \tag{3.27}\\
& =a c^{2}-(1-a) s^{2}-a s^{2}+(1-a) c^{2}  \tag{3.28}\\
& =c^{2}-s^{2}  \tag{3.29}\\
& =\cos \left(\frac{\omega t}{2}\right)^{2}-\sin \left(\frac{\omega t}{2}\right)^{2}  \tag{3.30}\\
& =\cos (\omega t)  \tag{3.31}\\
& =\cos \left(\omega\left(t_{j}-t_{i}\right)\right) \tag{3.32}
\end{align*}
$$

Thus providing the expected theoretical value for $C_{i j}$.
It may seem counter-intuitive that the correlations do not depend on the systems initial state, but the temporal correlations are essentially a measure of the likelihood of a system having changed states between the two measurements and thus the correlations do not require information on the systems exact state.

### 3.2.2 Pulse sequence components

In this subsection we will outline the pulse sequences for the two sets of experiments. In total, this will consist of sixteen different pulse sequences that are each composed of a combination of twenty to thirty different individual pulses, free evolutions and gradients. We will first group together different pulse sequences into components and label these components according to their function. We will then use these components to construct pulse sequences which are easier to interpret.

In all the pulse sequences in this work $X(n)$ and $Y(n)$ depict rotations of $n$ radians around the $X$ and $Y$ axis $\left(X(n)=e^{-i X \frac{n}{2}}\right.$ and $\left.Y(n)=e^{-i Y \frac{n}{2}}\right) . Z Z(n)$ depicts the free evolution of the system that will provide an $n$ radian rotation of $Z Z\left(Z Z(n)=e^{-i Z Z \frac{n}{4}}\right)$. For some experiments we will be implementing a free evolution for much longer periods of time for the purpose of increasing the decoherence experienced. We will use $D(\tau)$ to denote


Figure 3.6: A pulse sequence for producing the pseudo-pure state. The full sequence will be defined as $\mathcal{P}$.
the implementation of these kinds of delays for times $\tau$. Lastly, we use $\mathcal{G}$ to represent the application of a gradient.

The first component of each experiment will be a pulse sequence for preparing the pseudo-pure state (pps) [49,50]. The pps is the analog of the $|0\rangle^{\otimes n}$ state for NMR experiments. The pulse sequence used to prepare the pps in this work is given in Fig. 3.6 and we define this component as $\mathcal{P}$.

Preparing the pps is the first step in preparing our desired initial states. Recall that the initial states for these experiments were chosen so that they could be prepared from the pps with a single pulse. Preparing the state $\rho_{1}$ (Eq.(3.7)), for the first set of experiments, requires preparing the pps and then performing a $X\left(\frac{-\pi}{4}\right)$ rotation, we define this entire procedure as:

$$
\begin{equation*}
\mathcal{P}_{1} \equiv(\mathcal{P})\left(X\left(\frac{-\pi}{4}\right) \otimes I\right) \tag{3.33}
\end{equation*}
$$

Likewise, preparing the state $\rho_{2}$ (Eq.(3.8)), for the second set of experiments, requires preparing the pps and then performing a $Y\left(\frac{2 \pi}{5}\right)$, we define this entire procedure as:

$$
\begin{equation*}
\mathcal{P}_{2} \equiv(\mathcal{P})\left(Y\left(\frac{2 \pi}{5}\right) \otimes I\right) \tag{3.34}
\end{equation*}
$$

Thus the components $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ represent the full preparation procedures for the first and second set of experiments respectively.

The implementation of the INM protocol itself broadly consists of two components. The first is the CNOT and anti-CNOT gates. The pulse sequence used to implement the CNOT in this work is given in Fig. 3.7 and we define this component as $U_{c}$. The antiCNOT can be performed by implementing $U_{c}$ with a preceding and succeeding $X(\pi)$ on the first qubit. We define this sequence for implementing the anti-CNOT as:

$$
\begin{equation*}
U_{a c} \equiv(X(\pi) \otimes I)\left(U_{c}\right)(X(\pi) \otimes I) \tag{3.35}
\end{equation*}
$$

The second component for the INM protocol consists of the evolution of the system between measurements. For a system with a Hamiltonian $H=\omega X$ being measured at equidistant


Figure 3.7: A pulse sequence for implementing the CNOT gate in NMR. The full sequence will be defined as $U_{c}$.


Figure 3.8: A pulse sequence for implementing the time delay while undoing the effect of the J-coupling. $D\left(\frac{a \tau}{2}\right)$ depict waiting for time $\frac{a \tau}{2}$. The full sequence will be refereed to as $\mathcal{D}_{a \tau}$.
time intervals the system will undergo a $X(\omega t)$ or $X(2 \omega t)$ evolution between measurements. These evolutions can be implemented with a single Pauli rotation and this is how these evolutions are implemented in the second set of experiments. However, in the first set of experiments we also require the system to experience the effect of the decoherence as well during the evolution between measurements. This is done by first implementing a time delay. During the time delay the system will also evolve according to its natural Hamiltonian. Since both spins are placed on resonance this natural Hamiltonian will consist of only the $j$-coupling term. We undo the effect of the $j$-coupling through the use of $\pi$-pulses. Once the decoherence is implemented, for a time $\tau$, in this fashion then a Pauli rotation can be done to implement the $X(\omega t)$ or $X(2 \omega t)$ evolution. This entire component is depicted in Fig. (3.8) and is labelled as $\mathcal{D}_{a \tau}$.

### 3.2.3 First set of experiments

The first set of experiments (which look for violations of LG2 with LG3s satisfied) consists of nine pulse sequences which are depicted in in Fig. 3.9. In experiments 1-3 the initial state is prepared and the system is evolved for different times before being measured. These measurements are used to determine $\left\langle Q_{i}\right\rangle$. The remaining experiments come in pairs, 4-5, 6-7 and 8-9. These experiments are used to determine the correlations. In each pair of experiments the measurement is done once with a CNOT gate and then once with an antiCNOT gate. These measurements are done for the three different combinations of time


Figure 3.9: The first set of experiments. Experiments 1-3 are used to measure the values of $\left\langle Q_{i}\right\rangle$ and experiments 4-9 are used to measure the values of $C_{i j}$ using the INM protocol. The pulse sequence components, as defined in Section 3.2.2, having the following functions, $\mathcal{P}_{1}$ : preparing the state $\rho_{1}=\frac{1}{2}\left(I+\frac{Y}{\sqrt{2}}+\frac{Z}{\sqrt{2}}\right), \mathcal{D}_{\alpha \tau}$ : implementing a time delay for time $\alpha \tau(\alpha \in\{1,2\}$, and $\tau=0.1 \mathrm{~s})$ followed by a rotation of $\alpha \pi / 2$ around the $X$ axis, $U_{C}$ : implementing a CNOT gate, $U_{a c}$ : implementing an anti-CNOT gate.
intervals. For these experiments both the system and the ancilla are measured. This two qubit measurement is used to determine $C_{i j}$ as outlined in Section 3.2.1.

### 3.2.4 Second set of experiments

The second set of experiments (which looks for violations of LG3 with LG2s satisfied) consists of the nine pulse sequence depicted in Fig. 3.10. The logic for which experiments are used to determine $\left\langle Q_{i}\right\rangle$ and $C_{i j}$ follows exactly from the first set of experiments.

### 3.3 Experimental results

The experimental data from the first and second sets of experiments is provided in Table 3.2. The results from these two tables is used to calculate the values of $\left\langle Q_{i}\right\rangle$ and $C_{i j}$, which are provided in Table 3.3. These tables also include two simulated values for comparison. The ideal simulations use ideal pulses, assume no natural decoherence, no noise and no imperfections. The noisy simulations account for the added effect of the systems Hamiltonian

Expectation Values


Figure 3.10: The second set of experiments. Experiments $10-12$ are used to measure the values of $\left\langle Q_{i}\right\rangle$ and experiments $13-18$ are used to measure the values of $C_{i j}$ using the INM protocol. The pulse sequence components, as defined in Section 3.2.2, having the following functions, $\mathcal{P}_{1}$ : preparing the state $\rho_{1}=\frac{1}{2}\left(I+\frac{Y}{\sqrt{2}}+\frac{Z}{\sqrt{2}}\right), X_{\theta}$ : applying a rotation of $\theta$ around the $X$ axis $\left(e^{-i X \frac{\theta}{2}}\right), U_{C}$ : implementing a CNOT gate, $U_{a c}$ : implementing an anti-CNOT gate.

|  | I | N | E |  | I | N | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| First set of experiments |  |  |  | Second set of experiments |  |  |  |
| (1) | 0.8536 | 0.8494 | $0.8443 \pm 0.01$ | (10) | 0.6546 | 0.6527 | $0.6484 \pm 0.01$ |
|  | 0.1464 | 0.1506 | $0.1557 \pm 0.01$ |  | 0.3455 | 0.3473 | $0.3516 \pm 0.01$ |
| (2) | 0.7267 | 0.7240 | $0.7144 \pm 0.01$ | (11) | 0.5908 | 0.5899 | $0.5892 \pm 0.01$ |
|  | 0.2733 | 0.2760 | $0.2856 \pm 0.01$ |  | 0.4092 | 0.4101 | $0.4107 \pm 0.01$ |
| (3) | 0.1961 | 0.1997 | $0.2122 \pm 0.01$ | (12) | 0.4523 | 0.4558 | $0.4692 \pm 0.01$ |
|  | 0.8039 | 0.8003 | $0.7878 \pm 0.01$ |  | 0.5477 | 0.5442 | $0.5307 \pm 0.01$ |
| (4) | 0.4149 | 0.4136 | $0.4326 \pm 0.01$ | (13) | 0.5196 | 0.5188 | $0.4828 \pm 0.01$ |
|  | 0.0861 | 0.0896 | $0.0872 \pm 0.01$ |  | 0.0712 | 0.0708 | $0.0981 \pm 0.01$ |
|  | 0.4139 | 0.4125 | $0.4025 \pm 0.01$ |  | 0.1349 | 0.1361 | $0.1771 \pm 0.01$ |
|  | 0.0861 | 0.0844 | $0.0867 \pm 0.01$ |  | 0.2743 | 0.2742 | $0.2420 \pm 0.01$ |
| (5) | 0.0861 | 0.0869 | $0.0817 \pm 0.01$ | (14) | 0.0712 | 0.0708 | $0.1057 \pm 0.01$ |
|  | 0.4139 | 0.4122 | $0.3906 \pm 0.01$ |  | 0.5196 | 0.5188 | $0.4560 \pm 0.01$ |
|  | 0.0861 | 0.0868 | $0.0918 \pm 0.01$ |  | 0.2743 | 0.2743 | $0.3119 \pm 0.01$ |
|  | 0.4139 | 0.4140 | $0.4359 \pm 0.01$ |  | 0.1349 | 0.1361 | $0.1264 \pm 0.01$ |
| (6) | 0.3551 | 0.3567 | $0.3840 \pm 0.01$ | (15) | 0.4690 | 0.1638 | $0.1875 \pm 0.01$ |
|  | 0.1449 | 0.1460 | $0.1156 \pm 0.01$ |  | 0.0843 | 0.1655 | $0.1874 \pm 0.01$ |
|  | 0.3551 | 0.3550 | $0.3892 \pm 0.01$ |  | 0.1218 | 0.0415 | $0.0562 \pm 0.01$ |
|  | 0.1449 | 0.1423 | $0.1112 \pm 0.01$ |  | 0.3248 | 0.6292 | $0.5687 \pm 0.01$ |
| (7) | 0.1449 | 0.1468 | $0.1617 \pm 0.01$ | (16) | 0.0843 | 0.1655 | $0.2163 \pm 0.01$ |
|  | 0.3551 | 0.3584 | $0.3267 \pm 0.01$ |  | 0.4690 | 0.1639 | $0.1431 \pm 0.01$ |
|  | 0.1449 | 0.1411 | $0.1346 \pm 0.01$ |  | 0.3248 | 0.6292 | $0.6010 \pm 0.01$ |
|  | 0.3551 | 0.3537 | $0.3770 \pm 0.01$ |  | 0.1218 | 0.0414 | $0.0395 \pm 0.01$ |
| (8) | 0.0351 | 0.0403 | $0.0157 \pm 0.01$ | (17) | 0.2261 | 0.2267 | $0.2199 \pm 0.01$ |
|  | 0.1610 | 0.1589 | $0.1284 \pm 0.01$ |  | 0.2261 | 0.2260 | $0.2582 \pm 0.01$ |
|  | 0.7687 | 0.7662 | $0.7761 \pm 0.01$ |  | 0.4284 | 0.4282 | $0.4021 \pm 0.01$ |
|  | 0.0351 | 0.0336 | $0.0797 \pm 0.01$ |  | 0.1194 | 0.1191 | $0.1194 \pm 0.01$ |
| (9) | 0.1610 | 0.1633 | $0.1034 \pm 0.01$ | (18) | 0.2261 | 0.2260 | $0.2447 \pm 0.01$ |
|  | 0.0351 | 0.0373 | $0.0416 \pm 0.01$ |  | 0.2261 | 0.2268 | $0.1802 \pm 0.01$ |
|  | 0.0351 | 0.0303 | $0.0673 \pm 0.01$ |  | 0.1194 | 0.1191 | $0.1619 \pm 0.01$ |
|  | 0.7687 | 0.7691 | $0.7877 \pm 0.01$ |  | 0.4284 | 0.4281 | $0.4133 \pm 0.01$ |

Table 3.2: The experimental data from the first and second set of experiments. The diagonal elements of the first qubits density matrix are recorded for experiments 1-3 and 10-12. The diagonal elements of the two qubit density matrix are recorded for experiments 4-9 and 13-18 (Ideal simulated (I), Noisy simulated (S) Experimentally determined (E)).
when pulses are being applied and also approximate the effect of the natural decoherence of the system.

For each experiment in Table 3.2 either two or four values are record. For the experiments which are used to determine the expectation values (experiments 1-3 and 10-12) only two values are recorded. These are the two diagonal elements of the first qubits density matrix. These values alone are sufficient for determining $\left\langle Q_{i}\right\rangle$. This can be seen by considering the expectation value for a general state $\rho\left(t_{i}\right)=\left[\begin{array}{cc}a \\ b^{*} & (1-a)\end{array}\right]$

$$
\begin{align*}
\left\langle Q_{i}\right\rangle & =\operatorname{tr}\left(Z \rho\left(t_{i}\right)\right)  \tag{3.36}\\
& =\operatorname{tr}\left(Z\left[\begin{array}{l}
a \\
b^{*}(1-a)
\end{array}\right]\right)  \tag{3.37}\\
& =2 a-1 \tag{3.38}
\end{align*}
$$

On the other hand, four values were records for experiments 4-9 and 13-18. This is because these experiments were used to determine the values of the correlators. These four values are the diagonal elements of the full two-qubit density matrix. As was shown in Section 3.2.1, only these values are necessary for determining the correlators when using the INM protocol.

The measured values of $\left\langle Q_{i}\right\rangle$ and $C_{i j}$ from Table 3.3 were then used to determined the LG2s and LG3s for the two sets of experiments. The numerical results for the LG2s and LG3s are provided for the first and second set of experiments in Tables 3.4 and 3.5, respectively. The LG2s and LG3s for the two sets of experiments are also plotted, side by side, in Fig. 3.11.

The key points of the experimental results are as follows: As seen in Table 3.4 and Fig. 3.11, in the first set of experiments the LG3s (labelled 3.1-3.4) were all satisfied and two of the LG2s (2.4 and 2.6) were violated. The violation of 2.4 is much more significant than that of 2.6 and since we only require one LG2 to be violated, we will focus on 2.4 as the violation of the LG2s. Furthermore, as seen in Table 3.5 and again in Fig. 3.11, for the seconds set of experiments the LG2s (labelled 2.1-2.12) were all satisfied and one of the LG3s (3.2) was violated.

### 3.3.1 Error bars

The error bars on the experimentally determined values for the experiments performed in this work were determined by considering two potential sources of error, the first source being from the calibration of the pulses. Note that the degree of rotation from an NMR pulse depends on the power of the pulse and the length of its duration. The calibration

|  | I | N | E |
| :---: | :---: | :---: | :---: |
| First Set of Experiments |  |  |  |
| Expectation values |  |  |  |
| $\left\langle Q_{1}\right\rangle$ | 0.7071 | 0.6988 | $0.6886 \pm 0.02$ |
| $\left\langle Q_{2}\right\rangle$ | 0.4534 | 0.4480 | $0.4288 \pm 0.02$ |
| $\left\langle Q_{3}\right\rangle$ | -0.6077 | -0.6006 | $-0.5757 \pm 0.02$ |
| Correlators (INM) |  |  |  |
| $C_{12}$ | 0.0000 | -0.0032 | $-0.0077 \pm 0.02$ |
| $C_{23}$ | 0.0000 | -0.0019 | $-0.0076 \pm 0.02$ |
| $C_{13}$ | -0.8595 | -0.8582 | $-0.8331 \pm 0.02$ |
| Second Set of Experiments |  |  |  |
| Expectation values |  |  |  |
| $\left\langle Q_{1}\right\rangle$ | 0.3090 | 0.3054 | $0.2967 \pm 0.02$ |
| $\left\langle Q_{2}\right\rangle$ | 0.1816 | 0.1798 | $0.1787 \pm 0.02$ |
| $\left\langle Q_{3}\right\rangle$ | -0.0955 | -0.0884 | $-0.0615 \pm 0.02$ |
| Correlators (INM) |  |  |  |
| $C_{12}$ | 0.5878 | 0.5862 | $0.5703 \pm 0.03$ |
| $C_{23}$ | 0.5878 | 0.5862 | $0.5615 \pm 0.02$ |
| $C_{13}$ | -0.3090 | -0.3083 | $-0.2901 \pm 0.02$ |

Table 3.3: The values of $\left\langle Q_{i}\right\rangle$ and $C_{i j}$ and calculated from the data from the first and second set of experiments (Table 3.2) as outlined in Section 3.3 (Ideal simulated (I), Noisy simulated (S) Experimentally determined (E)).

| First Set of Experiments |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Label | Inequality | I | N | E |
| 2.1 | $1+\left\langle Q_{1}\right\rangle+\left\langle Q_{2}\right\rangle+C_{12} \geq 0$ | 2.161 | 2.144 | $2.110 \pm 0.03$ |
| 2.2 | $1-\left\langle Q_{1}\right\rangle+\left\langle Q_{2}\right\rangle-C_{12} \geq 0$ | 0.746 | 0.752 | $0.748 \pm 0.03$ |
| 2.3 | $1+\left\langle Q_{1}\right\rangle-\left\langle Q_{2}\right\rangle-C_{12} \geq 0$ | 1.254 | 1.254 | $1.268 \pm 0.03$ |
| 2.4 | $1-\left\langle Q_{1}\right\rangle-\left\langle Q_{2}\right\rangle+C_{12} \geq 0$ | -0.161 | -0.150 | $-0.125 \pm 0.03$ |
| 2.5 | $1+\left\langle Q_{2}\right\rangle+\left\langle Q_{3}\right\rangle+C_{23} \geq 0$ | 0.846 | 0.846 | $0.846 \pm 0.03$ |
| 2.6 | $1-\left\langle Q_{2}\right\rangle+\left\langle Q_{3}\right\rangle-C_{23} \geq 0$ | -0.061 | -0.047 | $-0.003 \pm 0.03$ |
| 2.7 | $1+\left\langle Q_{2}\right\rangle-\left\langle Q_{3}\right\rangle-C_{23} \geq 0$ | 2.061 | 2.051 | $2.021 \pm 0.03$ |
| 2.8 | $1-\left\langle Q_{2}\right\rangle-\left\langle Q_{3}\right\rangle+C_{23} \geq 0$ | 1.154 | 1.151 | $1.139 \pm 0.03$ |
| 2.9 | $1+\left\langle Q_{1}\right\rangle+\left\langle Q_{3}\right\rangle+C_{13} \geq 0$ | 0.240 | 0.240 | $0.280 \pm 0.03$ |
| 2.10 | $1-\left\langle Q_{1}\right\rangle+\left\langle Q_{3}\right\rangle-C_{13} \geq 0$ | 0.545 | 0.559 | $0.569 \pm 0.03$ |
| 2.11 | $1+\left\langle Q_{1}\right\rangle-\left\langle Q_{3}\right\rangle-C_{13} \geq 0$ | 3.174 | 3.158 | $3.097 \pm 0.03$ |
| 2.12 | $1-\left\langle Q_{1}\right\rangle-\left\langle Q_{3}\right\rangle+C_{13} \geq 0$ | 0.041 | 0.044 | $0.054 \pm 0.03$ |
| 3.1 | $1+C_{12}+C_{23}+C_{13} \geq 0$ | 0.141 | 0.135 | $0.152 \pm 0.04$ |
| 3.2 | $1-C_{12}-C_{23}+C_{13} \geq 0$ | 0.141 | 0.148 | $0.182 \pm 0.04$ |
| 3.3 | $1+C_{12}-C_{23}-C_{13} \geq 0$ | 1.860 | 1.858 | $1.833 \pm 0.04$ |
| 3.4 | $1-C_{12}+C_{23}-C_{13} \geq 0$ | 1.860 | 1.858 | $1.833 \pm 0.04$ |

Table 3.4: The values of the LG2s and LG3s constructed from the first set of experiments. The labels in green highlight which inequalities were satisfied and the labels in red highlight which were violated. (Ideal simulated (I), Noisy simulated (S) Experimentally determined (E)).

| Second Set of Experiments |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Label | Inequality | I | N | E |
| 2.1 | $1+\left\langle Q_{1}\right\rangle+\left\langle Q_{2}\right\rangle+C_{12} \geq 0$ | 2.078 | 2.071 | $2.046 \pm 0.04$ |
| 2.2 | $1-\left\langle Q_{1}\right\rangle+\left\langle Q_{2}\right\rangle-C_{12} \geq 0$ | 0.285 | 0.288 | $0.312 \pm 0.04$ |
| 2.3 | $1+\left\langle Q_{1}\right\rangle-\left\langle Q_{2}\right\rangle-C_{12} \geq 0$ | 0.540 | 0.539 | $0.548 \pm 0.04$ |
| 2.4 | $1-\left\langle Q_{1}\right\rangle-\left\langle Q_{2}\right\rangle+C_{12} \geq 0$ | 1.097 | 1.101 | $1.095 \pm 0.04$ |
| 2.5 | $1+\left\langle Q_{2}\right\rangle+\left\langle Q_{3}\right\rangle+C_{23} \geq 0$ | 1.674 | 1.678 | $1.679 \pm 0.03$ |
| 2.6 | $1-\left\langle Q_{2}\right\rangle+\left\langle Q_{3}\right\rangle-C_{23} \geq 0$ | 0.135 | 0.146 | $0.198 \pm 0.03$ |
| 2.7 | $1+\left\langle Q_{2}\right\rangle-\left\langle Q_{3}\right\rangle-C_{23} \geq 0$ | 0.689 | 0.682 | $0.679 \pm 0.03$ |
| 2.8 | $1-\left\langle Q_{2}\right\rangle-\left\langle Q_{3}\right\rangle+C_{23} \geq 0$ | 1.502 | 1.495 | $1.444 \pm 0.03$ |
| 2.9 | $1+\left\langle Q_{1}\right\rangle+\left\langle Q_{3}\right\rangle+C_{13} \geq 0$ | 0.905 | 0.909 | $0.945 \pm 0.03$ |
| 2.10 | $1-\left\langle Q_{1}\right\rangle+\left\langle Q_{3}\right\rangle-C_{13} \geq 0$ | 0.905 | 0.915 | $0.932 \pm 0.03$ |
| 2.11 | $1+\left\langle Q_{1}\right\rangle-\left\langle Q_{3}\right\rangle-C_{13} \geq 0$ | 1.714 | 1.702 | $1.648 \pm 0.03$ |
| 2.12 | $1-\left\langle Q_{1}\right\rangle-\left\langle Q_{3}\right\rangle+C_{13} \geq 0$ | 0.478 | 0.475 | $0.475 \pm 0.03$ |
| 3.1 | $1+C_{12}+C_{23}+C_{13} \geq 0$ | 1.867 | 1.864 | $1.842 \pm 0.04$ |
| 3.2 | $1-C_{12}-C_{23}+C_{13} \geq 0$ | -0.485 | -0.481 | $-0.422 \pm 0.04$ |
| 3.3 | $1+C_{12}-C_{23}-C_{13} \geq 0$ | 1.309 | 1.308 | $1.299 \pm 0.04$ |
| 3.4 | $1-C_{12}+C_{23}-C_{13} \geq 0$ | 1.309 | 1.308 | $1.281 \pm 0.04$ |

Table 3.5: The values of the LG2s and LG3s constructed from the second set of experiments. The labels in green highlight which inequalities were satisfied and the labels in red highlight which were violated. (Ideal simulated (I), Noisy simulated (S) Experimentally determined (E)).

## Violation of the LG2s and LG3s

First Set of Experiments


Second Set of Experiments


Figure 3.11: The values of the LG2s and LG3s constructed from the first and second set of experiments with their corresponding error bars. The labels in green highlight which inequalities were satisfied and the labels in red highlight which were violated.


Figure 3.12: A visual aid for how the error on the calibration was determined. The strength of the signal from the NMR spectrometer is plotted as a function of the duration of the applied pulse, $\tau$, and then fitted to the function $f(\tau)=a \cos (b \tau)+c$ to find the $\tau$ in which a $\pi$ rotation occurrs. The difference between the experimental data and $f(\tau)$ is taken for each signal, this is depicted in red. These values were squared, summed and then square rooted to find the potential error from calibration.
procedure consisted of running forty experiments that each consisted of implementing two $Y$ pulses on the thermal state. Each experiment used the same pulse power but varying pulse durations, $\tau$, starting from $\tau=0 \mu s$. Furthermore, we note that the thermal state produces no signal, produces a maximum signal when rotated $\frac{\pi}{2}$ radians and produces again no signal when rotated $\pi$ radians. Thus, as $\tau$ increases the signal reaches a maximum value before decreasing again to zero. The strength of the signal was plotted as a function of $\tau$ and then fitted to the function $f(\tau)=a \cos (b \tau)+c$ to find the $\tau$ in which a $\pi$ rotation occurred (see blue fit in Figure 3.12). Since two pulses were implemented, this procedure provides a value of $\tau$ corresponding to a $\frac{\pi}{2}$ rotation. The difference between the experimental data and $f(\tau)$ was taken for each of the forty experiments (see the red bars in Figure 3.12). These values were squared, summed and then square rooted to find the potential error from calibration. The second source of error that was considered was from the noise of the signal. A band of data points which should ideally produce no signal were assessed. The square root of the sum of the squares of the data points in the band was calculated and divided by the total area of the signal to provide a percent error. This percent error was also incorporated into the error bars. The final source of error which was considered in this work was from the natural drift of the NMR spectrometers magnetic field through out consecutive experiments. Since the spectrometers magnetic field gradually drifts, periodic
breaks are taken between experiments to manually realign the magnetic field, a process known as shimming. To account for potential errors introduced from this the spectra for the pps state was taken between experiments to see the range of possible values the pps would take. This range of values was taken into account in the error bars on the data.

### 3.4 Conclusion

The purpose of this work in this chapter was to provide a more complete test of macroscopic realism using an augmented LG framework. To date, LGI experiments have tested a set of conditions for MR formulated entirely in terms of temporal correlation functions at three pairs of times. These conditions for MR are necessary but not sufficient. The augmented LG inequalities considered here include an additional set of two-time inequalities which also involve the averages, $\left\langle Q_{i}\right\rangle$, and lead to a set of conditions which are both necessary and sufficient. In this work we showed how these more decisive conditions for MR could be tested experimentally. We exhibited experimentally situations in which the LG2s were satisfied but the LG3s violated, a natural parallel to the Bell case. We also exhibited situations in which the LG3s were satisfied but the LG2s violated, the key case in which the original LG framework based solely on LG3s fails to pick up violations of MR.

## Chapter 4

## The implementation of a continuous in time velocity measurement

### 4.1 Continuous in time velocity measurements

A key requirement in all LGIs experiments is to adopt a macroscopically non-invasive measurement protocol. If the measurement protocol was deemed to be invasive it could then be argued that it was the effect of the measurement and not a failure of MR which caused the violation of the inequality $[10,11,12]$. The best one can hope to achieve in addressing this argument is to implement a measurement protocol whose argument for invasiveness would need to be so contrived that the alternative explanation of a violation of MR would be more likely. One strategy to treat this argument is to implement different measurement protocols that are constructed from different sets of assumptions. The agreement of the results from these different protocols will further strengthen either protocols argument for being non-invasive.

To advance this strategy we perform the first experimental implementation of the continuous in time velocity measurement (CTVM) protocol [13] and compare it with the current benchmark INM protocol. The CTVM and INM protocols are formulated on different sets of assumptions and thus provide different perspectives on non-invasiveness. The agreement on the outcome of the measured results from these two protocols will provide a much stronger argument for the non-invasiveness of either one. The implementation of CTVM protocol will thus be part of the third set of experiments done in this thesis. The comparison of these results will be made with the second set of experiments from Ch. 3. To be able to perform this comparison, we will use the same value of $\omega t=3 \pi / 10$ and

| Experiments | LG3s | LG2s | INM | CTVM |
| :---: | :---: | :---: | :---: | :---: |
| Previously tested | $\boldsymbol{X}$ |  | $\checkmark$ |  |
| Set 1 | $\checkmark$ | $X$ | $\checkmark$ |  |
| Set 2 | $\boldsymbol{X}$ | $\checkmark$ | $\checkmark$ |  |
| Set 3 | $\boldsymbol{X}$ | $\checkmark$ |  | $\checkmark$ |

Table 4.1: An overview of the goal of each set of experiments. The checkmarks indicate that the specified set of inequalities are all satisfied. The crosses indicate that the specified set of inequalities are violated. The checkmarks are also used to designate which measurement protocol is being implemented (either INM or CTVM).
the same initial state $\rho_{2}$ as was used in the second set of experiments. An overview of all experiments which have been discussed in this thesis are presented in Table 4.1.

### 4.1.1 Theoretical description

As mentioned, the CTVM protocol is constructed from a very different set of assumptions from those of the INM protocol. Common to most methods for measuring the correlation function is the need to conduct a pair of measurements at successive times. Such models carry the potential source of invasiveness from the earlier measurement affecting the later one. The CTVM protocol avoids this feature. It arose from the general observation that the correlation function depends only on whether $Q$ takes the same sign or opposite signs at the initial and final times [60]. This in turn depends on how many sign changes $Q(t)$ makes during the given time interval. Of course it could change sign many times in general. However, we make the simplifying assumption that in the vast majority of histories, $Q(t)$ changes sign only once. This assumption may seem like a rather restrictive one, but it has been argued that there is in fact a regime in which this assumption is reasonable [13]. A single sign change can then be registered using a weakly coupled "waiting detector", which is designed to click if $Q(t)$ changes sign, but otherwise remains unchanged. Because this protocol involves just a single interaction at some (unknown) time during the given time interval, it is essentially non-invasive, since there are no later measurements to disturb. The only possible source of invasiveness is that the single interaction with the detector when $Q$ changes sign may cause $Q$ to change sign a second time and hence to interact with the detector a second time yielding a false detector result. However, as argued in Ref. [13],
for a weakly interacting detector, the probability for this happening is considerably smaller than the single click probability.

The waiting detector is readily modelled by assuming that the primary system may be assigned a velocity $v=\dot{Q}$ and then weakly coupling this to an ancilla with which it interacts continuously in time. It is readily shown that the ancilla then responds to the quantity

$$
\begin{equation*}
\int_{t_{i}}^{t_{j}} v(t) d t=Q_{j}-Q_{i} \tag{4.1}
\end{equation*}
$$

From this, the correlation function is then readily found from the formula,

$$
\begin{equation*}
\left\langle\left[Q_{j}-Q_{i}\right]^{2}\right\rangle=2\left(1-C_{i j}\right) \tag{4.2}
\end{equation*}
$$

The existence of a velocity is an assumption stronger than what is normally supposed in LG tests (which typically take a "black box" approach to the system and its dynamics as much as possible) but in practice LG tests are carried out on specific systems for which a velocity is readily identified. We will discuss the above two assumptions in more detail in what follows.

The quantum-mechanical implementation of such a protocol will require a Hamiltonian which reflects the characteristics outlined above. We consider the previously defined spin model with $\hat{H}=\omega X / 2$ and operator $\hat{Q}=Z$. We also define a velocity operator $\dot{Q}=\omega Y$. The total system-detector Hamiltonian then for the system (S) and ancilla (A) is

$$
\begin{equation*}
H_{D}=\frac{\omega}{2} X_{S} \otimes I_{A}+\lambda \omega Y_{S} \otimes X_{A} \tag{4.3}
\end{equation*}
$$

The first term represents the evolution under the desired Hamiltonian of the system, and the second term represents the coupling of the velocity operator with $X$ on the second qubit, where $\lambda$ corresponds to the strength of the coupling. The $X$ gate acts as a flipping operator on the ancilla when the ancilla is in the $Z$ basis. The ancilla will be initialized to the +1 eigenstate of $Z(|0\rangle)$ that flips to the -1 eigenstate of $Z(|1\rangle)$ when $Q$ changes sign.

The value of $C_{i j}$ can be extracted from the final value of the ancilla. First note that $H_{D}^{2}=\left(\Omega^{2} / 4\right) I$, where $\Omega=\omega \sqrt{1+4 \lambda^{2}}$. From this it is easy to show that

$$
\begin{equation*}
e^{-i H_{D} t}=\cos \left(\frac{\Omega t}{2}\right) I-\frac{2 i}{\Omega} \sin \left(\frac{\Omega t}{2}\right) H_{D} \tag{4.4}
\end{equation*}
$$

The total state of the system at time $t$ is then

$$
\left|\Psi_{t}\right\rangle=e^{-i H_{D} t}(|\psi\rangle \otimes|0\rangle)
$$

$$
=\hat{A}_{0}(t)|+\rangle \otimes|0\rangle+\hat{A}_{1}(t)|+\rangle \otimes|1\rangle
$$

for

$$
\begin{align*}
& \hat{A}_{0}(t)=\cos \left(\frac{\Omega t}{2}\right) I_{S}-\frac{i \omega}{\Omega} \sin \left(\frac{\Omega t}{2}\right) X_{S}  \tag{4.5}\\
& \hat{A}_{1}(t)=-\frac{2 i \lambda \omega}{\Omega} \sin \left(\frac{\Omega t}{2}\right) Y_{S} \tag{4.6}
\end{align*}
$$

thus the probability of the ancilla being in the state $|1\rangle$ after a time $t$ evolution is

$$
\begin{align*}
p(1) & =\langle+| \hat{A}_{1}(t)^{\dagger} \hat{A}_{1}(t)|+\rangle  \tag{4.7}\\
& =\frac{2 \lambda^{2} \omega^{2}}{\Omega^{2}}(1-\cos (\Omega t)) \tag{4.8}
\end{align*}
$$

For a sufficiently small $\lambda$

$$
\begin{align*}
p(1) & \approx 2 \lambda^{2}(1-\cos (\omega t))  \tag{4.9}\\
& =2 \lambda^{2}\left(1-C_{12}\right) \tag{4.10}
\end{align*}
$$

Thus, $C_{i j}$ can be calculated with a single measurement that determines the probability of $Q$ changing signs over the time interval $\left[t_{i}, t_{j}\right]$.

### 4.2 Experimental design

All the experiments performed in this chapter are carried out using the same experimental parameters described in Section 3.2.

### 4.2.1 Finding parameters

The successful implementation of the CTVM protocol will require selecting values of $\lambda$ and $\omega t$ which satisfy these four criteria:

1. minimize the error from multiple sign changes of $Q$
2. justify the approximation made to determine $C_{i j}$
3. minimize the effect of the back action
4. produce a detectable signal

The first condition depends only on the choice of $\omega t$, the second condition depends only on the choice of $\lambda$ and the last two conditions will depend on both. Our objective in this section is to present a procedure which identifies initial conditions that suitably minimize the sources of error to faithfully implement the CTVM protocol.

## Single sign change

Given that the LGIs are designed to rule out certain types of hidden variables models, we need to assess the assumption of a single sign change of $Q$ from that perspective as well as from a quantum mechanical one. As shown in Ref. [13], in a simple hidden variable model, the value of $Q(t)$ is determined by the direction of a unit vector rotating around a single axis. Our system is evolving under the Hamiltonian $H=\omega X / 2$, i.e. the vector representing the state is rotating with frequency $\omega$ around the $x$-axis. If the vector lies in the half of the hemisphere corresponding to $Q=+1$ then the vector can rotate into the opposite hemisphere but not come back out if the total time of the evolution is less than $\pi / \omega$. Since the measurements are made at regular time intervals, $t\left(t_{3}-t_{2}=t_{2}-t_{1}=t\right)$, then the longest time which we require only one sign change to occur in is $2 t$ (for when determining $C_{13}$ ). Thus in a simple hidden variable description of the system there will be a maximum of one sign change if $\omega t \leq \pi / 2$.

Since we expect our system to conform to the laws of quantum mechanics, we can use a quantum model to determine the fraction of histories where $Q$ will have two sign changes. By using $H=\omega X / 2, Q=Z$ and defining the $Z$ eigenstates by $| \pm\rangle$, the probability that $Q$ takes values of $+1,-1,+1$ at times $0, t, 2 t$ is

$$
\begin{align*}
p_{123}(+,-,+) & \left.\left.=\left|\langle+| e^{-i H t}\right|-\right\rangle\left.\right|^{2}\left|\langle-| e^{-i H t}\right|+\right\rangle\left.\right|^{2}  \tag{4.11}\\
& =\sin ^{4}\left(\frac{\omega t}{2}\right) \tag{4.12}
\end{align*}
$$

and similarly the probability that $Q$ takes the value of +1 at all times will be

$$
\begin{equation*}
p_{123}(+,+,+)=\cos ^{4}\left(\frac{\omega t}{2}\right) \tag{4.13}
\end{equation*}
$$

which gives the ratio of paths with two sign changes to those with none as

$$
\begin{equation*}
\frac{p_{123}(+,-,+)}{p_{123}(+,+,+)}=\tan ^{4}\left(\frac{\omega t}{2}\right) \tag{4.14}
\end{equation*}
$$

This probability is plotted as a function of $\omega t$ in Fig. 4.1.


Figure 4.1: The probability of $Q$ undergoing multiple sign changes as a function of $\omega t$.

## Justifying the $C_{i j}$ approximation

In the derivation of the correlation functions an approxmation is necessarily made that

$$
\begin{equation*}
\sqrt{1+4 \lambda^{2}} \approx 1 \tag{4.15}
\end{equation*}
$$

The degree of the accuracy of this approximation can be considered as another probability of error. To stay true to the spirit of the CTVM protocol we will need to choose a $\lambda$ for which this approximation is reasonable.

## Minimizing back action

As mentioned before we must consider the potential effect of the back action from the ancilla on the system. Consider the probability that an experiment is conducted for time $2 t$ where the expected result for the ancilla is $|1\rangle$ (i.e. one sign change) but due to the effect of back action the detected result is $|0\rangle$. The probability that the ancilla is in the state $|0\rangle \rightarrow|1\rangle \rightarrow|0\rangle$ at times $0, t, 2 t$ follows from Eq.(4.5) to be

$$
\begin{align*}
P_{|0\rangle \rightarrow|1\rangle \rightarrow|0\rangle} & =\langle\psi|\left(\hat{A}_{1}(t)^{\dagger} \hat{A}_{1}(t)\right)^{2}|\psi\rangle  \tag{4.16}\\
& =16 \lambda^{4} \sin ^{4}\left(\frac{\omega t}{2}\right) \tag{4.17}
\end{align*}
$$

similarly the probability that the ancilla is in the state $|0\rangle \rightarrow|1\rangle \rightarrow|1\rangle$ at times $0, t, 2 t$ is

$$
\begin{equation*}
P_{|0\rangle \rightarrow|1\rangle \rightarrow|1\rangle}=\langle\psi|\left(\hat{A}_{0}(t)^{\dagger} \hat{A}_{1}(t)\right)^{2}|\psi\rangle \tag{4.18}
\end{equation*}
$$



Figure 4.2: The probability of error from the back action of the ancilla on the system as a function of $\lambda$ and $\omega t$.

$$
\begin{equation*}
=4 \lambda^{2} \sin ^{2}\left(\frac{\omega t}{2}\right) \tag{4.19}
\end{equation*}
$$

the ratio of these probabilities is

$$
\begin{equation*}
\frac{P_{|0\rangle \rightarrow|1\rangle \rightarrow|0\rangle}}{P_{|0\rangle \rightarrow|1\rangle \rightarrow|1\rangle}}=4 \lambda^{2} \sin ^{2}\left(\frac{\omega t}{2}\right) \tag{4.20}
\end{equation*}
$$

This probability of error from the back action (Eq.(4.20)) is plotted as a function of $\lambda$ and $\omega t$ in Fig. 4.2.

## Producing a detectable signal

For the last two conditions that we considered it was most favourable to minimize $\lambda$ to the furthest degree possible. Unfortunately, as $\lambda$ decreases so to will the probability of measuring the value of $p(1)$ that is required for determining $C_{i j}$. If $p(1)$ is too small then it can not be accurately measured. The error on the measurement occurs on the third decimal place, so we will restrict $p(1) \geq 0.01$. Since experiments are conducted at both time $t$ and $2 t$ we need to consider two values of $p(1)$

$$
\begin{equation*}
p(1)_{t}=\langle 1|\left(\operatorname{Tr}_{1}\left(e^{-i H t} \rho e^{i H t}\right)\right)|1\rangle \tag{4.21}
\end{equation*}
$$



Figure 4.3: The values of $\lambda$ and $\omega t$ for which the value of $p(1)$ from Eq.(4.21) is greater than 0.01 are highlighted in blue.

$$
\begin{equation*}
p(1)_{2 t}=\langle 1|\left(\operatorname{Tr}_{1}\left(e^{-i 2 H t} \rho e^{i 2 H t}\right)\right)|1\rangle \tag{4.22}
\end{equation*}
$$

It is easy to check algebraically that Eq.(4.21) is strictly less than Eq.(4.22). Intuitively this is also straightforward, since a longer time of coupling between the system and the ancilla can only lead to a greater probability of flipping the ancilla. Thus we only need to consider the lower bound on Eq.(4.21). The values of $\lambda$ and $\omega t$ in which Eq.(4.21) is greater than zero are plotted in Fig. 4.3.

## Chosen parameters

Our approach in addressing these different conditions was to first prioritize justifying the approximation from Eq.(4.15) to stay true to the spirit of the initial CTVM proposal. As shown in Fig. 4.3 as our choice of $\lambda$ decreases our choice of $\omega t$ must subsequently increase to maintain having a detectable signal. Subsequently, as depicted in Fig. 4.1 our value of $\omega t$ can only increase so much before the error of multiple sign changes becomes too large. Lastly, as was mentioned the probability of error from the back action remains significantly smaller than the other sources of error for the range of $\omega t$ and $\lambda$ which are feasible. With these considerations in mind we choose a $\lambda=0.11$ and $\omega t=3 \pi / 10$. This provides a probability of error from multiple sign changes of $\approx 0.067$, a probability of error from the back action of $\approx 0.01$, the approximation of $\sqrt{1+4 \lambda^{2}}=1$ being satisfied to with in .02 and the production of a detectable signal.


Figure 4.4: The effect of different values of $\lambda$ on the LG3s.

### 4.2.2 Bounds on the violation

A final consideration that we must take is the effect of our choice of initial conditions on the LG3 violation. As noted, the derivation of the correlation functions with the CTVM protocol requires the approximation $\sqrt{1+4 \lambda^{2}} \approx 1$. If this approximation does not hold exactly, then the theoretical values for $C_{i j}$ from the CTVM protocol will differ to some extent from the ideal values of $C_{i j}=\cos (\omega t)$. The larger this difference is the greater of a violation of the LG3s we must have for the source of this violation to not be caused by the approximation. Fig. 4.4 compares the LG3s constructed using the ideal $C_{i j}$ with those constructed using the theoretical correlation functions of the CTVM protocol for different choices of $\lambda$. For the first LG3 in Fig. 4.4 the greater values of $\lambda$ create larger violations of the inequality but for the second LG3 the opposite is true. Thus, we only need to worry about potential violations coming from non-zero $\lambda$ for the first case. For our choice of $\lambda=0.11$ and $\omega t=3 \pi / 10$ the LG3 is 0.0028 less than the ideal value. So to have a violation of the LG3s we will need to use a bound of -0.0028 instead of 0 .

### 4.2.3 Pulse sequence components

As was done in the previous chapter, we will first group together different pulse sequences into components and label these components according to their function. We will then use these components to construct pulse sequences which are easier to interpret. In this chapter we will use the same notation defined in Section 3.2.2 for all of the individual pulses and gradients $(X(n), Y(n), Z Z(n), \mathcal{G}$ and $\mathcal{D})$.

The CTVM protocol will require one of the components that was defined in the previous


Figure 4.5: The pulse sequence used to implement the system-detector evolution. The parameters $\alpha_{1}=4.9751, \beta_{1}=1.8335$ and $\gamma_{1}=0.1035$ are used for implementing $U_{v 1}$ and the parameters $\alpha_{2}=5.2433, \beta_{2}=2.1018$ and $\gamma_{2}=0.1998$ are used for implementing $U_{v 2}$. x
set of experiments. Namely, it will require the state preparation procedure $\mathcal{P}_{2}$, for preparing the initial state $\rho_{2}$. Recall that $\mathcal{P}_{2}$ consists of the full pulse sequence that takes the thermal state to the initial state $\rho_{2}$.

In addition to this, the pulse sequence for implementing the CTVM protocol will also require a component for implementing the system-detector set up for times $t$ and $2 t$. The Hamiltonian for the system-detector evolution was given in Eq.(4.3) as $H_{D}$. Thus, implementing the system-detector evolution requires constructing a pulse sequence whose full evolution is equal to $U_{v 1}=e^{-i H_{D} t}$ for the coupling of time $t$ and another whose evolution is equal to $U_{v 2}=e^{-i H_{D} 2 t}$ for the coupling of time $2 t$. The pulse sequences for implementing $U_{v 1}$ and $U_{v 2}$ are both provided in Fig. 4.5. It is readily shown that the full evolution of these systems is equal to $e^{-i H_{D} t}$ and $e^{-i H_{D} 2 t}$ respectively.

### 4.2.4 Third set of experiments

The third set of experiments will consist of six pulse sequences which are depicted in Fig. 4.6. The CTVM and INM protocols are used to measure the correlators and not the expectation values. As such, experiments (19-21), used for determining the values $\left\langle Q_{i}\right\rangle$ in the third set of experiments, are identical to experiments (10-12), used for the same purpose in the second set of experiments. In experiments (22-24) the initial state is prepared and is then coupled to the ancilla through the system-detector component for different time intervals. The ancilla qubit is then measured to determine $C_{i j}$ as outlined in Section 4.1.

### 4.3 Experimental results

The experimental data from the third sets of experiments is provided in Table 4.2. The results from this table are used to calculate the values of $\left\langle Q_{i}\right\rangle$ and $C_{i j}$, which are provided

Expectation Values


Figure 4.6: The pulse sequences for the third set of experiments. Experiments 19-21 are used to measure the values of $\left\langle Q_{i}\right\rangle$ and experiments 22-24 are used to measure $C_{i j}$.
in Table 4.3. These tables also include two simulated values for comparison. The ideal simulations use ideal pulses and assume no natural decoherence. The noisy simulations account for the added effect of the systems Hamiltonian when pulses are being applied and also approximate the effect of the natural decoherence of the system.

Two values are provided for the result of each of the experiments. For experiments 19-21 these are the two diagonal elements of the first qubits density matrix. As shown in Section 3.3, these values are sufficient for determining $\left\langle Q_{i}\right\rangle$. For experiments 22-24 these are the two diagonal elements of the second qubits density matrix. Unlike the INM protocol, the CTVM protocol only requires two values to determine $C_{i j}$. As shown from Eq.(4.10) the value of $C_{i j}$ for some general state $\rho\left(t_{i}\right)=\left[\begin{array}{cc}a & b \\ b^{*} & (1-a)\end{array}\right]$ can be determined from only the diagonal entries of the ancilla qubit.

$$
\begin{align*}
C_{i j} & =1-\frac{p(1)}{2 \lambda^{2}}  \tag{4.23}\\
& =1-\frac{(1-a)}{2 \lambda^{2}} \tag{4.24}
\end{align*}
$$

The measured values of $\left\langle Q_{i}\right\rangle$ and $C_{i j}$ from Table 4.3 were then used to determined the LG2s and LG3s for the third set of experiments. The numerical results for the LG2s and LG3s are provided for the third set of experiments in Table 4.4. Table 4.4 also contains the experimental values from the second set of experiments for comparison. The LG2s and LG3s for the second and third set of experiments are also plotted, side by side, in Fig. 4.7.

The key points of the experimental results are as follows: As seen in Table 4.4 and Fig. 4.7, the second and third set of experiments give comparable results for the values

|  | I | N | E |
| :---: | :---: | :---: | :---: |
| Third set of experiments |  |  |  |
| $(19)$ | 0.6546 | 0.6527 | $0.6484 \pm 0.01$ |
|  | 0.3455 | 0.3473 | $0.3516 \pm 0.01$ |
| $(20)$ | 0.5908 | 0.5913 | $0.5892 \pm 0.01$ |
|  | 0.4092 | 0.4087 | $0.4107 \pm 0.01$ |
| $(21)$ | 0.4523 | 0.4558 | $0.4692 \pm 0.01$ |
|  | 0.5477 | 0.5442 | $0.5307 \pm 0.01$ |
| $(22)$ | 0.9901 | 0.9889 | $0.9883 \pm 0.01$ |
|  | 0.0990 | 0.0111 | $0.0117 \pm 0.01$ |
| $(23)$ | 0.9901 | 0.9889 | $0.9885 \pm 0.01$ |
|  | 0.0990 | 0.0111 | $0.0115 \pm 0.01$ |
| $(24)$ | 0.9688 | 0.9691 | $0.9704 \pm 0.01$ |
|  | 0.0312 | 0.0309 | $0.0296 \pm 0.01$ |

Table 4.2: The experimental data from the third set of experiments. The diagonal elements of the first qubits density matrix are recorded for experiments 19 to 21 . The diagonal elements of the second qubits density matrix are recorded for experiments 22 to 24 (Experiment number (Exp. \#), Ideal simulated (I), Noisy simulated (S) Experimentally determined (E)).
of $C_{i j}$ while also provide the same violation and satisfaction of the LG2s and LG3s. As calculated in Section 4.2.1, the LG3 violation for the CTVM protocol must violate the LGI bound by an extra value of 0.0028 for the violation to not be a result of the strength of the coupling constant, which they do.

### 4.4 Conclusion

The purpose of this work in this chapter was to implement a new type of non-invasive measurement protocol and compare it to the standard ideal negative measurement protocol. To achieve this we performed the first implementation of the continuous in time velocity measurement protocol for determining correlation functions, a non-invasive technique very different to the usual ideal negative measurement protocol and with the advantage that it involves a different set of assumptions. First, it assumes that enough is known about the

|  | I | N | E |
| :---: | :---: | :---: | :---: |
| Second Set of Experiments |  |  |  |
| Expectation values |  |  |  |
| $\left\langle Q_{1}\right\rangle$ | 0.3090 | 0.3054 | $0.2967 \pm 0.02$ |
| $\left\langle Q_{2}\right\rangle$ | 0.1816 | 0.1798 | $0.1787 \pm 0.02$ |
| $\left\langle Q_{3}\right\rangle$ | -0.0955 | -0.0884 | $-0.0615 \pm 0.02$ |
| Correlators (INM) |  |  |  |
| $C_{12}$ | 0.5878 | 0.5862 | $0.5703 \pm 0.03$ |
| $C_{23}$ | 0.5878 | 0.5862 | $0.5615 \pm 0.02$ |
| $C_{13}$ | -0.3090 | -0.3083 | $-0.2901 \pm 0.02$ |
| Third Set of Experiments |  |  |  |
| Expectation values |  |  |  |
| $\left\langle Q_{1}\right\rangle$ | 0.3090 | 0.3054 | $0.2967 \pm 0.02$ |
| $\left\langle Q_{2}\right\rangle$ | 0.1816 | 0.1798 | $0.1787 \pm 0.02$ |
| $\left\langle Q_{3}\right\rangle$ | -0.0955 | -0.0884 | $-0.0615 \pm 0.02$ |
| Correlators (CTVM) |  |  |  |
| $C_{12}$ | 0.5890 | 0.5422 | $0.5248 \pm 0.07$ |
| $C_{23}$ | 0.5890 | 0.5421 | $0.5149 \pm 0.08$ |
| $C_{13}$ | -0.2897 | -0.2769 | $-0.2376 \pm 0.08$ |

Table 4.3: The values of $\left\langle Q_{i}\right\rangle$ and $C_{i j}$ and calculated from the second and third set of experiments (Ideal simulated (I), Noisy simulated (S) Experimentally determined (E)). Note that the second and third set of experiments use the same protocol for measuring $\left\langle Q_{i}\right\rangle$ and thus as expected return the same measured results.

| Label | Inequality | INM | CTVM |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | E | I | N | E |
| 2.1 | $1+\left\langle Q_{1}\right\rangle+\left\langle Q_{2}\right\rangle+C_{12} \geq 0$ | $2.046 \pm 0.04$ | 2.080 | 2.030 | $2.012 \pm 0.08$ |
| 2.2 | $1-\left\langle Q_{1}\right\rangle+\left\langle Q_{2}\right\rangle-C_{12} \geq 0$ | $0.312 \pm 0.04$ | 0.284 | 0.335 | $0.352 \pm 0.08$ |
| 2.3 | $1+\left\langle Q_{1}\right\rangle-\left\langle Q_{2}\right\rangle-C_{12} \geq 0$ | $0.548 \pm 0.04$ | 0.538 | 0.581 | $0.598 \pm 0.08$ |
| 2.4 | $1-\left\langle Q_{1}\right\rangle-\left\langle Q_{2}\right\rangle+C_{12} \geq 0$ | $1.095 \pm 0.04$ | 1.098 | 1.054 | $1.037 \pm 0.08$ |
| 2.5 | $1+\left\langle Q_{2}\right\rangle+\left\langle Q_{3}\right\rangle+C_{23} \geq 0$ | $1.679 \pm 0.03$ | 1.675 | 1.636 | $1.609 \pm 0.09$ |
| 2.6 | $1-\left\langle Q_{2}\right\rangle+\left\langle Q_{3}\right\rangle-C_{23} \geq 0$ | $0.198 \pm 0.03$ | 0.134 | 0.187 | $0.214 \pm 0.09$ |
| 2.7 | $1+\left\langle Q_{2}\right\rangle-\left\langle Q_{3}\right\rangle-C_{23} \geq 0$ | $0.679 \pm 0.03$ | 0.688 | 0.729 | $0.756 \pm 0.09$ |
| 2.8 | $1-\left\langle Q_{2}\right\rangle-\left\langle Q_{3}\right\rangle+C_{23} \geq 0$ | $1.444 \pm 0.03$ | 1.503 | 1.448 | $1.421 \pm 0.09$ |
| 2.9 | $1+\left\langle Q_{1}\right\rangle+\left\langle Q_{3}\right\rangle+C_{13} \geq 0$ | $0.945 \pm 0.03$ | 0.924 | 0.940 | $0.979 \pm 0.08$ |
| 2.10 | $1-\left\langle Q_{1}\right\rangle+\left\langle Q_{3}\right\rangle-C_{13} \geq 0$ | $0.932 \pm 0.03$ | 0.885 | 0.883 | $0.844 \pm 0.08$ |
| 2.11 | $1+\left\langle Q_{1}\right\rangle-\left\langle Q_{3}\right\rangle-C_{13} \geq 0$ | $1.648 \pm 0.03$ | 1.694 | 1.671 | $1.632 \pm 0.08$ |
| 2.12 | $1-\left\langle Q_{1}\right\rangle-\left\langle Q_{3}\right\rangle+C_{13} \geq 0$ | $0.475 \pm 0.03$ | 0.497 | 0.506 | $0.546 \pm 0.08$ |
| 3.1 | $1+C_{12}+C_{23}+C_{13} \geq 0$ | $1.842 \pm 0.04$ | 1.888 | 1.807 | $1.802 \pm 0.1$ |
| 3.2 | $1-C_{12}-C_{23}+C_{13} \geq 0$ | $-0.422 \pm 0.04$ | -0.468 | -0.361 | $-0.277 \pm 0.1$ |
| 3.3 | $1+C_{12}-C_{23}-C_{13} \geq 0$ | $1.299 \pm 0.04$ | 1.290 | 1.277 | $1.248 \pm 0.1$ |
| 3.4 | $1-C_{12}+C_{23}-C_{13} \geq 0$ | $1.281 \pm 0.04$ | 1.290 | 1.277 | $1.228 \pm 0.1$ |

Table 4.4: The values of the LG2s and LG3s constructed from the third set of experiments. The labels in green highlight which inequalities were satisfied and the labels in red highlight which were violated (Ideal simulated (I), Noisy simulated (S) Experimentally determined (E)).


Figure 4.7: The values of the LG2s and LG3s constructed from the second and third set of experiments with their corresponding error bars. The labels in green highlight which inequalities were satisfied and the labels in red highlight which were violated.
system to be able to identify the velocity corresponding to $Q$. Second, it assumes that the time intervals involved are sufficiently short so that, to a high probability, $Q$ will change sign only once. Lastly, it assumes that the coupling between the primary system and detector is sufficiently small that the back reaction of the detector on the future system dynamics is negligible. We argued that these three assumptions are easy to justify in the system we studied. In particular there is a regime in which they are satisfied in which there are also significant violations of the LG inequalities. Furthermore, we also found that in its domain of validity, the CTVM protocol agreed with the ideal negative measurement protocol.

A natural improvement of the CTVM protocol would be to use a detector with more than the two states used here. This would decrease the probability of error from multiple sign changes. This may be explored in future works.

## Chapter 5

## Conclusion and discussion

We conclude this thesis with an overview of the conclusions that were outlined in Sections 3.4 and 4.4 and a broader discussion on the content of this thesis.

### 5.1 Review of Ch. 3 and Ch. 4 conclusions

The purpose of the experiments in this work were twofold: to provide a more complete test of macroscopic realism using an augmented LG framework; to implement a new type of noninvasive measurement protocol and compare it to the standard ideal negative measurement protocol. To date, LGI experiments have tested a set of conditions for MR formulated entirely in terms of temporal correlation functions at three pairs of times. These conditions for MR are necessary but not sufficient. The augmented LG inequalities considered here include an additional set of two-time inequalities which also involve the averages, $\left\langle Q_{i}\right\rangle$, and lead to a set of conditions which are both necessary and sufficient. In this work we showed how these conditions for MR could be tested experimentally. We exhibited experimentally situations in which the LG2s were satisfied but the LG3s violated, a natural parallel to the Bell case. We also exhibited situations in which the LG3s were satisfied but the LG2s violated, the key case in which the original LG framework based solely on LG3s fails to pick up violations of MR.

In this work we also performed the first implementation of the continuous in time velocity measurement protocol for determining correlation functions, a non-invasive technique very different to the usual ideal negative measurement protocol and with the advantage that it involves a different set of assumptions. First, it assumes that enough is known
about the system to be able to identify the velocity corresponding to $Q$. Second, it assumes that the time intervals involved are sufficiently short so that, to a high probability, $Q$ will change sign only once. Lastly, it assumes that the coupling between the primary system and detector is sufficiently small that the back reaction of the detector on the future system dynamics is negligible. We argued that these three assumptions are easy to justify in the system we studied. In particular there is a regime in which they are satisfied in which there are also significant violations of the LG inequalities. Furthermore, we also found that in its domain of validity, the CTVM protocol agreed with the ideal negative measurement protocol.

A natural improvement of the CTVM protocol would be to use a detector with more than the two states used here. This would decrease the probability of error from multiple sign changes. This will be explored in future works.

### 5.2 Discussion

There are three pertinent matters to address in this closing section.
Firstly, the testing of violations of the Leggett-Garg inequalities is only a technique for determining whether a system is behaving in accordance with the assumptions of macroscopic realism. It was not the purpose of this work to provide a "decisive" violation of macroscopic realism. The purpose of this work was to further refine the Leggett-Garg technique by addressing two of its contemporary challenges, discussed above. The first aim of this paper (the testing of sufficient conditions for macroscopic realism) is only related to and not entirely parallel with the aim of finding a decisive test. A decisive test, in theory, would only require a violation of any one of the LG2s or LG3s. What exploring this augmented framework does is show that one must be cautious of false positive results which could occur from tests involving only the original LG3 framework. On the other hand, the second aim of this paper is in a more direct way related to the aim of a "decisive" test. As more macroscopically non-invasive measurement protocols which are formulated on differing assumptions are developed, tested and shown to agree, the argument for the clumsiness loophole applying to all of them in the same manor becomes a much weaker argument. This strategy can be thought of as a way of asymptotically closing out the clumsiness loophole, and not as one for creating a definitive closure to it.

Secondly, it is not true that a system which violates the Leggett-Garg inequalities, and thus macroscopic realism, is behaving quantum mechanically. The Leggett-Garg inequalities have been used in this fashion, but there is nothing that rules out the possibility of an
object not obeying macroscopic realism but also not necessarily being quantum mechanical. An argument can likely be made that a system which violates the Leggett-Garg inequalities is more likely to be behaving quantum mechanically than one which does not, but again, it is not a conclusive test, nor was it designed to be. There are many assumptions which are made of the macroscopic world and there are also many assumptions which are made of the quantum world. Testing combinations of these differing assumptions can only lead to greater insights into the nature of these worlds and their potential relationships.

Lastly, the question of violating realism still is an exciting area of research at different levels. Firstly, it remains interesting at a highly theoretical level. In this work we reviewed how John Bell, Anthony Leggett and Anupam Garg were able to create testable conditions for the notion of realism by enjoining realism with other assumptions. This leaves one to wonder what other assumptions could be tied to realism to formulate other testable conditions. Furthermore, it would be fascinating to see if any parallels exist between these enjoined assumptions (the two so far being locality and the non-invasiveness of measurements). At a less philosophical and more mathematical level, it would be interesting to compare the different conditions for violating realism using some common mathematical notation. The pseudo-density matrix formalism is one potential candidate for a space in which the the Leggett-Garg inequalities and the no-signalling in time conditions (another test of macroscopic realism mentioned in this work) could be compared. One could go one step further and use this formulation to find insights into the similarities and differences between the Leggett-Garg and Bell inequalities. For example, is their some difference that can be found in their representation as pseudo-density matrices which reflects the lack of Fine's theorem in the Leggett-Garg model. Lastly, at an experimental level there are still questions which could be explored. The criticisms of certain measurement protocols and their associated challenges with their implementations signal that it may be of interest to develop other protocols. Lastly, testing the Leggett-Garg inequalities in higher dimensions (LG4s, LG5s etc...) would also be of interest to explore.
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[^0]:    ${ }^{1}$ In their original argument the spins are formed in the singlet spin state (i.e. the spin are in opposite directions). The EPR paradox follows exactly the same for the triplet and singlet states.

[^1]:    ${ }^{2}$ These inequalities can be derived even if $Q$ is not dichotomous so long as it is bounded by $|Q| \leq 1$ [44, 45].

[^2]:    ${ }^{1}$ In most quantum computing experiments we are concerned with only spin $\frac{1}{2}$ nuclei which means that the electric component of this interaction is zero

[^3]:    ${ }^{2}$ (e.g. $Z^{1}=Z \otimes I \otimes \ldots \otimes I$ or $\left.Z^{3}=I \otimes I \otimes Z \otimes I \otimes \ldots \otimes I\right)$

[^4]:    ${ }^{3}$ Consider an $n$ qubit experiments where the signal is being measured on the $l$ th qubit. The Pauli matrix terms consisting of an $X$ or $Y$ on the $l$ th qubit along with any other combination of $I$ and $Z$ on other qubits can be observed.

