
 

 

 

 

 

 

Exploring associations between response inhibition and emotion: Effects of valence, motivation, 

information processing style and emotional reactivity 

by 

Martyn Sean Gabel 

 

A thesis 

Presented to the University of Waterloo 

in fulfillment of the 

thesis requirement for the degree of 

Doctor of Philosophy 

in 

Psychology 

 

Waterloo, Ontario, Canada, 2021 

©Martyn Sean Gabel 2021 



ii 
   

Examining Committee Membership 

The following served on the Examining committee for this thesis. The decision of the Examining 

Committee is by majority vote. 

 

External Examiner    John Eastwood, Ph.D. 

Supervisor     Tara McAuley, Ph.D. 

Internal Members    Jonathan Oakman, Ph.D. 

      Christine Purdon, Ph.D. 

Internal-External Member   Jesse Hoey, Ph.D. 

  



iii 
   

Author’s Declaration 

This thesis consists of material all of which I authored or co-authored: see Statement of 

Contributions included in the thesis. This is a true copy of the thesis, including any required final 

revisions, as accepted by my examiners. 

I understand that my thesis may be made electronically available to the public. 

  



iv 
   

Statement of Contributions 

Martyn Gabel was the sole author for the General Introduction and the General Discussion, 

which were written under the supervision of Dr. Tara McAuley and were not written for 

publication.  

This thesis consists in part of three manuscripts written for publication. Exceptions to sole 

authorship of material are as follows: 

Research presented in Study 1: 

This research was conducted at the University of Waterloo by Martyn Gabel under the 

supervision of Dr. Tara McAuley. Martyn Gabel designed the study with the consultation of Dr. 

Tara McAuley. Data was collected by Martyn Gabel, Meagan Koufas and Bawan Gosal. Martyn 

Gabel conducted data analyses and drafted the manuscript which Dr. Tara McAuley contributed 

intellectual input and consulted on data analyses. 

Citation: Gabel, M. S., & McAuley, T. (2020). React to act: Negative mood, response inhibition, 

and the moderating role of emotional reactivity. Motivation and Emotion, 44(6), 862-869. 

Research presented in Study 2: 

This research was conducted at the University of Waterloo by Martyn Gabel under the 

supervision of Dr. Tara McAuley. Martyn Gabel designed the study with the consultation of Dr. 

Tara McAuley. Data was collected by Netri Kalra and Martyn Gabel. Martyn Gabel conducted 

data analyses and drafted the manuscript which Dr. Tara McAuley contributed intellectual input 

and consulted on data analyses. 



v 
   

Citation: Gabel, M. S., & McAuley, T. (In preparation). Why might negative mood help or 

hinder inhibitory performance? An exploration of thinking styles using a Navon induction.  

Research presented in Study 3: 

This research was conducted at the University of Waterloo by Martyn Gabel under the 

supervision of Dr. Tara McAuley. Martyn Gabel designed the study with the consultation of Dr. 

Tara McAuley. Data was collected by Agampreet Kaur, Valeria Navarrete and Martyn Gabel. 

Martyn Gabel conducted data analyses and drafted the manuscript which Dr. Tara McAuley 

contributed intellectual input and consulted on data analyses. 

Citation: Gabel, M. S., & McAuley, T. (In preparation). The influence of affective and 

motivational states on response inhibition performance. 

As lead author of these three studies, I was responsible for conceptualizing study design and/or 

data analytic planning, carrying out data analyses, and drafting manuscripts. Dr. Tara McAuley 

provided guidance and/or input during each step of the research and provided feedback on draft 

manuscripts. 

 

 

 

 

  



vi 
   

Abstract 

Several theoretical accounts postulate an influence of mood on response inhibition, a central 

component of executive function (EF) that refers to withholding pre-potent responses that are 

inappropriate within a particular goal-context. The first of these accounts, cognitive load theory, 

assumes that all emotional arousal (positive or negative) places demands on EF via task-

unrelated thoughts and thus increased emotional experience is more likely to decrease EF 

performance. The mood-as-information theory suggests that negative mood indicates threat and 

promotes an analytic thinking style which will improve EF skills, such as response inhibition, 

that should benefit from a more analytic approach to information processing, whereas positive 

mood stimulates a heuristic thinking style which will have the converse effect. Finally, 

motivational accounts suggest that emotional valence (positive vs. negative) is less important 

than the underlying motivational system that is engaged through the emotional experience. 

Herein, it is predicted that response inhibition will be bolstered by approach motivation (e.g., 

anger, curiosity) but hindered by avoidance motivated experiences (e.g., anxiety). Given 

inconsistent research findings in the literature regarding the interplay of mood and response 

inhibition, my master’s research examined emotional reactivity as a potential moderator of this 

relationship. Emotional reactivity is stable trait that denotes the typical rapidity, intensity, and 

duration of an emotional response. It was predicted that individuals who experience stronger, 

more frequent, and longer-lasting negative emotions (i.e., those higher in reactivity) would be 

more accustomed to the experience of a negative mood and thus able to utilize an analytic 

thinking style to enhance their inhibitory performance without experiencing an associated 

increase in cognitive load – whereas the opposite would occur for those lower in reactivity 

(leading to a decrement in inhibitory performance). The interaction of emotional reactivity and 
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negative affect emerged as a significant predictor of response inhibition in the way that was 

hypothesized. The current dissertation aimed to replicate and extend these findings. Study 1 was 

conceptually similar to my master’s research but used an experimental design to induce negative 

and positive mood states (vs. exploring naturally occurring fluctuations in mood). Similar to 

results from my master’s research, participants lower in reactivity performed more poorly on a 

task of response inhibition with increasing levels of negative mood while those higher in 

reactivity demonstrated the opposite trend. Additionally, individuals lower in reactivity 

performed more poorly in the negative mood condition than in the positive mood condition while 

those higher in reactivity performed comparably across conditions. These findings further 

support emotional reactivity as a moderator of the mood-inhibition relationship and are 

consistent with the suggestion that negative mood may promote an analytic thinking style that 

can be utilized by individuals who are accustomed to unpleasant emotional experiences (i.e., 

high reactive individuals) but engenders greater cognitive load for those who are not (i.e., low 

reactive individuals). The affective certainty model, which predicts interference in EF tasks when 

moods are trait-inconsistent emerged as a model that shared consistency with these results and 

was compatible with both the mood-as-information and cognitive load theories. Predictions 

stemming from mood-as-information theory were more directly assessed in Study 2, which 

manipulated thinking style (analytic vs. heuristic) through a Navon-like induction. In the 

heuristic condition, based on the finding that people are generally in a positive mood state and 

that consequently they tend to employ a heuristic thinking style it was predicted that there would 

be a replication of the interaction from my master’s research where negative affect would instill 

cognitive load for low but not high reactive individuals. Consistent with this prediction, as well 

as findings from Study 1 and my master’s work, increasing negative affect was associated with 
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better inhibitory performance for individuals higher in reactivity while those lower in reactivity 

demonstrated the opposite trend. In the analytic condition, it was predicted that focusing on local 

information would engender an analytic thinking style which would be enhanced by negative 

affect and override cognitive load instilled by this affective state. Consistent with this prediction, 

participants’ performance improved with increasing levels of negative affect regardless of 

emotional reactivity. In neither condition, however, was there compelling evidence that the 

pattern of results could be attributed to the manipulation of thinking style. Finally, Study 3 tested 

predictions following from motivational accounts of affective influences on EF by inducing 

emotions (anger, anxiety and boredom) that tap into differing motivational systems (approach vs. 

avoidance). Contrary to my hypothesis, response inhibition was comparable across conditions. 

However, when negative arousal was considered in the model, the anxiety and anger conditions 

diverged such that as negative affect increased in the anxiety condition performance worsened. 

Conversely, as negative affect increased in the anger condition performance improved. 

Emotional reactivity was not predictive of performance across conditions. Findings across 

studies in my doctoral work find consistent support for the affective certainty and cognitive load 

hypotheses. Study 2 provided partial support for the mood-as-information theory while Study 3 

found partial support for the motivational accounts of the EF-mood relationship. Overall, results 

help to explain inconsistent research findings with the inclusion of an individual differences 

factor, emotional reactivity, which emerged as a powerful moderator that makes divergent 

predictions about the effects of affect on response inhibition based on what is affectively normal 

at an individual level.    
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Chapter 1: Introduction 

Affect 

Affect has been defined as a “neurophysiological state consciously accessible as the 

simplest raw (nonreflective) feelings evident in moods and emotions” (Russell, 2003, p. 148). 

Mood and emotions both emerge from this common affective basis; however, moods typically 

involve complex amalgamations of affective experience which are less intense, longer lasting, 

and lack a well-defined object of reference when compared with emotions (Larsen, 2000; Russell 

& Barret, 1999). 

A four-factor circumplex model of affect was originally postulated by Russell (1980) and 

included factors of pleasure, excitement, arousal and contentment. This model postulates that 

both negative and positive affective states vary in their degree of physiological arousal and 

satisfaction. The factors in this model thus reflect combinations of arousal and pleasure, which 

are not explicitly teased apart. In subsequent work, Russell and colleagues (Russell, 2003; 

Russell & Barret, 1999) proposed a model of core affect that includes two bipolar factors of 

activation (arousal) and pleasure (valence) as well as one vertical dimension that differentiates 

amongst prototypical emotional episodes (e.g., fear vs. terror). In this model, core affect 

represents an ever-present dynamic system of emotional experience that is conceptually similar 

to notions of mood when considered on a longer time-course and supplies individuals with 

emotional information that may engage different motivational systems that guide goal-oriented 

behaviour (i.e., avoidance vs. engagement with a stimulus). 

Fight or flight are fundamental examples of approach and avoidance behaviours, 

respectively. Herein, affect is essential in rapid prediction of our environment and engagement in 

subsequent adaptive behaviour (Barrett & Bar, 2009). As an example, a form that resembles a 
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predator stimulates high arousal, negative valence and avoidance motivation which indicates 

threat and would likely lead to a flight or freeze response. The repeated pairing of a prediction 

(e.g., threat from predatory features) with a response (e.g., flight) strengthens the association 

between the two to create mental shortcuts or heuristics for dealing with various situations. Once 

the response to the stimulus becomes pre-potent, it requires either a natural extinction of this 

response (i.e., repetitive exposure to that stimulus without the predicted response) or a more 

effortful interference of that process via executive function to break it down (Delgado et al., 

2008). 

Executive Function 

Executive function (EF) is an umbrella term for inter-related skills that are used to self-

regulate one’s thoughts and behaviours to attain goals (Alvarez & Emory, 2006). Several 

conceptualizations of EF have been put forth varying in the number, nature, and organization of 

skills that are identified (Goldstein et al., 2014). One widely accepted model is the unity and 

diversity framework initially proposed by Miyake and colleagues in 2000 and refined in 2012 

(Miyake et al., 2000; Miyake & Friedman, 2012). In this model, EF is conceptualized as 

hierarchically organized skills in which lower levels support increasingly complex, higher-order 

behaviours. The most foundational skill is response inhibition (also referred to as ‘common EF’), 

which entails withholding responses that are pre-potent yet inappropriate within a particular 

goal-context. Response inhibition as a skill is marked by a balance between speed in responding 

when it is needed and accuracy in inhibiting a response when appropriate. Not responding when 

it is required and responding when it is inappropriate can both be detrimental in quickly adapting 

to novel situations. Evidence for the primacy of response inhibition vis-à-vis other executive 

skills comes from latent modeling of adult task performance (Miyake et al., 2012) and 
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developmental research identifying it as the first executive skill to emerge and fully mature (Bell 

& Fox, 1992; Huizinga et al., 2006). Inhibition, in turn, supports two executive skills that are 

also viewed as core components of EF: working memory (Baddeley & Hitch, 1974), which 

actively monitors, represents, and updates goal-relevant information, and switching (Monsell, 

2003), which involves flexibly shifting attention between tasks or mental sets for the purpose of 

goal attainment. Response inhibition, working memory, and shifting promote other executive 

skills, like planning, organization, self-monitoring, and emotion regulation – all of which are 

necessary for behaving adaptively in the real-world (Harms et al., 2014; Koechlin, 2016; 

Pugliese et al., 2015).  

An important function served by response inhibition is that it allows for a recalibration of 

heuristics created through punishment or reward reinforcement when a heuristic is inappropriate 

given the goal-context. Alternatives to these heuristics may be considered via working memory 

and alternate behaviours that are more adaptive or rewarding can be implemented via switching. 

In other words, response inhibition is the aspect of EF that signifies conflict between our 

prediction system and behaviour that would be more situationally appropriate. Thus, while 

reward and punishment reinforcement via affective systems creates predictive shortcuts, 

response inhibition involves withholding shortcuts that are inappropriate given the situation. 

Executive Function and Affect 

Accordingly, we can see how response inhibition and affect might interact to predict 

adaptive behaviour. Affective systems can be extremely helpful in allowing for quick and 

efficient processing of information which requires little effort. For example, putting one foot in 

front of the other on a well-known trail helps move us forward without bombarding us with 

uncertainty about our next step. If, however, our environment is more uncertain (e.g., novel, 
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dangerous) we may need to inhibit this heuristic response to minimize the potential for harm 

(Pessoa, 2009). This would call for an inhibition of this heuristic and adoption of a more cautious 

or analytic approach which is beneficial in the sense that it will aid in reducing harm when it is 

situationally adaptive to do so. Utilizing the same example, looking at where your foot is going 

to be placed before putting it down or planning your next couple of steps before taking them on a 

difficult part of the trail. Through this example, we can see that the interaction of affective 

(heuristic) and response inhibitory (analytic) processes are helpful for effectively approaching an 

ever-changing environment. Theoretical perspectives regarding the interplay of affect and EF are 

summarized below.   

Cognitive Load Theory 

         Cognitive load theory suggests that both positive and negative affect engage working 

memory (e.g., through emotion regulation), which limits available resources that could be 

utilized for EF tasks. In other words, any kind of affective experience increases the likelihood 

that there will be a decrement in the application of executive skills. A review conducted by 

Mitchell and Phillips (2007) noted that little work had examined the interplay of EF and negative 

affect at that time. However, their review identified instances in which positive moods had 

varying affects on EF depending on the executive skill under consideration (e.g., generally 

positive for creativity, negative for working memory, and mixed for response inhibition). Based 

on available evidence regarding the association of positive affect and EF, Mitchell and Phillips 

(2007) concluded that there was insufficient empirical support for cognitive load theory. 

Although not directly related to EF, Seibert and Ellis (1991) found that task-irrelevant thoughts 

on a memory recall task were significantly higher in positive and negative mood induction 

conditions than in a neutral mood condition. Memory recall was also significantly better in the 
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neutral condition than in the positive or negative mood conditions. Finally, they found that the 

negative relationship between task-irrelevant thoughts and recall performance was linear across 

all three mood conditions. Taken together, these findings suggest that cognitive load is likely 

imposed through mediating mechanisms, such as task-irrelevant thoughts, that are amplified 

through positive and negative arousal. More recent research by Curci and colleagues (2013) has 

tested this hypothesis of cognitive load instilled through rumination by examining performance 

on a task of working memory in negative and neutral mood conditions. Working memory 

performance at post-test was lower and ruminative thoughts were higher in the negative mood 

condition. Moreover, rumination fully mediated the relationship between negative emotional 

experience and working memory performance across conditions. As such, it is thought that 

cognitive load is imposed by affect through a mediating mechanism such as task-irrelevant 

thoughts or rumination which likely increases with the level of emotional arousal experienced. 

Therefore, it is thought that positive and negative affect will only instill cognitive load through 

these mediating mechanisms, but it also stands to reason that at extreme levels of arousal (e.g., 

terror, elation) both positive and negative affect would interfere with EF. Given that the studies 

within this dissertation look at natural variations in mood and induced affective states within a 

lab-setting, we anticipate that cognitive load will only be incurred through task-irrelevant 

thoughts activated via mood. 

Mood-as-Information Theory  

In contrast to cognitive load theory, mood-as-information theory suggests that affect has 

the potential to help or hinder EF pending the nature of both the affective state and executive 

skill (Schwarz & Clore, 2003). According to this perspective, negative mood indicates the 

presence of threat and shifts individuals to a more analytic processing style whereas positive 
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mood signifies the absence of threat and induces individuals to a more heuristic processing style. 

Considerable work has demonstrated that moods influence information processing in the manner 

suggested by mood-as-information theory. For example, Park and Banaji (2000) demonstrated 

that individuals in negative mood states were more analytic and individuals in positive moods 

were more heuristic in how they processed information. Consistent results were reported by 

Gasper and Clore (2002), who found that participants in a negative mood condition exhibited a 

strong bias towards processing information analytically. They also found that their neutral mood 

condition resulted in high positive mood, which led to a heuristic bias towards processing 

information. This latter finding is consistent with the suggestion that when mood is not actively 

manipulated, individuals tend to experience more positive than negative affect overall and a 

tendency for information to be processed more heuristically (Diener & Diener, 1996; Xu et al., 

2019). Further support for this view comes from the seminal work of David Navon (1977). 

Although he did not manipulate mood, his research established that individuals naturally 

demonstrate a heuristic information processing bias when presented with stimuli that are 

incongruent at the global and local levels (e.g., a large ‘n’ made up of smaller ‘b’s’).1 This makes 

intuitive sense, considering that it would be resource intensive to analyze an object's component 

parts to deduce what it is. Simply put, it is easier to represent one forest than 100,000 trees.  

Similar to mood-as-information theory, Fredrickson’s (2001) broaden-and-build 

hypothesis suggests that positive mood leads to an expansion of cognitive scope because it 

denotes the absence of threat and promotes more heuristic processing (i.e., less of a need to be 

cautious) whereas negative mood indicates the presence of threat and leads to a more analytic 

thinking style that actively scans the environment for risks (i.e., more of a need to be cautious). 

 
1 Throughout this dissertation heuristic processing will be equated to identifying information at a global level while 

analytic processing will be synonymous to local level processing. 
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Although these theoretical perspectives share some conceptual overlap, mood-as-information 

theory views negative mood as infrequent and uncomfortable – requiring some form of active 

regulation to return to a state of comfort (Schwarz & Clore, 1983; 2003). Consistent with 

cognitive load theory, Schwarz and Clore (2003) expected that since negative moods are 

infrequent for most, they would need to explain or regulate them which would lead to 

interference in analytic thinking via emotion regulation (e.g., cognitive reappraisal). However, 

negative mood was associated with analytic thinking in several experiments (Mackie et al., 1992; 

Park & Banaji, 2000; Schwarz et al., 1991). While these studies draw a connection between 

analytic processing and negative affect, it is unknown whether active emotion regulation 

interferes with this analytic processing during EF tasks.  

Affective Certainty Theory 

Research by Tamir and colleagues (Tamir & Robinson, 2004; Tamir et al., 2002) has 

suggested incorporating individual differences in state and trait affect into the mood-as-

information theory. Trait affect refers to an individual’s general experience of affect and tends to 

be more stable over time (e.g., neuroticism). Conversely, state affect is a transient experience of 

affect (e.g., anxiety) expressed in a given situation (Tamir & Robinson, 2004). Their affective 

certainty model found that personality traits such as extraversion and neuroticism, which are 

related to increased trait positive and negative affect respectively, were associated with improved 

performance on sorting tasks when state and trait affect were consistent. Tamir et al. (2002) 

demonstrated that extraverts perform better on a decision-making task when in a positive mood 

while introverts perform better when in a negative mood. Similarly, Tamir and Robinson (2004) 

found that individuals high in neuroticism performed better on a categorization task when in a 

negative mood while those low in neuroticism performed worse. The affective certainty model 
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proposes that trait-consistent mood states are indicative of predictability in our environment and 

lead to effective functioning within it (Tamir & Robinson, 2004; Tamir et al., 2002).  

Although the affective certainty model helps to explain the pattern of results observed in 

these two studies, the mechanism explaining this pattern of results remains unspecified. It is 

plausible that affective uncertainty may motivate individuals to regulate trait-inconsistent 

emotions, similar to what was posited by Schwarz and Clore (2003), which may introduce 

cognitive load in the form of task-irrelevant thoughts that could involve rumination to up-

regulate negative emotions or cognitive reappraisal to down-regulate negative emotions. Thus, 

although it might be intuitive to think that all individuals want to be in a more pleasant mood 

state, negative mood states that are trait-consistent provide predictability and comfort and might 

motivate individuals to maintain a negative mood. This motivational theory of emotion 

regulation has also been supported through research by Tamir and colleagues (Tamir, 2005; 

Tamir et al., 2017; Tamir et al., 2020). 

Motivational and Arousal Accounts 

         Mitchell and Phillips’ (2007) final hypothesis is based upon Isen’s (1999) work which 

states that mild positive mood states will facilitate performance on tasks of creativity and will 

have no effect on tasks that require systematic processing such as tasks of response inhibition or 

working memory. The idea that specifically mild positive mood states are beneficial for EF tasks 

that require broadened cognitive scope, suggests a special role for mood-related arousal on task 

performance. Arousal, or activation, is featured in prominent models of affect (e.g., Russell, 

2003). It is possible that differences in level of emotional arousal may be ideal for certain 

executive skills, with too much or too little causing interference. Indeed, research has supported 

this claim with both high negative and positive arousal leading to decreases in response 
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inhibitory performance (Verbruggen & de Houwer, 2007). This effect has been supported 

through research by Pessoa and colleagues (Pessoa et al., 2012) especially with regards to high 

arousal negative affect.  

Other more recent work has further explored different discrete emotional states and how 

their underlying differences in motivational systems interact with attention (Corr, 2004; Gable et 

al., 2015; Harmon-Jones, 2003; Harmon-Jones et al., 2011; Gasper & Zawadzki, 2013; Shields et 

al., 2016). Reinforcement sensitivity theory (RST; Gray, 1970; Gray & McNaughton, 2000) 

identifies three motivational systems of emotion: the behavioural activation system (BAS), 

behavioural inhibition system (BIS) and the fight/flight/freeze system (FFFS). The FFFS refers 

to high arousal emotional states such as fear or panic which result in a fight, flight or freeze 

response in pursuit of avoidance of aversive stimuli (Gray & McNaughton, 2000). The BAS is 

hypothesized to be related to emotions that provide positive and negative reinforcement and are 

associated with rewarding stimuli (Gray, 1970). This system embodies approach motivation and 

primarily includes positive emotions but has also been related to negative emotions such as anger 

(Harmon-Jones, 2003). Conversely, the BIS is hypothesized to be related to resolving goal 

conflict (e.g., approaching threat in pursuit of a goal) and is primarily associated with the 

experience of anxiety. Activation of this system engages problem solving and risk assessment 

which can increase the likelihood of experiencing worry and rumination (Corr, 2004). 

Interestingly, unlike the aforementioned theoretical accounts, the RST suggests that two 

negatively valenced emotions, anger and anxiety, might influence attentional processes in 

divergent ways through activation of the BAS and BIS respectively. It is therefore possible that a 

more nuanced understanding of how affective experiences influence response inhibition may be 
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obtained by considering the interplay of motivational systems that are triggered by affective 

states. 

Indeed, recent research has demonstrated that anger facilitates, whereas anxiety hinders, 

EF performance (Shields et al., 2016). Furthermore, research by Roskes and colleagues (Roskes 

et al., 2013) suggests that avoidance motivated arousal (i.e., BIS/FFFS) is more cognitively and 

physiologically demanding than approach motivated arousal (i.e., BAS) which may lend some 

credence to the cognitive load hypothesis for avoidance motivated emotional states. In contrast, 

approach-oriented states may provide an analytic thinking style whilst also promoting 

engagement with a task that is not impaired through cognitive load. Herein, it is important to 

note that the study by Gable and colleagues (Gable et al., 2015) found that positive emotions 

high in engagement (e.g., curious) also promoted a more analytic focus through engagement with 

a particular stimulus. Conversely, low arousal negative states such as sadness have also been 

shown to broaden cognitive scope (Gable & Harmon-Jones, 2010b). Consistent with this, 

research by Isen (1999) and Fredrickson (2001) supports the idea that low arousal positive mood 

states broaden cognitive scope as well. 

Taken together, research examining motivational and arousal systems adds to mood-as-

information theory by suggesting these components of emotional information lead to differences 

in cognitive scope that will focus an individuals attention on avoidance or approach depending 

on the discrete emotional state. It is suggested that approach motivation will be beneficial to 

response inhibition, although there is only one known study that has looked at motivation and EF 

specifically (Shields et al., 2016). Moreover, no known research has supported mood-as-

information theory and a connection with response inhibition. There has been some support in 

the literature that trait-inconsistent emotions may instill cognitive load through affective 
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uncertainty (Tamir & Robinson, 2004; Tamir et al., 2002) or emotion regulation (e.g., 

rumination; Curci et al., 2013) but clear support for any of the aforementioned theories has not 

been observed. The studies presented in this dissertation aim to test these theoretical models by 

looking at individual differences in the experience of affect.  

Individual Differences in Affective Experience: Emotional Reactivity 

Affect and response inhibition have not consistently demonstrated a clear relationship in 

the literature, which is perhaps due to the simplification of affect to a single dimension (valence) 

without consideration of other dimensions (motivation and information processing); however, 

another potentially relevant factor that has been often overlooked is individual differences in the 

experience of affect. As mentioned, research by Tamir and colleagues (Tamir & Robinson, 2004; 

Tamir et al., 2002) has looked at personality components such as neuroticism and extraversion 

and discovered interactive effects on tasks of decision making where trait-consistent moods led 

to increases in performance. An individual differences factor similar to neuroticism is emotional 

reactivity. Emotional reactivity and neuroticism are similar in that they are related to increased 

negative affect but divergent in that emotional reactivity is not related to positive affect while 

neuroticism is associated with decreased positive affect (Nock et al., 2008; Thake & Zelenski, 

2013). This is an important conceptual difference as it assumes that negative affect is trait-

consistent for those higher in emotional reactivity and trait-inconsistent for those lower in 

emotional reactivity but does not specify that positive affect would be trait inconsistent based on 

emotional reactivity. Data from an unpublished manuscript by Gabel and McNeil (in 

preparation) supports that emotional reactivity and neuroticism are separate but related 

constructs with a correlation of about .65. 
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Emotional reactivity is a primary individual differences factor that is related to both 

arousal and valence of emotional experience. Emotional reactivity is defined as a stable 

individual differences trait that reflects the rapidity, intensity, and duration of negative affective 

and arousal responses (Howland et al., 2017; Nock et al., 2008). Individual differences in 

emotional reactivity are evident in the first year of life, such that infants will respond differently 

to the same stimulus based on how reactive they are – a finding that persists into the adult years 

(Diener et al., 1985; Skinner & Zimmer-Gembeck, 2007; Silvers et al., 2012). Across 

development, emotional reactivity has been linked to factors that increase risk for 

psychopathology, including neuroticism, negative mood, maladaptive regulation of mood, and 

insecure attachment (Thake & Zelenski, 2013; Wei et al., 2005). It is important to note that 

although emotional reactivity has been related to increased risk for psychopathology, it is 

examined within this dissertation within an undergraduate population and results might not 

generalize to a clinical population. 

         My Masters research looked into emotional reactivity as a moderator of the association 

between naturally occurring variations in mood and performance on tasks of response inhibition 

and working memory (Gabel & McAuley, 2018). Emotional reactivity and positive and negative 

affect were measured via self-report while response inhibition and working memory were 

measured with cognitive tasks. These tasks included letter-number sequencing, operation span 

and reading span for working memory and the flanker, spatial compatibility and stop signal tasks 

for response inhibition. Working memory and response inhibition tasks were formed into a 

structural model and modelled as latent constructs of working memory and inhibition. Consistent 

with previous research, mood was largely positive with approximately 75% of individuals 

experiencing more positive than negative emotion. Herein, we found that increasing emotional 
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reactivity was significantly correlated with higher levels of negative (but not positive) affect in 

our sample. We also found that emotional reactivity moderated the association between negative 

affect and latent variables of response inhibition and working memory performance, such that 

individuals higher in reactivity performed better as levels of negative affect increased whereas 

individuals lower in reactivity showed the converse pattern. This pattern is consistent with the 

affective certainty model (Tamir & Robinson, 2004; Tamir et al., 2002) such that individuals 

higher in reactivity may have performed better than individuals lower in reactivity with 

increasing levels of negative affect because for them these mood states are affectively ‘normal’. 

For individuals lower in reactivity, these states are novel or trait-inconsistent and require extra 

processing (e.g., emotion regulation) similar to what would be predicted by the affective 

certainty, cognitive load and mood-as-information hypotheses (Schwarz & Clore, 2003). In the 

context of our study, an implication of the foregoing is that negative mood may have placed 

lesser cognitive demands as reactivity increased and thus higher reactive individuals might be 

better able to utilize negative arousal to engage in an analytic thinking style to perform the task 

at hand. Importantly, despite experiencing more frequent and long-lasting negative moods, high 

reactive individuals do not differ in their experience of positive mood and it may be that negative 

arousal experienced during both negative and positive moods is not trait-inconsistent to the point 

of interfering with response inhibitory or working memory tasks. 

 The current thesis aims to expand upon this work utilizing emotional reactivity as a 

moderator of affect in examining the relationship between affect and response inhibition. The 

following studies expand upon my Masters research to include active manipulation of mood 

states (i.e., positive and negative) and bridge gaps in the literature by directly examining 

information processing styles (i.e., analytic and heuristic) as well as motivational factors (i.e., 
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approach and avoidance). Chapter 2 explores the relationship between response inhibition and 

positive and negative valence through an active manipulation of these mood states while 

examining how emotional reactivity affects this relationship. Chapter 3 builds upon this by 

assessing how heuristic and analytic information processing styles affect response inhibition 

while controlling for natural variations in positive and negative affect and utilizing emotional 

reactivity as a moderator. Finally, Chapter 4 considers how variation in the underlying 

motivational systems of anger (high arousal approach-motivated), anxiety (high arousal 

avoidance-motivated) and boredom (low arousal approach-motivated) predict response inhibition 

while controlling for individual differences in emotional valence and emotional reactivity. These 

chapters contribute to the literature relating response inhibition to affect by integrating broader 

theoretical perspectives which include information processing and motivational systems 

engendered by divergent emotional states while incorporating an understanding of individual 

differences in emotional reactivity. Results in the following chapters generally support a more 

nuanced relationship between affect and response inhibition which suggests that as emotional 

reactivity increases, negative affect leads to less interference during the Stop Signal task which is 

in line with the affective certainty model. The aforementioned relationship of emotional 

reactivity, negative affect and response inhibition changes when information processing is 

induced to be more analytical, in line with the mood-as-information theory, or underlying 

motivation is approach oriented (e.g., anger) such that all individuals seem to benefit from 

negative affect under these circumstances. The final chapter provides a more detailed summary 

of these findings, discussion of limitations and potential future directions to explore. 
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Chapter 2: Emotional reactivity moderates the association between negative mood and 

response inhibition in a mood induction paradigm2 

2.1 Introduction 

 Conscious control of goal-directed behaviour under conditions of strong affective 

experience can have serious repercussions in the real world. Military leaders must make 

calculated decisions involving the safety of their soldiers, first responders need to act effectively 

in emergency situations, and journalists must provide accurate reporting of events under 

formidable time constraints. Even comparatively mundane acts, like deciding what to wear on a 

first date or what food to prepare for a picky child, often entail at least some affective load.  

Executive functions (EF) refer to cognitive control mechanisms that are required for 

identifying, working toward, and accomplishing goals (Jurado & Rosselli, 2007). Numerous 

conceptualizations of EF have been offered, spanning neurobiological, cognitive/behavioural, 

and computational levels of analysis (Banich, 2009). Whilst myriad executive skills have been 

identified, keeping goal-relevant information in mind (i.e., working memory; Baddeley, 1992), 

flexibly switching between task-sets (Monsell, 2003), and withholding pre-potent yet goal-

incongruent actions (i.e., response inhibition; Nigg, 2000) are widely viewed as central to the EF 

construct (e.g., Miyake et al., 2000; Miyake & Friedman, 2012). 

Lived experience suggests that EF is subject to affective influences like mood; however, 

different theoretical accounts give rise to varying predictions about the influence of mood states 

on specific executive skills. Cognitive load theory posits that all moods impose demands on 

cognitive resources, leading to the prediction that any mood state will interfere with EF-task 

 
2 A version of this chapter is published as Gabel, M. S., & McAuley, T. (2020). React to act: Negative mood, 

response inhibition, and the moderating role of emotional reactivity. Motivation and Emotion, 1-8. It is reproduced 

here with permission. 
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performance (e.g., Seibert & Ellis, 1991). In contrast, mood-as-information theory posits that 

moods may help or hinder EF-task performance depending on the cognitive consequences that a 

specific mood state engenders. In their cognitive cuing account, for example, Schwarz and Clore 

(2003) suggest that negative moods signify threat and engender an analytic processing style that 

is beneficial for tasks requiring close attention to detail. Conversely, positive moods signify 

safety and promote a heuristic processing style that is advantageous for tasks involving 

creativity, fluency, and cognitive flexibility. Similar predictions follow from Fredrickson’s 

(2001) broaden-and-build account, which posits a link between different mood states and 

thought-action repertoires. Here, it is suggested that negative moods encourage decisive 

responses to immediate threat, whereas positive moods facilitate engagement in exploratory tasks 

that build adaptive behaviour for future use. A review conducted by Mitchell & Phillips (2007) 

concluded that there was not compelling support for these theoretical perspectives based on 

available evidence at that time. Although positive moods were consistently shown to bolster 

performance on tasks requiring flexible and/or expansive thinking, few studies had explored the 

interplay of negative moods and task performance and reported findings were mixed.  

Considerable work has explored affective influences on cognition, most notably memory 

(e.g., Murray et al., 2013, Forgas & Koch, 2013). To extend this body of work to EF, our 

previous study examined the interplay between mood and performance on tasks of response 

inhibition and working memory (Gabel & McAuley, 2018). Given heterogeneity of extant 

research findings, we were particularly keen to explore whether these associations might be 

moderated by emotional reactivity – a stable individual differences trait that reflects the rapidity, 

intensity, and duration of negative, but not positive, affective responses (Howland et al., 2017; 

Nock et al., 2008). We found that task performance was degraded with increasing negative mood 
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for low-reactive individuals whereas high-reactive individuals tended to show the converse 

pattern in a sample that included undergraduate students. These results were obtained when 

response inhibition and working memory were modeled as latent constructs and were replicated 

on all three of the response inhibition tasks that were individually examined. Given our pattern of 

findings, we speculated that high-reactive individuals may have performed better than low-

reactive individuals when in a negative mood state because for them these states are affectively 

‘normal’. Consistent with this speculation, we found that increasing emotional reactivity was 

significantly correlated with higher level of negative (but not positive) affect in our sample. 

Likewise, other work also has reported that emotional reactivity is associated with more frequent 

and long-lasting negative moods (e.g., Compas et al., 2004; Nock et al., 2008). In the context of 

our study, an implication of the foregoing is that negative mood may have placed lesser cognitive 

demands on high- compared with low-reactive individuals and so they were able to invest more 

of their attentional resources into performing the tasks at hand. This explanation suggests that an 

integration of cognitive load and mood-as-information theories may yield a more nuanced and 

accurate understanding of affective influences on EF than either perspective considered in 

isolation. 

In our previous study, EF task performance was examined in relation to naturally occurring 

variations in negative and positive mood in a cross-sectional research design. Whilst this 

approach enabled us to capitalize on individual differences in the mood states that students 

brought into the lab, it tempered our conclusions regarding the potential for mood to directly 

impact EF. To address this limitation and replicate our prior findings, we present here a 

conceptually similar follow-up study that uses an experimental mood manipulation to induce 

positive or negative mood prior to administration of an EF task. We selected the Stop Signal task 
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because it is a well-established and psychometrically sound measure of response inhibition that 

we used in our previous study that has also been used in other investigations of mood-EF 

associations (Kalanthroff et al., 2013; Pessoa et al., 2012; Verbruggen, & De Houwer, 2007). 

Integrating predictions from both cognitive load and mood-as-information theories coupled with 

results of our previous study, we hypothesized that induction of negative mood would hinder 

performance on an inhibitory task (per cognitive load theory) except in highly-reactive 

individuals, for whom negative mood may be more affectively normal and thus less cognitively 

depleting. As such, we expected that highly-reactive individuals would benefit from the 

informational significance of a change in negative affect by increasing their attention to the 

inhibitory task (per mood-as-information theory). Of note, both theories predict a decrement in 

inhibitory performance following induction of positive mood. However, given other work 

demonstrating no effect of positive mood on response inhibition (Martin & Kerns, 2011), 

coupled with null results from our prior study, we expected that positive mood would have no 

bearing on inhibitory performance.  

2.2 Method 

Participants  

Participants were recruited through a departmental pool of students enrolled in 

psychology courses at the University of Waterloo. Our previous study of undergraduates found a 

significant interaction between emotional reactivity and negative mood on inhibitory 

performance controlling for positive mood (∆R2 = .13; Gabel & McAuley, 2018). Using the 

software program G*Power (Faul et al., 2009), we calculated the sample size required for an R2 

increase with the following parameters: f = .15 (corresponding to R2 = .13), α = .05 and β =. 80. 

This analysis indicated that 55 participants were required, consistent with the a priori power 
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analysis of Shields et al., (2016) who conducted a conceptually similar study with a total of 150 

participants across 3 groups. In our study, we doubled our target sample size due to the inclusion 

of both a negative and positive mood induction condition. In total, 121 undergraduates 

completed a 30-minute experimental procedure for course credit (Mage = 19.97 years, SD = 2.29 

years, 70% female, 42% Caucasian 30% Asian, 7% South Asian, 21% Other).  

Measures 

 Visual Analog Ratings. Separate visual analogue scales were used to assess positive and 

negative feelings experienced by participants in the moment via mouse-click. Instructions asked 

participants to, ‘rate how you are currently experiencing positive and negative emotions ranging 

from 0-100, where 0 corresponds to no positive or negative emotion at all and 100 represents 

very strong positive or negative emotion.’ Ratings were obtained in both the negative and 

positive mood conditions at baseline, post-induction and post-task. These ratings were used as a 

manipulation check to see if appropriate affect increased or decreased from baseline to post-

induction and to see if this effect remained until completion of the Stop Signal task.  

Stop Signal Task (Logan, Cowan, & Davis, 1984). Participants made a speeded choice 

keypress response to a centrally presented stimulus (pink or yellow star) except when the 

stimulus was followed by an auditory signal that cued them to cancel their response. Timing of 

the stop signal, referred to as the stop signal delay (SSD), was initially set to 250 ms post-

stimulus onset for all participants. The SSD was subsequently adjusted based on each 

participant’s response on the preceding stop trial: SSD was increased by 50 ms following a 

failure to inhibit and was decreased by 50 ms following a successful inhibit. Because timing of 

the SSD influences the likelihood of inhibitory success, having this dynamic tracking algorithm 

calibrated to each individual participant ensured that they were able to successfully inhibit their 
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responses on approximately half of stop trials (see also Band et al., 2003).  The task was 

presented in four blocks that each included 8 stop trials and 24 go trials. Stop signal reaction time 

(SSRT), calculated in ms as the mean SSD subtracted from the mean reaction time of correct 

responses on go trials, is a well-validated metric of inhibitory ability (M = 298.42, SD = 64.16, 

95% CI [286.24 – 310.60], Cronbach’s α = .93). 

Emotion Reactivity Scale (ERS; Nock et al., 2008). Participants rated their reactions to 21 

items using a 5-point Likert scale ranging from not at all like me (0) to completely like me (4). 

Items reflected emotional sensitivity (e.g., “my feelings get hurt easily”), emotional persistence 

(e.g., “when something happens that upsets me, it’s all I can think about for a long time”), and 

emotional arousal/intensity (e.g., “when I experience emotions I feel them very 

strongly/intensely”), which were summed to create a total score (M = 33.30, SD = 18.57, 95% CI 

[29.86 – 36.74], Cronbach’s α = .95). 

Demographic Questionnaire. Included were questions regarding age, sex, ethnicity, and 

medical history. 

Procedure 

All participants completed the experiment in the same fixed order. Participants were first 

asked to complete visual analogue scales reflecting the extent of their positive and negative 

feelings at that moment. Using a variant of the mood induction procedure described by Eich and 

colleagues (Eich et al., 2007), participants were then randomly assigned to a positive (n = 61) or 

negative (n = 60) mood induction condition in which they were asked to think about an event 

that was upsetting (e.g., failure on a test) or happy (e.g., visiting with a close friend) whilst 

listening to mood-congruent music (Mars, the Bringer of War and Venus, the Bringer of Peace, 

respectively). These pieces have been utilized previously to elicit positive and negative emotions 
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(Quigley et al., 2012). The duration of the mood induction procedure was 5 minutes for 

participants in both conditions. Afterward, participants provided visual analogue ratings, 

completed the Stop Signal task, provided visual analogue ratings again, and then completed the 

Emotion Reactivity Scale and Demographic Questionnaire. 

2.3 Results 

Data were missing for ten participants on the Stop Signal task and from four participants 

on the ERS. Missing data were imputed using AMOS 25 based on 40 iterations of 30 000 

observations of the regression model with a maximum autocorrelation of 0.1 and a tuning 

parameter of 0.7. All analyses were then completed with SPSS version 25. Pooled parameters 

were used to estimate the true effects of the predictive model (Graham, 2009). Results were 

unchanged when analyses were undertaken using only participants with complete data.  

Descriptive statistics for affect ratings in each condition and time point are presented in 

Table 2.1. Effectiveness of the mood induction was evaluated using a 2x3 mixed factors 

ANOVA, with time (baseline, post-induction, post-task) and mood rating (positive, negative) as 

repeated-measures factors and condition (negative, positive) as a between-group factor. The 

three-way interaction was significant [F(2, 176) = 53.56, p < 001]. To verify that there was an 

effect attributable to the mood manipulation that was present after the induction and evident after 

completion of the Stop Signal task, we evaluated group differences in positive and negative 

ratings at each time point. There were no significant group differences in affective ratings at 

baseline (Fs <1). However, ratings of positive mood were significantly higher in the positive vs. 

negative induction condition both post-induction [F(1, 104) = 56.59, p < .001] and post-task 

[F(1, 103) = 25.65, p < .001]. Likewise, ratings of negative mood were significantly higher in the 

negative vs. positive induction condition both post-induction [F(1, 97) = 52.43, p < .001] and 
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post-task [F(1, 97) = 24.87, p < .001]. Correlational analyses further demonstrated that the 

change in negative and positive affect ratings (i.e., post induction less baseline) was not 

significantly correlated with emotional reactivity in either mood induction condition (p’s > .68). 

Results indicate that our procedure elicited the intended mood state and that the degree to which 

this mood state was induced did not differ based on level of emotional reactivity (Figure 2.1). 

Interestingly, post-induction and post-task negative affect were not correlated with emotional 

reactivity in the negative mood condition (r = .07, p = .58 and r = .04, p = .76 respectively). 
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Figure 2.1.  

Mean intensity ratings for positive and negative mood obtained at three time-points in each 

mood induction condition. Error bars reflect +/- 2 standard errors of the mean. 
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Table 2.1.  

Means, standard deviations, and 95% confidence intervals for positive and negative affect 

ratings in mood induction conditions at each time point. 

Condition Time Affect  Mean SD 95% CI 

Negative  Baseline Positive 65.53 19.80 60.61, 70.45 

Negative 26.43 22.15 21.19, 31.68 

Post-Induction Positive 45.62 19.10 40.56, 50.69 

Negative 45.17 20.66 40.22, 50.13 

Post-Task Positive 47.81 21.58 42.34, 53.28 

Negative 36.04 20.45 30.85, 41.22 

Positive Baseline Positive 67.48 16.00 62.41, 72.55 

Negative 20.38 15.56 14.98, 25.78 

Post-Induction Positive 77.26 18.04 72.04, 82.48 

Negative 13.02 15.11   7.92, 18.12 

Post-Task Positive 69.16 18.34 63.53, 74.79 

Negative 16.20 17.40 10.86, 21.53 

 

Multiple linear regression was used to model SSRT as a function of mood induction 

condition, emotional reactivity, and their interaction. Age and gender were not significantly 

associated with SSRT (p’s > .321) and so were not entered as co-variates. The overall model was 

statistically significant, R2 = .09, F(3, 117) = 3.83, p = .01, 95% CI [.10 – .49]. Neither emotional 

reactivity (B = -.62, SE = .35, p = .08, 95% CI [-1.32 – .08]) nor mood induction condition (B = -

15.97, SE = 11.92, p = .18, 95% CI [-39.81 – 7.87]) were significant predictors of SSRT alone. 
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However, the interaction term emerged as a significant predictor of SSRT, ∆R2 = .043, F(1, 117) 

= 4.93, B = 1.43, SE = .70, p = .04, 95% CI [.06 – 2.80]. Using pooled data from the multiple 

imputation, simple slopes for the regression of emotional reactivity on Stop Signal performance 

were tested in the mood induction conditions using the PROCESS macro for SPSS (Hayes, 

2017). As shown in Figure 2.2, performance did not vary as a function of reactivity level within 

the positive condition (B = .10, SE = .45, p = .83, 95% CI [-0.80 – .90]). Within the negative 

condition, however, performance improved with increasing levels of reactivity (B = 1.35, SE = 

.55, p = .02, 95% CI [0.25 – 2.45]).  

 

Figure 2.2. Simple slopes demonstrating the regression of emotional reactivity on inhibitory 

performance in each mood induction condition. 
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Our final analysis examined whether the interaction of emotional reactivity with 

individual differences in post-induction negative mood predicted inhibitory performance with 

post-induction positive mood treated as a covariate. Using the PROCESS (Hayes, 2017), the 

regression of SSRT on negative affect was examined in those with average, high (+1 SD of the 

mean), and low (-1 SD of the mean) levels of emotional reactivity. As shown in Figure 2.3, this 

analysis demonstrated that highly reactive individuals had significantly faster SSRTs with 

increasing negative mood (B = -.43, SE = .21, p = .04, 95% CI [-.86 - .02]) and, individuals low 

in reactivity showed the converse pattern (B = .34, SE = .24, p = .15, 95% CI [-.13 – .81]). For 

individuals average in reactivity mood was unrelated to task performance (B = -.05, SE = .17, p = 

.77, 95% CI [-.38 - -.28]).  
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Figure 2.3.  

Simple slopes demonstrating the regression of individual differences in negative affect on 

inhibitory performance as a function of emotional reactivity, with positive affect controlled.  

 
 

2.4 Discussion 

Our study joins a body of work aimed at further elucidating the nature of mood-cognition 

associations through the incorporation of theoretically informed moderators. Individual 

differences factors such as personality have previously demonstrated a moderating effect of 

affect on some aspects of cognition (Stafford et al., 2010; Tamir & Robinson, 2004, Tamir et al., 

2002). In one study, for example, individuals high in extraversion demonstrated superior 

performance on a task of creativity following induction of positive mood. There also was a main 

effect of positive mood on a free recall task, but no main effect or interaction of positive mood 

and extraversion on inhibitory performance (Stafford et al., 2010). In another study, individuals 
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high in neuroticism were faster to categorize words when naturally experiencing higher levels of 

negative mood – a finding that was replicated when negative mood was experimentally induced 

(Tamir & Robinson, 2004). Our findings in the current study were highly consistent with the 

findings of Tamir and Robinson (2004). The affective certainty model suggested by Tamir and 

colleagues (Tamir & Robinson, 2004; Tamir et al., 2002) builds on cognitive load theory by 

proposing that trait-inconsistent moods, such as an individual high in neuroticism who is feeling 

positive, will lead to more interference then when moods are consistent with how individuals 

typically feel. The authors’ explanation of their results suggested that state-trait incongruent 

moods build uncertainty or ambiguity which may then interfere with decision making. This is a 

plausible explanation as to why we might have observed the pattern of results in the current 

study within the negative mood condition and also helps us to understand the interaction in 

Gabel and McAuley (2018). Within the current study, however, it is inconsistent with Tamir and 

Robinson (2004) in that there was no evidence of high reactive individuals performing worse in 

the positive mood condition.  

Given that emotional reactivity is not related to positive mood while positive mood is 

negative related to neuroticism, it is likely that positive moods are not state incongruent for 

individuals higher in reactivity. In both Gabel and McAuley (2018) and the current study, there 

is no correlation between emotional reactivity and positive affect. It is interesting to note that 

higher levels of extraversion and neuroticism are frequently associated with stronger responses to 

positive and negative mood inductions, respectively (e.g., Larsen & Ketelaar, 1991). We would 

expect emotional reactivity to be related to increased change in negative affect through a 

negative mood induction given it is thought to be related to increased sensitivity to and intensity 

of negative emotions. In our study, however, post-induction changes in mood were not 



 

29 
   

associated with level of emotional reactivity. In our sample, although change in negative affect 

was unrelated to emotional reactivity, the pattern of results predicted response inhibition 

performance in a way that was consistent with Gabel and McAuely (2018). It may be the case 

that emotionally reactive individuals do not have more intense emotional reactions to mood 

inductions in a lab setting. This has been supported in the literature (Boyes et al., 2020) such that 

emotionally reactive individuals respond similarly to non-reactive individuals to negative mood 

induction procedures, but that negative mood caused by mood inductions is more persistent for 

these reactive individuals. Our predictions as to why emotional reactivity might be beneficial 

(i.e., affective certainty) relates more to emotional persistence than emotional intensity and thus 

we do not view this null finding as particularly troubling. 

This study, a conceptual follow-up to Gabel & McAuley (2018), provides a more 

rigorous examination of the interplay between emotional reactivity with mood on EF by using an 

experimental research design. Our first analysis demonstrated that inhibitory performance was 

worse amongst individuals lower in reactivity in the negative vs. positive mood induction 

condition. For them, being randomized to the negative mood induction resulted in a clear 

performance decrement that was not observed for individuals higher in reactivity. Indeed, 

whereas the SSRTs of individuals lower in reactivity were slowed by induction of negative mood 

those of individuals higher in reactivity were clearly buffered from this deleterious effect (Figure 

2.2). Our second analysis examined individual differences in post-induction negative mood and 

further demonstrated that individuals higher in reactivity had significantly faster SSRTs as 

negative mood increased. For them, inhibitory performance appeared to benefit from increases in 

negative mood when examined continuously across conditions (Figure 2.3). These findings are 

consistent with those of our initial study and with the affective certainty model but are 
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demonstrated here with an experimental mood induction procedure, thereby increasing our 

confidence that negative mood influenced inhibitory task performance and not vice versa. 

A question that follows from our work is why emotional reactivity moderated the 

influence of negative mood on inhibitory performance. While the facilitative effect observed in 

individuals higher in reactivity is consistent with the affective certainty model (Tamir & 

Robinson, 2004; Tamir et al., 2002), it is not in opposition to the mood-as-information theory, 

which suggests that negative moods instill a more analytic mindset that is helpful for performing 

some kinds of cognitive tasks (e.g., Schwarz and Clore, 2003). At the same time, the 

performance decrement observed among individuals lower in reactivity, which is also consistent 

with the affective certainty model, is not necessarily mutually exclusive with the mood-as-

information theory. Trait-inconsistent mood states might engender substantial cognitive load 

(e.g., task-irrelevant thoughts, active emotion regulation) that interferes with an analytic thinking 

style improving task performance (see Seibert & Ellis, 1991). Future research might actively 

manipulate thinking style (analytic vs. heuristic) to better understand how it relates to response 

inhibition performance. 

The forgoing suggests that the cognitive sequela of negative moods vary with individual 

differences in what is affectively normal. This has been demonstrated with emotional reactivity 

(Gabel & McAuley, 2018), as well as with related constructs such as neuroticism (Tamir & 

Robinson, 2004) and extraversion (Tamir et al., 2002). In the case of the current study, it may be 

that highly reactive individuals have developed specific attentional strategies for dealing with 

threat that coincide with task performance. For example, an avoidant strategy (e.g., distraction, 

expressive suppression) could be beneficial for task performance by preventing engagement with 

regulatory strategies that are known to interfere with executive skills – an example of which is 
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rumination (Curci et al., 2012; Koster et al., 2013). Conversely, low-reactive individuals may be 

less likely to have developed specific strategies when confronted with threat, thereby 

demonstrating more attentional ambivalence when threat arises during performance of a task. 

Interestingly, a study by Nelson and colleagues (2015) presented participants with pairs of 

negative and neutral images and found that individuals who experienced conflict about where to 

direct their attention - expressing high motivation to both monitor and avoid the disturbing 

pictures – actually demonstrated the greatest vigilance toward threat. One can readily imagine 

how this attentional bias would be detrimental to task performance and interfere with the ability 

to effectively utilize executive skills. 

Considering our findings, it is worth noting that heightened emotional reactivity is a risk 

factor for depression starting as early as adolescence (Charbonneau et al., 2009; Pine et al., 

2001). Further, both current and remitted depression have been associated with broad cognitive 

deficits, including deficits in attention and related executive skills (Mac Giollabhui et al., 2020; 

Rock et al., 2014; Snyder, 2013). One study of adolescents demonstrated that more severe levels 

of depression were concurrently and prospectively associated with lower levels of performance 

on attention tasks, with the latter mediated by interleukin-6 – suggesting that biological markers 

of inflammation may account for some of the heterogeneity that has been reported in research 

examining the interplay of mood and cognition (Mac Giollabhui et al., 2020). Research on 

subclinical dysphoria has yielded more equivocal findings – with EF deficits associated with 

mild depressive symptoms in some studies (Ganguli et al., 2009) but not in others (Bunce et al., 

2008). Reflecting on our results, the high reactivity evidenced in our sample of undergraduate 

students may represent an ‘optimal zone’ for effectively utilizing moderate levels of negative 

mood while ignoring or more efficiently processing task-irrelevant negative information to adapt 
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to the changing needs of the environment. These findings would likely not generalize to a 

clinical sample such as individuals with a diagnosis of depression or an anxiety disorder. 

Our results, though telling a consistent story, should be interpreted in the context of 

several caveats. One limitation is that response inhibition was not measured prior to the mood 

induction, which precludes us from making any claims regarding potential changes in baseline 

inhibitory performance following the experimental manipulation. Similarly, it is impossible to 

discern whether individuals’ baseline EF influenced the potency of the mood induction 

procedure. Another limitation is that students were generally feeling good at the time they 

entered our lab, as indicated by high ratings of positive mood and low ratings of negative mood 

at baseline. This resulted in there being more affective movement in the negative relative to 

positive mood induction conditions. There was a relatively modest increase in ratings of positive 

affect post-induction, but perhaps one that was not sufficiently strong to engender cognitive 

demands or induce a more heuristic processing style. This may explain why we did not find any 

main effects or interactions involving positive mood in our current investigation nor in our prior 

work. A final consideration is that negative mood was treated as a unitary construct in our study; 

however, a potentially informative direction for future work will be to adopt a more nuanced 

approach to the examination of mood states. The measurement of mood through single-item 

visual analogue scales had the benefit of being quick and thus not taking away from the mood 

induction procedure. However, the drawback is that it is hard to get a reliable and qualitative 

estimate of negative affect that would be achieved through utilizing a composite scale. The 

qualitative essence of a negative mood can make a difference in underlying motivation. Shields 

and colleagues, for example, reported that the induction of anxiety led to more perseverative 

errors on a card sorting task compared with the induction of anger (Shields et al., 2016). 
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Although both are negative moods high in arousal, anger is approach-based and anxiety is 

avoidant-based. The authors posit that these different motivational systems may exert differential 

effects on cognition and behaviour, citing other evidence showing greater depletion of cognitive 

resources in the context of avoidant relative to approach motivation (see Roskes et al., 2013). In 

their study, they speculate that induction of anxiety impaired sorting performance via an overall 

reduction in cognitive resources. Another study by Grahek and colleagues (2018) examining 

cognitive control has suggested difficulties with motivation and engagement (e.g., anhedonia) 

within depressed individuals leads to impaired task performance. Accordingly, it would be 

important to replicate the findings of Shields and colleagues (2016) with groups of individuals 

highlighting approach and avoidance motivation, as well as to explore the effect of deactivated 

motivational states such as anhedonia.  

In sum, our study suggests that higher levels of emotional reactivity may buffer the 

potentially deleterious influence of negative mood on EF. Here and in our prior work, we have 

demonstrated that lower levels of emotional reactivity may lead to poorer performance with 

increased negative affect which is more trait-inconsistent for individuals at this end of the 

reactivity scale. Taken together, the consistency of our results points to emotional reactivity as an 

important moderator of mood-EF associations. Our understanding of this phenomenon is still 

preliminary, however, and we have suggested several ways in which it may be advanced in order 

to better understand what it is about emotional reactivity that may be helpful for some yet a 

hindrance to others. In so doing, we believe that our field will begin to unpack the complex 

interplay of emotional reactivity with affective cognition.  
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Chapter 3: Why might negative mood help or hinder inhibitory performance? An 

exploration of thinking styles using a Navon induction  

3.1 Introduction 

Executive functions (EF) are inter-related cognitive abilities necessary for identifying, 

progressing toward, re-evaluating and accomplishing goals (Jurado & Rosselli, 2007). Response 

inhibition is widely viewed as a core executive skill reflecting the interruption of naturally pre-

potent or previously reinforced responses (Friedman & Miyake, 2004). Given consensus 

agreement that response inhibition is central to the EF construct, coupled with its associations 

with other fundamental aspects of EF (e.g., working memory and switching) as well as more 

complex behaviours (e.g., planning), understanding contextual influences on response inhibition 

is an important goal for research (Friedman & Miyake, 2017, 2004; Miyake & Friedman, 2012).  

Although in-lab tasks of response inhibition have been developed to be non-emotional, 

the application of response inhibition in day-to-day life is often utilized in affective situations. 

Considerable work has demonstrated that the relationship between response inhibition and affect 

is reciprocal in nature (Pessoa, 2009). Studies using classic inhibitory paradigms have shown that 

responses to emotional stimuli can be successfully inhibited (e.g., Kalanthroff et al., 2013; 

Schulz et al., 2007), as can emotional responses to affective situations (e.g., von Hippel et al., 

2005). This is evident in the normalcy bias, in which individuals assume they are safe and so 

under-react to potential or imminent threats (Drabek, 2012; Omer & Alon, 1994; Valentine & 

Smith, 2002). Indeed, during the COVID-19 pandemic governmental and individual responses to 

limit the spread of this disease have been greatly hindered by our reinforced response to keep 

calm and carry on. On the other hand, studies also have shown that emotional experiences have 
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the potential to modulate inhibitory performance (e.g., Albert et al., 2010; Verbruggen & de 

Houwer, 2007). 

Following from the above, our previous work explored the influence of mood on EF – 

including response inhibition – in studies examining natural variations in mood (Gabel & 

McAuley, 2018) and active manipulation of mood states (Gabel & McAuley, 2020). Although 

there were no main effects or interactions involving positive mood in either of our studies, 

negative mood was consistently associated with better performance for individuals higher in 

reactivity but the converse for those lower in reactivity. In the initial study we suggested that our 

findings incorporated the integration of two theoretical perspectives regarding the interplay of 

mood and cognition: mood-as-information theory which predicts that positive and negative 

moods engender different thinking styles that may be beneficial or detrimental to EF task 

performance pending the particulars of the task (e.g., Fredrickson, 2001; Schwarz & Clore, 1983) 

and cognitive load theory, which posits that increased intensity of both positive and negative 

mood states will interfere with cognitive tasks through task-unrelated thoughts or active emotion 

regulation (Curci et al., 2013; Mackie & Worth, 1989; Seibert & Ellis, 1991). A third theory 

regarding mood’s relationship with cognition is that has been integrated into cognitive load and 

mood-as-information theories is the affective certainty model (Tamir & Robinson, 2004; Tamir 

et al., 2002). This theory proposes that trait-inconsistent mood states will interfere with 

performance on tasks of response inhibition. Emotional reactivity is a stable trait that reflects the 

rapidity, intensity, and duration of reactions to affective situations (Nock et al., 2008) – one that 

makes divergent predictions about the impact of negative mood on response inhibitory 

performance. Because negative affect is thought to be trait-consistent with those higher in 

emotional reactivity (Nock et al., 2008; Ripper et al., 2018), the occurrence of negative mood 
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does not interfere with task performance and task performance increases as negative affect 

increases for these individuals (Gabel & McAuley, 2018; 2020).  

Moreover, it is suggested that negative moods engender a more analytic thinking style 

that facilitates performance on EF tasks requiring close attention to detail. Given findings from 

our previous studies (Gabel & McAuley, 2018; 2020) it is possible that individuals higher in 

reactivity were able to utilize an analytic thinking style from increased negative affect without 

the corresponding increase in cognitive load because negative moods states are more likely trait-

consistent for these individuals. For less reactive individuals, however, the occurrence of 

negative mood is comparatively atypical and so may be associated with increased cognitive 

demands that are detrimental to performance on the same EF tasks. Although these ideas explain 

our pattern of findings, they are necessarily speculative because thinking style was not explicitly 

examined in our prior work. 

The current study goes one step further and explores the influence of thinking styles on 

inhibitory performance. Thinking styles were studied extensively in seminal work by David 

Navon (1977) using stimuli in which letters at the local level were embedded within the same or 

different letters at the global level (e.g., a large ‘H’ made up of either small ‘H’s or small ‘S’s, 

respectively). This research established that individuals have a bias toward processing 

information heuristically – for example, being significantly faster to respond in the global 

relative to local condition irrespective of stimulus congruity and, within the local condition, 

being especially slowed when local elements were incongruous with the global level (see Navon, 

1977 experiment 3). Considering these findings from a practical perspective, it would be 

laborious to be constantly analyzing what something is made up of in order to determine its form 

and so having a global or heuristic bias makes intuitive sense. 
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There is a widely supported link between thinking styles and mood (Srinivasan & Hanif, 

2010). People are generally happy and tend to think heuristically (Diener & Diener, 1996; 

Gasper & Clore, 2002; Xu et al., 2019). Experimental induction of positive emotions can also 

broaden attentional scope and lead to a stronger global bias in processing information 

(Fredrickson & Branigan, 2005; Rowe et al., 2007). Research has demonstrated that positive 

mood states are not necessarily wed to heuristic thinking styles such that this global precedence 

can be overridden through priming local features (Huntsinger et al., 2010; 2014; Isbell et al., 

2016). Conversely, negative emotions are related to less heuristic thinking and a more analytic 

information processing style (Gasper & Clore, 2002; Rodriguez-Gomez et al., 2019; Smith et al., 

2014). Hence, while positive and negative moods are typically related to differing thinking 

styles, thinking styles can also be manipulated independent from mood state.  

 In the current investigation, we used a Navon task to experimentally induce either a 

heuristic or analytic approach to information processing by requiring that participants respond to 

a preponderance of information at either a global or local level, respectively. Pre-induction, we 

expected to replicate our previous findings that individual differences in emotional reactivity 

moderate an association between natural variations in negative mood on inhibitory performance 

(Gabel & McAuley, 2018). Post-induction, we predicted that participants would demonstrate 

better inhibitory performance in the analytic compared with heuristic condition. Within each 

condition, however, we further expected to observe a different pattern of effects post-induction 

involving negative mood, inhibitory performance, and emotional reactivity. In the heuristic 

condition we expected that negative mood would predict better inhibitory performance for 

participants higher in reactivity and worse inhibitory performance for participants lower in 

reactivity. This prediction is based on the idea that increased negative mood will engender 
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analytic thinking and counter the heuristic thinking style that is meant to be enhanced through 

the Navon induction (i.e., processing information at a global level) for participants who are 

highly-reactive. Conversely, negative affect should act as cognitive load for those lower in 

reactivity based on the idea that these emotional experiences will need to be regulated (e.g., 

rumination, cognitive reappraisal) as they are not typically experienced by these individuals. This 

would result in an interaction between negative mood and emotional reactivity on inhibitory 

performance. In contrast, in the analytic condition we expected that negative mood would predict 

better inhibitory performance irrespective of emotional reactivity. This prediction is based on the 

idea that negative mood engenders an analytic thinking style in high-reactive individuals which 

would be further enhanced through the Navon induction (i.e., processing information at a local 

level).  For low-reactive participants, we expected that the induction would focus attention on 

local features of the task and override cognitive load that seems to be more typically associated 

with negative mood (e.g., rumination, cognitive reappraisal; Brinker et al., 2013; Lyubomirsky et 

al., 2003). This would result in a main effect of negative mood but no interaction between 

negative mood and emotional reactivity in the analytic condition. Consistent with our prior work, 

we did not expect positive mood to have an effect in either condition. 

3.2 Method 

Participants  

Participants were recruited through a departmental pool of students enrolled in 

psychology courses at the University of Waterloo. A priori power analysis was conducted using 

G*Power (Faul et al., 2009). Because the size of group differences based on this induction was 

unknown, the power analysis was based on the average effect size of Gabel & McAuley (2018) 

for the interaction of negative affect and emotional reactivity on inhibitory performance (R2 
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=.13). This effect should be replicated in the Heuristic condition given Navon’s (1977) research 

suggesting a global bias through natural variations in mood which are thought to be generally 

positive (Diener & Diener, 1996). Based on this model with α=.05 and β=.80 we estimated that 

we would need at least 79 participants in the Heuristic condition. We aimed to collect the same 

number of participants for the Analytic condition. In total, one-hundred sixty-eight 

undergraduates completed a 30-minute experimental procedure for course credit (Mage = 22.23 

years, SD = 2.96 years, 81% female, 26% Caucasian 32% Asian, 23% Other). 

Measures 

    Positive and Negative Affect Schedule (PANAS). This 20-item scale (Watson et al., 

1988) asked participants to rate their experience of 10 positive adjectives (e.g., “excited”) and 10 

negative adjectives (e.g., “afraid”) on a 5-point Likert scale ranging from very slightly or not at 

all (1) to extremely (5) over the past week. Responses were totaled within each subscale, which 

were internally consistent in our sample (positive affect: M = 31.0, SD = 7.16, 95% CI [29.90 – 

32.10], Cronbach’s α = .87; negative affect: M = 22.84, SD = 7.77, 95% CI [21.63 – 24.03], 

Cronbach’s α = .88). 

Task Stop Signal Task (Logan et al., 1984). Participants made a speeded choice key press 

response to a centrally presented stimulus (i.e., a pink or yellow star) except when the stimulus 

was followed by an auditory signal that cued them to cancel their response. Timing of this 

auditory signal (i.e., the stop signal), referred to as the stop signal delay (SSD), was initially set 

to 250 ms post-stimulus onset for all participants. The SSD was subsequently adjusted based on 

each participant’s response on the preceding stop trial: SSD was increased by 50 ms following a 

failure to inhibit and was decreased by 50 ms following a successful inhibit. Because timing of 

the SSD influences the likelihood of inhibitory success, having this dynamic tracking algorithm 
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calibrated to each individual participant ensured that they were able to successfully inhibit their 

responses on approximately half of stop trials (see also Band, van der Molen, & Logan, 2003). 

The task was presented in three blocks that each included 16 (25%) stop trials and 48 (75%) go 

trials. Stop signal reaction time (SSRT) was calculated in ms as the mean SSD subtracted from 

the average time taken to correctly respond on non ‘stop’ trials (M = 298.42, SD = 64.16, 95% CI 

[286.24 – 310.60], Cronbach’s α = .93). 

Modified Navon Task (Navon, 1977). Participants were randomly assigned to the analytic 

or heuristic induction condition. Each trial began with a centrally positioned fixation cross for 

500 ms. After disappearance of the fixation, a Navon stimulus appeared in the centre of the 

screen. In both conditions, these stimuli consisted of a large letter made up of seven smaller 

letters in height and five smaller letters in width (Appendix). Participants were instructed to press 

the ‘H’ response key if an H was apparent in either the global or local level and the ‘L’ response 

key if an L was apparent in either the global or local level. The stimulus remained on the screen 

until participants made a response or 2000 ms had elapsed. There was a blank inter-trial interval 

of 1000 ms and then the next trial began.  The heuristic condition consisted of 75% global trials 

and 25% local trials. Conversely, the analytic consisted of 75% local trails and 25% global 

trials. This induction procedure took place between blocks 1 and 2 (40 trials) and blocks 2 and 3 

(20 trials) of the Stop Signal task. The Navon induction has been shown to be short-lived which 

necessitated the utilization of two induction timepoints to ensure effectiveness across blocks of 

the Stop Signal task (Macrae & Lewis, 2002; Mundy, 2014; Perfect et al., 2007). The numbers of 

trials was chosen to ensure that the induction was effective whilst minimizing the potential for 

fatigue to subsequently influence performance on the Stop Signal task.  
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Emotion Reactivity Scale (ERS). Participants rated their reactions to 21 items (Nock et al., 

2008) using a 5-point Likert scale ranging from not at all like me (0) to completely like me (4). 

Items reflected emotional sensitivity (e.g., “my feelings get hurt easily”), emotional persistence 

(e.g., “when something happens that upsets me, it’s all I can think about for a long time”), and 

emotional arousal/intensity (e.g., “when I experience emotions I feel them very 

strongly/intensely”), which were summed to create a total score (M = 32.96, SD = 18.49, 95% CI 

[30.10 – 35.82], Cronbach’s α = .95). 

Demographic Questionnaire. Included were questions regarding age, sex, ethnicity, and 

medical history. 

Procedure 

Participants were randomly assigned to a heuristic (n = 85) or analytic (n = 83) thinking 

style induction condition. All participants completed tasks in the same fixed order. They first 

completed the Positive and Negative Affect Schedule and the Emotion Reactivity Scale. They 

then completed a baseline block of the Stop Signal Task, followed by the thinking style induction 

in which they completed a variant of the Navon task (Navon, 1977). This was followed by 

another block of the Stop Signal task, a repetition of the modified Navon task, and then a final 

Stop Signal block. Participants then completed the Demographic Questionnaire. 

3.3 Results 

All analyses were completed using SPSS version 26. Data were missing for one 

participant on the Stop Signal task when the program crashed. Another six participants were 

excluded from analysis because they did not follow instructions on the Stop Signal task (e.g., 

responded immediately or were overly cautious resulting in less than 10% correct go trials). 

Scores on self-report measures and task response times were within reasonable limits of 
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normality (i.e., 95% CI of skew and kurtosis <1.96, Kolmogorov-Smirnov p > .05) and no 

univariate or multivariate outliers were observed in either group. The final sample of 161 

participants included 81 participants in the heuristic condition and 80 participants in the analytic 

condition. 

Assessment of baseline group differences  

First, a one-way ANOVA was used to ensure that participants did not differ on emotional 

reactivity or positive and negative affect between conditions. Results indicated no group 

differences on these variables (p’s > .23). Next, a paired samples t-test was analyzed as a check 

to see if positive mood was significantly higher than negative mood in both conditions. As 

expected, positive mood was significantly higher than negative mood in both the analytic (t [79] 

= -7.24 p < .01) and heuristic conditions (t [80] = -6.45 p < .01). Participants averaged 2.3 on 

negative affect items (i.e., a little) and 3.1 on positive items (i.e., moderately) across conditions. 

Additionally, correlational analyses were done to confirm that emotional reactivity was 

correlated with negative, but not positive mood in both conditions. Results support this 

hypothesis with emotional reactivity related to negative but not positive mood in both the 

heuristic (negative: r [81] = .59, p < .01; positive: r [81] = .04, p =.71). and analytic conditions 

(negative: r [80] = .60, p < .01; positive: r [80] = -.15, p = .20). Applying a Fisher’s r-z 

transformation confirms that the correlation between emotional reactivity and negative and 

positive affect were of significantly different magnitude (heuristic: z = 3.98, p < .01; analytic: z = 

5.24, p < .01). 

Manipulation check 

Effectiveness of the thinking style induction was next evaluated using a 2x2 mixed 

factors ANOVA, with Navon task trial type (global, local) as the within-subjects factor and 
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condition (analytic, heuristic) as a between-group factor. Emotional reactivity, positive and 

negative affect and the interaction of emotional reactivity and negative affect were added as 

potential moderators of the interaction between trial type and condition. As predicted, the two-

way interaction was significant (F[1, 153] = 231.28, p < .01) such that those in the heuristic 

condition responded significantly faster to global trials while those in the analytic condition 

responded significantly faster to the local trials (see Figure 3.1). No moderators listed above 

significantly predicted this relationship (p’s > .36). These results suggest that the induction was 

effective at inducing the target thinking style (heuristic or analytic) regardless of pre-existing 

affective experience or emotional reactivity. 

Figure 3.1.  

Bar chart representing between group differences in average reaction times to local and global 

trials. Error bars reflect +/- 2 standard errors of the mean. 
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Emotional reactivity as a moderator of negative mood and inhibitory performance at baseline 

 To test the hypothesis that emotional reactivity would moderate the association of 

negative affect and inhibitory performance at baseline, positive and negative affect, as well as 

emotional reactivity and the interaction of emotional reactivity and negative affect were entered 

into a regression model predicting baseline SSRT. The model at baseline was not statistically 

significant, R2 = .02, F[4, 153] < 1, p = .643. No direct effects of positive or negative mood, 

emotional reactivity, or a mean-centred interaction between negative mood and emotional 

reactivity were present at baseline SSRT (p’s > .37).  

Comparison of inhibitory performance across conditions 

 To test the hypothesis that an analytic thinking style would lead to faster (i.e., better) 

performance on the Stop Signal task relative to a heuristic thinking style, a 2x3 repeated 

measures ANOVA with time (baseline, post-induction 1, and post-induction 2 SSRT) as the 

repeated measures factor and condition (analytic, heuristic) as a between subjects factor was 

utilized. There was no significant effect of condition (F[1, 157] < 1, p = .51; see Figure 3.2). 

There was a significant main effect of time (F[2, 314] = 22.45, p < .01), such that SSRT was not 

different from baseline to post-induction 1 (t[157] = -1.50, p = .14) but was significantly faster 

from post-induction 1 to post-induction 2  (t[160] = 6.60, p < .01) across conditions. The 

interaction of time with condition was not significant (F[2, 314] < 1, p = .64).  
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Figure 3.2.  

Repeated measures ANOVA demonstrating differences in SSRT over time between heuristic and 

analytic conditions. 

 

 

Emotional reactivity as a moderator of negative mood and post-induction inhibitory 

performance in the heuristic condition 

         Next, hierarchical regression was used to test the hypothesis that emotional reactivity 

would moderate an association between negative mood and post-induction SSRT (i.e., average 

SSRT across blocks 2 and 3) in the heuristic condition. After controlling for positive affect in 

step 1, negative affect and emotional reactivity were entered as predictors in step two and the 

mean-centred interaction of negative affect and emotional reactivity was entered as a predictor in 

step three. Overall, the model predicted 13% of the variance in Stop Signal task performance (R2 
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= .13, F [4, 76] = 2.85, p = .03). There was no effect of positive affect at step one (R2 = .00, B = 

.63, SE = 1.11, t < 1, p = .57, 95% CI [-1.59 – 2.85]). Negative affect and emotional reactivity 

did not add a significant amount of variance in step two (∆R2 = .02, ΔF[2, 77] < 1, p =.39, 

negative affect: B = -1.34, SE = 1.26, t = -1.06 p = .29, 95% CI [-3.85 – 1.17], emotional 

reactivity: B = -.04, SE = .54, p = .94, 95% CI [-1.11 – 1.13]). However, there was a significant 

interaction between negative affect and emotional reactivity at step three (∆R2 = .10, ΔF[1, 76] = 

8.96, p <.01, B = -23.64, SE = 7.90, t = -2.99, p < .01, 95% CI [-39.38 – -7.91]).  

Using PROCESS version 3.4 (Hayes, 2014), simple slopes for the regression of negative 

affect on SSRT were tested at low (-1 SD below the mean), average, and high (+1 SD above the 

mean) levels of emotional reactivity. There was no significant effect of negative affect at low 

levels of emotional reactivity, although numerically these individuals tended to do worse on the 

Stop Signal task the more negative affect they experienced (B = 3.14, SE = 1.92, t = 1.64, p = 

.11, 95% CI [-.68 – 6.96]). There also was no effect for average levels of emotional reactivity (B 

= -.09, SE = 1.29, t < 1, p = .94, 95% CI [-2.48 – 2.66]). However, consistent with our 

predictions, increasing levels of negative affect significantly predicted better Stop Signal 

performance for high reactive individuals in this condition (B = -2.95, SE = 1.31, t = -2.25, p = 

.03, 95% CI [-5.57 – -.33]; see Figure 3.3). 

These results support the hypothesis that negative mood would predict better inhibitory 

performance for those higher in reactivity and worse inhibitory performance for those lower in 

reactivity in the heuristic conditions. To ascertain whether our findings were attributable to 

negative mood enhancing analytic thinking in participants higher or lower in reactivity, thereby 

countering the heuristic manipulation, we returned to the Navon induction data and examined the 

trends of negative affect, emotional reactivity and the interaction of emotional reactivity and 
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negative affect on the residual of global RT controlling for local RT. The overall model predicted 

3.7% of the variance in induction effectiveness (R2 = .04, F [3, 77] = 2.24, p = .41). Neither 

Negative affect (B = -1.01, SE = 2.14, t < 1, p = .64, 95% CI [-5.28 – 3.25]), emotional reactivity 

(B = -.73, SE = .86, t < 1, p = .40, 95% CI [-2.43 – .98]), nor the interaction of emotional 

reactivity and negative affect (B = -4.02, SE = 12.89, t < 1, p = .76, 95% CI [-29.68 – 21.65]) 

significantly predicted global RT. These results were unchanged when difference scores (i.e., 

global RT – local RT) were analyzed.  
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Figure 3.3.  

Simple slopes demonstrating the regression of individual differences in negative affect on 

inhibitory performance moderated by emotional reactivity, with positive affect entered as a 

covariate.  

 

Negative mood and post-induction inhibitory performance in the analytic condition 

A similar hierarchical regression was used to test the hypothesis that negative affect 

would facilitate post-induction inhibitory performance (i.e., average SSRT across blocks 2 and 3) 

in the analytic condition. Overall, the model predicted 7.7% of the variance in Stop Signal 

performance (R2 = .08, F[4, 75] = 1.55, p = .20). Positive affect did not predict a significant 

amount of the variance at step one (R2 = .005, B = -.71, SE = 1.08, t < 1, p = .51, 95% CI [-2.85 – 
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1.44]). Emotional reactivity and negative affect added 6.9% variance to the overall model (ΔR2 = 

.07, ΔF[2, 75] = 2.76, p =.07) with increased negative mood predicting better performance (B = -

2.70, SE = 1.21, t = -2.23 p = .03, 95% CI [-5.11 – -.28]), and no effect of emotional reactivity (B 

= .388, SE = .522, t < 1 p = .46, 95% CI [-.65 – 1.43]) within the analytic condition. As predicted 

there was no interaction within this condition (ΔR2 = .00, ΔF[1, 75] < 1, p =.58). 

These results support the hypothesis that negative mood would predict better inhibitory 

performance irrespective of emotional reactivity. To ascertain whether our findings were 

attributable to negative mood engendering a more analytic thinking style that was further 

enhanced through the analytic manipulation, we returned to the Navon induction data and 

examined the association of negative affect and local RT controlling for global RT. The overall 

model predicted 6.7% of the variance in induction effectiveness (R2 = .07, F [3, 74] = 1.76, p = 

.16). Neither Negative affect (B = 1.31, SE = 2.24, t < 1, p = .56, 95% CI [-3.15 – 5.77]), nor 

emotional reactivity (B = -.86, SE = .88, t < 1, p = .33, 95% CI [-2.60 – .89]) significantly 

predicted local RT, although there was a trend towards an interaction of emotional reactivity and 

negative affect (B = -25.36, SE = 12.95, t = -1.96, p = .05, 95% CI [-51.17 – .45]).  Within this 

interaction lower levels of negative affect had no relationship with performance across reactivity 

(B = .50, SE = 1.11, t < 1, p = .66, 95% CI [-1.71 – 2.70]).  There also was no effect for average 

levels of emotional reactivity (B = -.84, SE = .88, t < 1, p = .34, 95% CI [-2.60 – .92]). However, 

increasing levels of negative affect tended to predict better local RT performance as reactivity 

increased (B = -2.18, SE = 1.14, t = -1.91, p = .06, 95% CI [-4.45 – .09]). These results were 

unchanged when difference scores (i.e., local RT – global RT) were analyzed. 
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3.4 Discussion 

Our study was undertaken to directly examine the potential impact of thinking styles on 

inhibitory performance. At the outset we expected that SSRTs would be faster in the analytic 

relative to heuristic conditions. Counter to what was predicted, we found that inhibitory 

performance was comparable across groups. Research has both supported and refuted the 

validity of Navon-like inductions for engendering these thinking styles (e.g., Klauer & 

Singmann, 2015; Majima, 2015). Although the forgoing may suggest that our induction was 

ineffective, our manipulation check suggests otherwise: participants were unequivocally faster 

on global trials in the heuristic condition and on local trials in the analytic condition. Another 

possibility is that analytic thinking is not beneficial for performing the Stop Signal task; 

however, this appears inconsistent with the significant findings we describe below. We suggest 

that a more parsimonious and plausible explanation of our null result is that comparison of 

groups obfuscated the effect of individual differences that were apparent upon examining SSRT 

within each condition. Other research has similarly demonstrated that while group level 

comparisons offer a more conservative and better controlled estimate of true effects, they reduce 

power of detecting true differences within the population of interest (Charness et al., 2012).  

Within the heuristic condition, we expected that emotional reactivity would moderate an 

association between negative mood and inhibitory performance. Consistent with this hypothesis 

and our prior work (Gabel & McAuley, 2018, 2020), highly reactive individuals performed better 

the more negative affect they were experiencing and less reactive individuals showed the 

opposite effect. Previously, we suggested that this interaction could be explained by the 

integration of two theoretical perspectives: affective certainty theory which postulates that trait-

inconsistent mood states interfere with task performance (Tamir & Robinson, 2004; Tamir et al., 
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2002) and cognitive load theory, which proposes that increased intensity of mood states will 

increase the likelihood of task unrelated thoughts and interfere with task performance (Curci et 

al., 2013; Seibert & Ellis, 1991). The integration of these two theories suggests that trait-

inconsistent moods will increase the likelihood of task-unrelated thoughts or active emotion 

regulation which will then interfere with performance on tasks of response inhibition. Findings 

from our previous work were also not inconsistent with mood-as-information theory, which 

posits that negative mood engenders analytic thinking that benefits tasks requiring close attention 

to detail (Bohner et al., 1994; Park & Banaji, 2000; Schwarz & Clore, 1983; 2003). This led us to 

speculate that individuals higher in emotional reactivity, who are more accustomed to negative 

affect, might be able to better utilize a more analytic thinking style as they are less likely 

encumbered by cognitive load (Gabel & McAuley, 2018; 2020). Reflecting on our results in the 

heuristic condition of this study, we observed reactivity as a moderator of the association 

between negative affect and response inhibition such that individuals higher in reactivity 

performed better with increasing levels of negative affect while individuals lower in reactivity 

showed an opposing pattern. Across levels of reactivity, the pattern of results are consistent with 

affective certainty and cognitive load hypotheses which replicates previous findings (Gabel & 

McAuley, 2018; 2020; Tamir & Robinson, 2004). For individuals higher in reactivity these 

results are also consistent with research supporting a connection between negative affect and 

analytic thinking (Bless & Burger, 2017; Gasper & Clore 2002; Isbell et al., 2005; Srinivasan & 

Hanif, 2010). As identified by Bless and Burger (2017) positive mood is related to heuristic 

processing which relies more on pre-existing knowledge structures while negative mood 

promotes an analytic style which focuses more on situation-specific information. A novel task of 

response inhibition, such as the Stop Signal task, relies heavily on situation-specific information 
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(i.e., waiting for the beep) and therefore would likely benefit from an analytic thinking style 

promoted through increased negative affect as was observed for high-reactive individuals in the 

current study and in Gabel and McAuley (2018; 2020). Furthermore, several studies have noted 

that natural variations in mood are typically quite positive (Diener & Diener, 1996; Fredrickson 

& Brannigan, 2005; Gasper & Clore, 2002; Huntsinger et al., 2010) and that there is also a 

global/heuristic bias to processing information (Isbell et al., 2016; Kimchi, 1992; Navon, 1977; 

Oliva & Torralba, 2006). Accordingly, it is not surprising that there was a replication of the 

effects observed in Gabel & McAuley (2018) across levels of reactivity even with the addition of 

the heuristic induction. 

Within the analytic condition, we expected that negative affect would be the sole 

predictor of inhibitory performance irrespective of level of emotional reactivity. This hypothesis 

was supported by our findings and is consistent with our suggestion that pre-induction negative 

mood would engender an analytic thinking style, thereby strengthening the potency of the Navon 

induction for high-reactive individuals and countering some of the cognitive load that is more 

typically associated with negative mood for low-reactive individuals. In the latter, it may have 

been the case that the analytic induction helped to narrow their focus to local features in the task 

at hand, overriding the cognitive load that appears to be more typically associated with negative 

mood for these individuals (e.g., rumination; Brinker et al., 2013; Lyubomirsky et al., 2003). 

Thus, similar to what was observed by Schwarz and Clore (1983) the analytic induction might 

have shifted processing from internal issues (e.g., rumination, worry) to situation-specific 

information (e.g., identifying local features) which aided in subsequent response inhibitory 

performance. Additionally, as pointed out through Isbell and colleagues’ (Isbell et al., 2016; 

Isbell et al., 2013) affect-as-cognitive-feedback account, global or heuristic processing paired 
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with a negative response leads to a change in processing from global to local. Accordingly, 

another possibility is that for low-reactive individuals, error detection during the Stop Signal task 

does not typically elicit a strong negative arousal response which fails to switch to local 

processing unless individuals are primed to utilize an analytic thinking style. Conversely, high-

reactive individuals experience a negative arousal response to errors which primes or accentuates 

an analytic thinking style and improves inhibitory performance. 

This study contributes to our understanding of the complex interplay between affect and 

cognition by identifying thinking style as one of several likely mechanisms that explains why 

negative mood has the potential to help or hinder cognitive task performance. Our findings, 

though generally consistent with our predictions, should be interpreted within the context of 

several limitations to be addressed in future work. Others have suggested that a between-subjects 

research design might be suboptimal   for detecting differences in performance based on thinking 

style induction. We may have achieved null results due to increased between-subjects error and 

reduced power to detect effects (Charness et al., 2012). Also given that there are no obvious 

demand characteristics in the Navon induction, a within-subjects design would not have been 

inappropriate. Moreover, since thinking style inductions are thought to be short-lived and 

reversable (Huntsinger et al., 2010; 2014; Isbell et al., 2016), a superior design would be to have 

both heuristic and analytic conditions as within-subjects factors in a future study so long as the 

order of these conditions is counterbalanced. As a further consideration, future research might 

look at how discrete emotional responses to errors affect this relationship. As mentioned, the 

affect-as-cognitive-feedback model (Isbell et al., 2013; 2016) could help to explain how within-

task affective responses to errors paired with pre-existing mood states (i.e., positive or negative) 

might interact to predict performance differently based on differences in emotional reactivity. 
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The current study is limited in the sense that mood was only rated at baseline. Future studies 

might consider including mood checks during EF tasks to see how errors are affecting mood and 

subsequent performance. As a final consideration, future research should examine motivational 

and arousal information that might underly how positively or negatively valenced moods 

influence thinking style. Research has suggested that this information might be more important 

than emotional valence in determining thinking style (Gable & Harmon-Jones, 2010a; Gable & 

Harmon-Jones, 2010b; Gable et al., 2015; Isbell et al., 2016; McKasy, 2020), a finding that has 

translated to tasks of executive functioning (Shields et al., 2016). 
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Chapter 4: The influence of affective and motivational states on response inhibition 

performance  

4.1 Introduction 

Purposeful behaviour in everyday life is facilitated by executive functions (EF), a 

collection of inter-related skills that allow us to consider multiple perspectives – including that of 

past, present and future – which help us to identify, evaluate, progress toward, and attain goals 

(Jurado & Rosselli, 2007). Although EF is comprised of myriad skills (Goldstein et al., 2014), 

response inhibition is widely viewed as central to the construct and has been conceptualized as 

the foundation upon which other executive skills develop (Miyake & Friedman, 2012). Response 

inhibition refers to the cessation of naturally pre-potent or previously reinforced behaviours that 

are incompatible with a given goal (Nigg, 2017; Verbruggen & Logan, 2008). Resisting the 

customary behaviour of shaking someone’s hand during a pandemic would be a pertinent 

example of response inhibition. Because response inhibition is necessarily applied in situations 

that are novel, difficult, dangerous, require planning, and/or necessitate troubleshooting (e.g., 

Burgess, 2004), understanding contextual influences on inhibitory success is an important goal 

for research.  

Previous work in our lab has examined affective contributions to inhibitory control. By 

capitalizing on natural variations in mood (Gabel & McAuley, 2018) and experimentally 

inducing mood states (Gabel & McAuley, 2020), our work has demonstrated that negative affect 

has the potential to help or hinder inhibitory performance depending on one’s level of emotional 

reactivity. Emotional reactivity is defined as the rapidity, intensity, and duration of reactions to 

affective situations (Wheeler et al., 1993; Nock et al., 2008). We have consistently found that 

individuals lower in reactivity experience a decrement in inhibitory performance with increasing 

levels of negative affect, whereas individuals higher in reactivity typically demonstrate the 
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converse pattern. To explain this pattern of findings, we have hypothesized that individuals 

higher in reactivity may be less distracted by negative mood because they experience more 

frequent and long-lasting negative mood states (Compas et al., 2004; Howland et al., 2017) – that 

is when mood is trait-consistent performance improves. Moreover, theoretical accounts suggest 

that negative moods signify threat and engender a more analytic thinking style (e.g., Schwarz & 

Clore, 2003) but also have the potential to be cognitively depleting (e.g., Stahl et al., 2012). As 

such, it may be the case that individuals higher in reactivity use the informational significance of 

a negative mood to invest more attention into the task at hand whereas individuals lower in 

reactivity experience negative mood as trait-inconsistent and this mood causes cognitive load as 

they find their attention drawn toward distracting thoughts (e.g., rumination) or engaged in active 

emotion regulation (e.g., cognitive reappraisal) that interfere with task performance (Brinker et 

al., 2013; Curci et al., 2013; Lyubomirsky et al., 2003; Seibert & Ellis, 1991).  

While our work suggests that emotional valence is one factor that influences response 

inhibition and related executive skills, there is evidence from other work that EF may be 

differentially influenced by different high-arousal negative mood states. For example, research 

by Shields and colleagues (Shields et al., 2016) demonstrated that anxiety but not anger 

interfered with performance on a variant of the Wisconsin Card Sort Task – a classic 

neuropsychological measure of EF. The authors attributed their findings to different motivational 

systems activated by these two emotions. Motivation underlying affect has been identified as a 

vital component of emotion with approach and avoidance motivation systems being flagged for 

consideration above and beyond arousal and valence (Elliot et al., 2013; Gable et al., 2015; 

Harmon-Jones et al., 2009; Harmon-Jones et al., 2013). In terms of discrete emotions, anger and 

anxiety both invoke a strong negatively valanced arousal response that potentiate one of three 
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different options for dealing with threat (Cannon, 1929). Anxiety typically involves avoidance of 

threat by freezing or actively fleeing, whereas anger more commonly entails approaching threat 

in order to nullify it. Because anxiety and anger tap into different motivational systems – 

avoidance and approach motivation, respectively – these emotions have the potential to affect 

our thinking and approach to problem solving in different ways (Bossuyt et al., 2014; Gable et 

al., 2015; Verbruggen & de Houwer, 2007). Taking this one step further, anger (approach-

motivation) may be more likely than anxiety (avoidance-motivation) to bolster response 

inhibition and related executive skills when used to facilitate goal-oriented behaviours (Bossuyt 

et al., 2014).  

While these two high arousal negative emotional states differ in underlying motivation 

and perhaps their impact on response inhibitory performance, it is interesting to consider how 

this relationship would be affected by emotional reactivity. The aforementioned studies in our 

lab suggest divergent predictions between high- and low-reactive individuals for negative affect 

generally speaking. Although we have yet to look at negative affective states with different 

underlying motivational systems, we have induced negative affect through remembering an 

upsetting event (e.g., doing poorly on a test; Gabel & McAuley, 2020) which is more likely be in 

line with avoidance-motivation. Accordingly, we might expect individuals low in reactivity to be 

more highly affected by anxiety (avoidance-motivated) via cognitive load, whereas anger 

(approach-motivation) might bolster response inhibition regardless of individual differences in 

emotional reactivity. 

The current study aims to replicate and extend the findings of Shields and colleagues 

(2016) by examining whether anger and anxiety interact with emotional reactivity to influence 

inhibitory performance. Although both emotions are negative in valence and high in arousal, we 
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anticipate that induction of anger will activate the approach-motivation system whereas 

induction of anxiety will activate the avoidant-motivation system. We also include induction of 

boredom, which is a low arousal, approach-oriented emotional experience that signals an 

individual to change their state or become engaged with something interesting (Bench & Lench, 

2013). While it shares some similarities with anger in that it is typically approach oriented, it 

differs in that it tends to broaden rather than narrow cognitive scope (Gable & Harmon-Jones, 

2010b; Gasper & Middlewood, 2014). Consistent with Shields et al. (2016) we expect that 

inhibitory performance will be best in the anger condition, worst in the anxiety condition, and 

intermediate in the boredom condition. Based on previous research in our lab (McAuley & 

Gabel, 2018; 2020), we further anticipate that emotional reactivity will predict improved 

inhibitory performance differently for those higher and lower in reactivity. Specifically, we 

expect that individuals lower in reactivity will perform best in the anger condition and worst in 

the anxiety condition while individuals higher in reactivity will perform similarly across 

conditions. Additionally, it is expected that individual differences in negative affect in the 

anxiety condition will affect performance negatively with increasing levels, while increasing 

experience of negative affect in the anger condition should affect performance positively.  

4.2 Methods 

Participants  

Participants were recruited through a departmental pool of students enrolled in 

psychology courses at the University of Waterloo. Power was determined through G*Power 

(Faul et al., 2009) software based on the average effect size of emotional reactivity, negative 

affect and their interaction on response inhibition (R2 =.089; Gabel & McAuley, 2020 and a 

study by Shields et al. (2016) predicting differences between anger, anxiety and neutral 
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conditions on response inhibition (partial eta2 =.10). Based on this model we expected a medium 

effect size f = .25 with α = .05 and β = .80 and estimated that at least 55 participants would be 

needed in each condition (N=165). One-hundred seventy-six undergraduates completed a 30-

minute experimental procedure for course credit (Mage = 20.10 years, SD = 2.25 years, 86% 

female, 30% Caucasian, 26% East Asian, 20% Other).  

Measures 

    Brief Emotional Circumplex (BEC). This 20-item in-house scale was developed and 

utilized instead of more traditional emotion scale (e.g., PANAS) to get information about 

specific emotion adjectives (i.e., anger, boredom) while maintaining a similar emotion structure 

to the PANAS. The scale asked participants to rate their current experience of 10 positive 

emotional adjectives (e.g., motivated, tranquil) and 8 negative emotional adjectives (e.g. angry, 

anxious) on a 5-point Likert scale ranging from very slightly or not at all (1) to extremely (5). 

Two ‘neutral’ emotions (i.e., tired and bored) were included as a manipulation check for the 

boredom condition. Responses were averaged within the positive and negative subscales, which 

were internally consistent in our sample (positive affect: baseline α = .85, post-induction α = .89, 

post-task α = .84; negative affect: baseline α = .79, post-induction α = .80, post-task α = .84).  

Emotion Reactivity Scale (ERS; Nock et al., 2008). Participants rated their reactions to 21 

items using a 5-point Likert scale ranging from not at all like me (0) to completely like me (4). 

Items reflected emotional sensitivity (e.g., “my feelings get hurt easily”), emotional persistence 

(e.g., “when something happens that upsets me, it’s all I can think about for a long time”), and 

emotional arousal/intensity (e.g., “when I experience emotions I feel them very 

strongly/intensely”), which were averaged to create a mean score (M = 1.58, SD = .81, 

Cronbach’s α = .95). 
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Stop Signal Task (Logan et al., 1984). Participants made a speeded choice key press 

response to a centrally presented stimulus (i.e., a pink or yellow star) except when the stimulus 

was followed by an auditory signal that cued them to cancel their response. Timing of this 

auditory signal (i.e., the stop signal), referred to as the stop signal delay (SSD), was initially set 

to 250 ms post-stimulus onset for all participants. The SSD was subsequently adjusted based on 

each participant’s response on the preceding stop trial: SSD was increased by 50 ms following a 

failure to inhibit and was decreased by 50 ms following a successful inhibit. Because timing of 

the SSD influences the likelihood of inhibitory success, having this dynamic tracking algorithm 

calibrated to each individual participant ensured that they were able to successfully inhibit their 

responses on approximately half of stop trials (see also Band, van der Molen, & Logan, 2003). 

The task was presented in four blocks that each included 8 (25%) stop trials and 24 (75%) go 

trials. Stop signal reaction time (SSRT) was calculated in ms as the mean SSD subtracted from 

the average time taken to correctly respond on non ‘stop’ trials (M = 347.50, SD = 67.37, 

Cronbach’s α = .96). 

Demographic Questionnaire. Included were questions regarding age, sex, ethnicity, and 

medical history. 

Procedure 

All participants completed tasks in the same fixed order. They first completed the Emotion 

Reactivity Scale and Brief Emotional Circumplex (BEC) scale. As per the mood induction in 

Shields et al., (2016), participants were then randomly assigned to a condition in which they 

were instructed to spend 5-minutes writing about a recent event that made them feel anxious 

(anxiety condition, n = 58), angry (anger condition, n = 59), or in which they wrote letters of the 

English alphabet in alphabetical order (boredom condition, n = 59) (e.g., Bodenhausen et al., 
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1994; Moons & Shields, 2015; Shields et al., 2016; Tiedens & Linton, 2001). The boredom 

condition was adapted to match the timing of the other two conditions while introducing a face-

valid task to induce boredom. Participants then completed a post-induction BEC, the Stop Signal 

task, a post-task BEC, and then the demographic questionnaire. 

4.3 Results 

Data Cleaning and Normality Analyses 

All analyses were completed using SPSS version 26. The Stop Signal task program 

crashed for two participants who were subsequently removed from analysis. Another two 

participants were excluded from analysis because they did not follow task instructions (i.e., 

responded in under 100ms on average for go trials, or were overly cautious resulting in less than 

10% correct go trials). Four participants reported not being activated by the emotional writing 

induction task (anxiety, n = 3, anger, n = 1) and were removed from analysis. 

Scores on a composite of post-induction and post-task negative affect in both the 

boredom and anger conditions violated assumptions of normality for skew and kurtosis 

(Kolmogorov-Smirnov p < .001). A log transformed version of this composite improved 

normality of the distribution in both the boredom (D = .202 to D = .154) and anger (D = .173 to 

D = .130) conditions; however, the p-value in both conditions remained below .05 so the non-log 

transformed negative affect composite was used for the following analyses. Response times from 

the Stop Signal task and all other self-report measures were within reasonable limits of normality 

(i.e., 95% CI of skew and kurtosis <1.96, Kolmogorov-Smirnov p > .05). There were 10 

multivariate outliers observed in the dataset (anxiety, n = 4, anger, n =3, boredom, n = 3). These 

participants were removed from subsequent analyses. The final sample of 158 participants 

included 55 participants in the boredom condition, 52 participants in the anger condition and 51 
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in the anxiety condition. The pattern of results was unchanged by inclusion of the full sample or 

use of the log transformed negative affect variable. 

Group Differences and Manipulation Check 

 First, a one-way ANOVA was used to ensure that participants did not differ on emotional 

reactivity, or baseline levels of positive and negative affect between conditions. Results indicated 

no group differences on these variables (p’s > .34). Next, paired samples t-tests were analyzed as 

a check to see if positive mood was significantly higher than negative mood at baseline across 

conditions. As expected, positive mood was significantly higher than negative affect at baseline 

in the anger (t [51] = -10.36 p < .001), anxiety (t [50] = -9.77 p < .001) and boredom 

conditions (t [54] = -10.85 p < .001). Participants averaged 1.4 on the negative affect subscale 

(i.e., very little/a little) and 2.5 on the positive affect subscale (i.e., a little/moderately). 

Correlational analyses were done to confirm that emotional reactivity was correlated with 

baseline negative, but not positive mood across conditions. Results support this hypothesis with 

emotional reactivity related to negative (r [158] = .40, p < .001) but not positive mood (r [158] = 

-.02, p =.77) at baseline. There was no difference in the magnitude of these correlations across 

conditions for positive affect (anger condition: r [52] = -.13, p =.37; boredom condition: r [55] = 

-.01, p =.92; anxiety condition: r [51] = .04, p =.79) or negative affect (anger condition: r [52] = 

.44, p < .01; boredom condition: r [55] = .41, p < .0; anxiety condition: r [51] = .36, p < .01). 

Applying a Fisher’s r-z transformation confirms that the correlation between emotional reactivity 

and negative and positive affect were of significantly different magnitude overall (z = 3.91, p < 

.01) or within conditions (anger: z = 2.98, p < .01; boredom: z = 2.27, p = .01; anxiety: z = 1.65, 

p = .05). 
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Next, paired samples t-tests of boredom, anger, anxiety and a composite of positive affect 

from the BEC were used to test the effectiveness of the manipulation within each condition. As 

predicted boredom increased significantly in the boredom condition (t [53] = -4.66, p < .01). 

There was no significant change in anger in this condition (t [54] = 1.35, p = .18); however, 

anxiety (t [54] = 3.81, p < .01) and positive affect (t [54] = 6.79, p < .01) decreased significantly 

from baseline. In the anger condition, anger increased significantly (t [51] = -9.81, p < .01). 

There was no significant change in anxiety (t [51] = -1.46, p = .15) but boredom (t [51] = 2.83, p 

< .01) and positive affect (t [51] = 2.78, p < .01) demonstrated a decreasing trend. Within the 

anxiety condition, anxiety increased significantly (t [50] = -6.51, p < .01). Interestingly, anger 

increased (t [50] = -4.41, p < .01) as well, while boredom (t [50] = 4.30, p < .01) and positive 

affect decreased significantly (t [50] = 4.07, p < .01) in this condition. Change in negative and 

positive affect from baseline to post-induction did not differ on the basis of emotional reactivity 

in the boredom (p’s >.170), anger (p’s > .15) or anxiety (p’s > .18) mood induction conditions. 

A follow-up one-way ANOVA was analyzed to determine if post-induction positive 

affect, boredom, anger and anxiety differed between conditions. Utilizing a Tukey HSD test it 

was found that boredom was significantly higher in the boredom condition than in the anger (p < 

.01) and anxiety (p < .01) conditions but no different between the anxiety and anger conditions (p 

= .98). Similarly, anger was significantly higher in the anger condition than in the anxiety (p < 

.01) and boredom (p < .01) conditions. Anger was also significantly higher in the anxiety 

condition than in the boredom condition (p < .01). Anxiety was significantly higher in the 

anxiety condition than in the boredom (p < .01) and anger conditions (p < .01). There was no 

significant difference in anxiety between the anger and boredom conditions, although the anger 

condition had a trend towards having more anxiety (p = .09). There were no significant 
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differences between the anger and boredom (p = .56), boredom and anxiety (p = .96), or anger 

and anxiety (p = .73) conditions on positive affect (see Figure 4.1 for post-induction mood 

scores).  Results indicate that our procedure elicited the intended mood state in the boredom and 

anger conditions, while the anxiety condition increased the experience of anxiety as well as 

anger. Additionally, the degree to which this mood state was induced did not differ based on 

level of emotional reactivity. 

 

Figure 4.1. Change in ratings of anger, boredom, anxiety and positive affect from baseline to 

post-induction. Error bars represent +/- 2 standard errors of the mean. 
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Figure 4.2. Post-induction affect ratings of anger, anxiety, boredom and positive affect 

compared across anxiety, anger and boredom conditions. Error bars represent +/- 2 standard 

errors of the mean. 
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for descriptives). Overall the effect of condition on Stop Signal performance explained 1.8% of 

the variance (R2 = .02, F[1, 156] = 2.82, p = .10).  

 Emotional reactivity as a moderator 

When emotional reactivity was added as a moderator and positive affect was included as 

a covariate, 6.7% of the variance in Stop Signal performance was explained by the model (R2 = 

.07, F[7, 150] = 1.54, p = .16).  

 

Figure 4.3. Effect of negative mood condition using emotional reactivity as a moderator with 

positive and negative affect as covariates. 
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Individual differences analysis 

 Next, we explored whether individual differences in negative affect influenced SSRT in 

the entire sample. Positive affect and emotional reactivity were added into the model as 

covariates at step one. The negative affect and dummy coded mood condition using anxiety as 

the reference group were added in step two and the interactions of dummy coded conditions with 

negative affect were entered at step three. The overall model accounted for 12.3% of the variance 

in SSRT (R2 = .12, F [7, 150] = 3.01, p < .01). Positive affect and emotional reactivity did not 

explain a significant amount of variance at step one (R2 = .03, F [2, 155] = 2.47, p = .09). At step 

two, dummy coded anger and boredom and negative affect did not add a significant amount of 

variance (ΔR2 = .02, ΔF [3, 152] = 1.05, p = .37); however, the interaction terms between 

dummy coded anger and boredom and negative affect added a significant amount of variance to 

the model at step three (ΔR2 = .07, ΔF [2, 150] = 6.20, p < .01). Herein, the interaction of the 

anger condition with negative affect was significant (B = -45.30, SE = 16.04, t = -2.83, p < .01, 

95% CI [-76.89 – -13.61]) while the interaction of the boredom condition with negative affect 

was not (B = 7.03, SE = 17.34, t < 1, p = .69, 95% CI [-27.23 – 41.29]).3 

Using PROCESS version 3.4 (Hayes, 2014), simple slopes for the regression of negative 

affect on SSRT were tested for the anxiety and anger condition. In the anger condition, 

increasing negative affect was associated with faster SSRTs (B = -22.95, SE = 10.29, t = -2.23, p 

= .03, 95% CI [-43.37 – -2.53]). An opposing pattern of negative affect on performance was 

evident in the anxiety condition (B = 24.18, SE = 12.36, t = 1.96, p = .05, 95% CI [-.35 – -48.70]; 

see Figure 4.4). These results suggest that individuals are performing significantly better in the 

anger condition than the anxiety condition with increasing levels of negative affect. 

 
3 Model with log-transformed negative affect: R2 = .13, F [7, 150] = 3.20, p < .01. 
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Figure 4.4. Effect of performance between the anger and anxiety conditions with negative affect 

as a predictor and positive affect and emotional reactivity as covariates. 
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anxiety condition performed worse as negative affect increased. Given our prediction that anger 

and anxiety should be high arousal conditions, this pattern of findings makes sense: increasing 

levels of negative affect may activate motivational systems (approach vs. avoidance) and have 

disparate effects on performance across conditions. Overall, these results provide partial support 

for motivational and arousal accounts regarding the relationship between emotion and EF. 

Avoidance motivated arousal has been considered to be more cognitive and physiologically 

taxing than approach motivated arousal (Roskes et. al., 2013) and thus it may be that cognitive 

load is higher under conditions of avoidance motivation. Conversely, it may be that approach 

motivation signalled through emotions such as anger might lead to a push towards task 

engagement that utilizes an analytic thinking style that is beneficial for tasks of response 

inhibition. Future research could examine this latter proposition by looking at the effects of anger 

on EF tasks that are proposed to be benefitted via a heuristic thinking style such as creativity. If 

effects divergent with tasks of creativity it would be suggestive that anger engenders an analytic 

thinking style whereas if effects were similar to what was found in the current study, it would be 

indicative that approach motivation, as opposed to the underlying thinking style, that is helpful in 

task performance. 

An alternative mediating mechanism that could explain our pattern of results comes from 

the devaluation-by-inhibition hypothesis (De Vito et al., 2018). This theory suggests that 

negative affect is utilized in response inhibition such that to-be-inhibited stimuli are found to be 

devalued compared to other stimuli that are fixated on (De Vito et al., 2018; Driscoll et al., 2018; 

Fenske & Eastwood, 2003, Fenske & Raymond, 2006, Fenske et al., 2005; Raymond et al., 

2005). Thus, it is possible that negative affect may be utilized to improve response inhibition via 

the Stop Signal task if this affective state is directed towards the stimulus to be inhibited (i.e., 
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when it is approach motivated). Future research could induce angry (approach) and anxious 

(avoidant) mood states and observe whether those in the anger condition devalue the to-be-

inhibited stimuli more than those in the anxious condition. This would provide evidence to 

support motivational models and the importance of negative affect in response inhibition. 

Additionally, future research looking at natural variations in mood could examine how individual 

differences in emotional reactivity or neuroticism differ in their devaluation of the to-be-

inhibited stimuli. Emotionally reactive and neurotic individuals are associated with increased 

experience of negative affect and based on findings supporting the affective certainty and 

cognitive load hypotheses through natural variations in mood (Gabel & McAuley, 2018; Tamir 

& Robinson, 2004) it might be predicted that these individuals would devalue the to-be-inhibited 

stimuli more than those lower in reactivity. 

Interestingly, in the current study emotional reactivity and its interaction with negative 

mood condition did not predict a significant amount of variance above and beyond condition 

alone. These results fail to support the affective certainty model (Tamir & Robinson, 2004; 

Tamir et al., 2002) that has been supported in previous research in our lab (Gabel & McAuley, 

2018; 2020), although they are not in opposition to this model either. The pattern of results was 

in the expected direction and between group differences may just have a smaller effect size than 

we had originally predicted.  

Another interesting finding regarding emotional reactivity in the current study is that 

change in negative affect was not related, positively or negatively, to emotional reactivity. Given 

that emotional reactivity is said to be related to the intensity of reactions to emotional situations 

it would be logical to think that emotional reactivity would be associated with a larger increase in 

negative affect through the mood induction. While inconsistent at a conceptual level, this finding 
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is consistent with previous results indicating no relationship between change in negative affect 

and emotional reactivity after a negative mood induction (Gabel & McAuley, 2020). It is 

difficult to postulate why a lack of effect is present other than to suggest that perhaps emotional 

reactivity refers more to negative emotional persistence rather than the intensity of emotional 

experience. 

Overall, the current study, whilst unable to provide a full replication of Shields and 

colleagues (2016) findings, provides some confirmatory evidence that motivational information 

informed by increased negative arousal is important for understanding the relationship between 

emotion and response inhibition. Conversely, past studies have found support for the affective 

certainty model through individual differences factors such as neuroticism (Tamir & Robinson, 

2004) and emotional reactivity (Gabel & McAuley, 2018; 2020) which lead to diverging 

predictions in how emotion affects response inhibition depending on what is affectively normal 

at the individual level. The current study was unable to find overwhelming support for this 

model.  
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Chapter 5: General Discussion 

Response inhibition is a foundational executive functioning skill, which involves 

withholding responses that are pre-potent yet inappropriate within a particular goal-context. To 

date, its relationship with emotion has been largely explored through emotional valence and 

existing studies have failed to find consistent support for cognitive load, mood-as-information, or 

motivational models. The presented research provides evidence for a model of emotion that 

incorporates the aforementioned models by utilizing affective certainty theory (Tamir & 

Robinson, 2004) which identifies that individual differences in the experience of emotion will 

moderate how negative affect effects response inhibition performance. Emotional reactivity is 

presented as an important individual differences factor that is identified by more frequent, 

intense and long-lasting negative mood states (Nock et al., 2008). Results generally supported 

the affective certainty and cognitive load models, although there is some evidence supporting the 

mood-as-information and motivational models as well.  

Chapter 2 built upon my Masters work which found a moderating effect of emotional 

reactivity on the relationship between negative affect and response inhibition such that 

individuals lower in reactivity tended to perform worse the more negative affect they 

experienced and individuals higher in reactivity showed the opposite effect (Gabel & McAuley, 

2018). Chapter 2 expanded upon this by inducing negative or positive mood states through a 

memory-based mood induction. Results supported findings from Gabel and McAuley (2018) 

with individuals higher in reactivity performing better with increasing negative affect and 

individuals lower in reactivity exhibiting an opposing pattern. Moreover, individuals higher in 

reactivity performed similarly across positive and negative conditions while individuals lower in 

reactivity performed significantly worse in the negative mood condition. The performance 
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decrement by individuals lower in reactivity is congruous with both the affective certainty 

(Tamir & Robinson, 2004; Tamir et al., 2002) and cognitive load theories (Seibert & Ellis, 

1991), which propose that negative moods might introduce cognitive interference that gets in the 

way of task performance for individuals who do not typically experience negative mood. 

Conversely, the facilitative effect demonstrated by individuals higher in reactivity is consistent 

with both the affective certainty and mood-as-information theories (Schwarz and Clore, 2003). 

As these individuals are generally more familiar with negative mood, negative affect does not 

introduce cognitive load and a more analytic information processing style which is engendered 

by negative affect may be utilized to improve performance. However, we did not manipulate or 

measure thinking style in this study and as such our explanation for those higher in reactivity 

accessing an analytic thinking style is speculative. 

Accordingly, Chapter 3 explored how different information processing styles, analytic 

and heuristic, might add to our understanding of how negative affect and emotional reactivity 

interact to predict response inhibition. Results obtained from this study were mixed where 

individuals in the analytic condition did not demonstrate better performance than those in the 

heuristic condition. However, an interesting pattern was observed within each condition where 

there was a replication of the finding from Gabel and McAuley (2018) in the heuristic condition 

such that individuals higher in reactivity performed better with increased negative affect and 

individuals lower in reactivity exhibited the opposite pattern. Research has demonstrated that 

individuals typically experience positive mood and generally adopt a more heuristic information 

processing style (Diener & Diener, 1996; Gasper & Clore, 2002) and thus the replication of the 

interactive effect within this condition makes sense as the induction would generally be 

consistent with the information processing style of most individuals at baseline. Conversely, in 
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the analytic condition individuals tended to perform better with increasing levels of negative 

affect regardless of emotional reactivity. Negative emotions are related to less heuristic thinking 

and a more analytic information processing style (Gasper & Clore, 2002; Rodriguez-Gomez et 

al., 2019; Smith et al., 2014) and it is plausible that negative mood in the analytic condition may 

have strengthened the induction to aid in response inhibition across individuals. 

Chapter 4 added to this line of work by examining how different motivational systems 

underlying discrete negative affective states influenced response inhibition. A study by Shields 

and colleagues (2016) had found that approach and avoidance motivated negative emotions, 

anger and anxiety respectively, influenced EF performance in divergent ways such that anxiety 

impaired EF while anger did not. Chapter 4 aimed to replicate findings from this study while 

adding in the contribution of emotional reactivity to this relationship. Results were unable to 

replicate findings from Shields et al.’s (2016) original experiment, although degree of negative 

affect influenced anger and anxiety conditions in opposing ways. Increased negative affect 

predicted improved performance in the negative mood condition while demonstrating the 

opposite effect in the anxiety condition consistent with what was observed in Shields and 

colleagues (2016) experiment. Counter to our predictions, there was no significant effect of an 

interaction between emotional reactivity and negative affect condition, although trends were 

again in the same direction as our hypothesis.  

Across the chapters presented in this dissertation is the finding that performance on the 

Stop Signal task is not impaired by the experience of negative affect and was in many instances 

improved by increasing levels of negative affect. A potential insight that might speak to why 

negative affect is not detrimental for those higher in reactivity, and may in fact facilitate 

performance under certain conditions, comes from the devaluation-by-inhibition hypothesis. 
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Fenske and collaborators (Fenske & Eastwood, 2003; Fenske & Raymond, 2006; Raymond et 

al., 2005) have posited that while emotion influences attention, attention also influences emotion. 

A finding that has been repeatedly demonstrated is that individuals make affective devaluations 

of inhibited stimuli. Support for these findings have been extended to social-emotional 

devaluations of trustworthiness, sexual arousal, and valence of inhibited information (De Vito et 

al., 2018; Driscoll et al., 2018; Fenske et al., 2005). These converging lines of evidence support 

the devaluation-by-inhibition hypothesis which suggests that negative affect is related to and 

important in inhibiting a response (De Vito et al., 2017). This lends some potential insight into 

the evolutionarily adaptive purpose of negative affect in the inhibition of environmental 

information which posits that conflict between a pre-potent response and an adaptive but novel 

response requires some devaluation of the pre-potent response to favour a novel response that 

might be adaptive given the situation (Fenske & Raymond, 2006). In other words, one must 

ignore a heuristic response in favor of an untrained or novel response. An emotion-focused 

approach to signify a need for change via statistical learning would be to devalue the to-be-

inhibited stimulus until the heuristic changes to a more adaptive one. While results from this 

dissertation and Gabel & McAuley (2018) are not incongruous with this account, there is 

currently no known research supporting this conjecture. Future research could examine the 

devaluation-by-inhibition hypothesis jointly with mood and emotion reactivity research such that 

differences in degree of devaluation of the to-be-inhibited stimulus are observed across 

emotional reactivity and experience of negative affect. 

The studies presented in this dissertation provide evidence that individuals higher in 

reactivity are typically better able to utilize negative affect effectively in adapting to a novel task 

involving response inhibition. Consistent with Tamir and colleagues (Tamir & Robinson, 2004; 



 

76 
   

Tamir et al., 2002) affective certainty model, it is likely that high reactive individuals are not 

influenced by negative affect in a detrimental way because negative moods are trait-consistent 

for them. This trait-consistency has the potential to alleviate cognitive load that might come in 

the form of health promoting but task irrelevant emotion regulation (Curci et al., 2013; John & 

Gross, 2004) or ambivalence of attentional deployment (Nelson et al., 2015). Because they might 

engage less in active emotion regulatory techniques or utilize less ambivalent strategies for 

attentional deployment, individuals higher in reactivity might be able to utilize analytic thinking 

provided through negative affect and devalue the pre-potent response more effectively than low 

reactive individuals leading to improved response inhibition. A major limitation of the current 

line of research is that attentional strategies and emotion regulation were not assessed. Future 

research should focus on elucidating the relationship between the utilization of emotion 

regulation and attentional strategies and emotional reactivity during cognitive tasks. 

Relatedly, another limitation of the work presented in this dissertation is that the chosen 

conceptualization of emotional reactivity refers specifically to negative emotional reactivity and 

is not considered in relation to emotion regulation or distress tolerance. More recent 

conceptualizations of emotional reactivity have suggested that facets of both negative and 

positive emotional reactivity can be measured and that these two facets share a mild negative 

relationship (Becerra & Campitelli, 2013; Becerra et al., 2019). Future research might also 

consider positive emotional reactivity as a pertinent individual differences factor that might 

moderate the relationship between affect and response inhibition. Additionally, negative 

emotional reactivity has been related to emotion dysregulation and specifically to perceived 

limitations in implementing effective emotion regulation strategies (Becerra et al., 2019). As the 

particular emotion regulation strategies utilized by high reactive individuals remain unspecified, 
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it would be important for future research to determine how individuals higher in negative 

emotional reactivity differ in their emotion regulation strategy use. It would be particularly 

interesting to explore if there are differences in long-term (e.g., cognitive reappraisal) vs. short-

term effectiveness (e.g., expressive suppression) of emotion regulation strategy use and how 

these differences affect cognitive load and response inhibition performance. Furthermore, recent 

research by Bruns and colleagues (Bruns et al., 2019) has provided evidence that emotional 

reactivity is negatively related to distress tolerance above and beyond the experience of negative 

affect. Distress tolerance refers to an individual’s ability to withstand unpleasant emotional 

experiences. It is similar to negative emotional reactivity in that it is related to emotional distress 

and distinct in that it includes aspects of emotional acceptance and regulation of negative affect 

(Simons & Gaher, 2005). Accordingly, distress tolerance incorporates aspects of emotional 

reactivity and emotion regulation and future research might consider utilizing this construct as a 

further individual differences factor influencing the relationship between affect and response 

inhibition.  

Additionally, it is important to note that psychopathology has been shown to hinder 

performance on cognitive tasks (Epp et al., 2012, Joormann et al., 2011) and given that 

emotional reactivity is highly related to psychopathology (Thake & Zelenski, 2013; Wei et al., 

2005) it is important to address how the current line of research might replicate in  a clinical 

sample. It is plausible that our sample might represent an ‘optimal zone’ of reactivity that is not 

indicative of psychopathology and as such increased negative affect and arousal might be 

utilized effectively within this population. Given our model of emotion it might be expected that 

a clinical sample would be especially hindered by depression which lowers arousal making it 

more difficult for individuals to engage in the task effectively (Grahek et al., 2018). As 
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mentioned, research has also demonstrated that emotion dysregulation such as rumination which 

is commonly persistent amongst depressed individuals also presents cognitive load which will 

further interfere with tasks of response inhibition (Curci et al., 2013; Joormann et al., 2011).  

 Conversely, it can be seen how extremely high levels of arousal involved in emotions 

such as terror, rage or euphoria would also lead to task interference. Our results for reactivity and 

affective intensity make sense in the context of naturally occurring and induced mood with mild 

to moderate arousal. However, one might expect that moods high in arousal would result in 

emotional flooding and have the opposite effect of what we observed. In the current samples, 

inductions did not seem to affect high reactive individuals to a greater degree than low reactive 

individuals and accordingly, it is likely that the limited mood inductions that can be achieved in 

the context of a lab experiment are not representative of real-life situations where much higher 

arousal might be present. 

Although laboratory experiments do not perfectly reflect conditions of everyday life, the 

task demands of the Stop Signal task – to stop a response that is naturally pre-potent – are 

reflective of many real-life situations. For example, running from first base to second base when 

the ball is hit (i.e., the go stimulus) before knowing whether the ball will be caught (i.e., the stop 

signal). Testing response inhibition in a lab-setting where the consequences of failure to inhibit 

might be much less than in the natural environment might not draw attention to failures of 

response inhibition. Thus, limitations to the ecological validity of the Stop Signal paradigm are 

most evident in underrepresenting consequences to failures of response inhibition. 

 Overall, the work presented in this dissertation contributes a more nuanced understanding 

of how emotional valence, motivation and related information processing styles relate to 

response inhibition. Emotional reactivity emerged as a key component, speaking for what is 
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emotionally trait-consistent at the individual level. This construct was a significant moderator of 

the relationship between negative affect and response inhibition performance which supported 

the affective certainty and cognitive load hypotheses. When information processing was 

manipulated to be more analytic and when underlying motivation was manipulated to be more 

approach-oriented this moderating relationship was unobservable and the primary predictor of 

improved performance was increased negative affect. These results suggest that negative affect is 

quite likely essential for response inhibition; however, the degree to which negative affect allows 

for effective inhibition might depend on how we typically experience negative emotions and 

what motivational information provided through negative emotions tell us.  
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Appendix: Sample Navon stimuli from Study 2 

Congruent: 

       

Incongruent: 

        

 


