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Abstract 

Soil erosion in agricultural systems is a pressing issue for agricultural sustainability. Accelerated 

rates of soil erosion from conventional agricultural practices continues to outpace the rate of 

natural soil regeneration, and the continued expansion of agriculture into highly erodible 

landscapes coupled with the threat of more intense precipitation events from a warming climate 

indicate that soil erosion will continue to be a serious environmental problem throughout the 21st 

century. While the processes driving soil erosion are well understood, the distributed and small-

scale nature of erosional processes makes it difficult to quantify the severity of the erosion 

problem. Conventional measurement methodologies lack the spatial and temporal resolution to 

characterize soil erosion events at the farm-field scale. Our inability to accurately measure soil 

erosion events has resulted in soil erosion estimates being primarily based on modelling without 

field-based evidence to evaluate and validate modelling outcomes. To address this research gap, 

we explore a new state-of-the-art workflow for measuring distributed erosion processes using 

automated photogrammetric workflows (i.e., Structure-from-Motion Multi-View Stereo [SfM-MVS]) 

and optical imagery from an unmanned aerial vehicle (UAV). We experientially investigated the 

accuracy of the UAV SfM-MVS workflow for recreating the topography of an agricultural field using 

different aerial surveying techniques. Our results demonstrated that for a standard parallel-axis 

nadir UAV image acquisition, an RTK-GNSS ground control survey, a sufficiently dense 

deployment of ground control points, and the use of a self-calibrating bundle adjustment in an 

SfM-MVS software application, the vertical accuracy (RMSE) of pointclouds converges on 2–3× 

the ground-sampling-distance of the optical imagery with a practical upper limit of 0.01 m. Our 

nadir aerial surveys had ground-sampling-distances of between 0.011 – 0.018 m, which resulted 

in pointclouds with a range in vertical accuracies of 0.021 – 0.039 m. This vertical accuracy 

constrained our workflow to measuring deep rill erosion, ephemeral gully erosion, and 

depositional zones; small-scale sheet and rill erosion processes could not be directly measured 

with our presented workflow. Applying the UAV SfM-MVS workflow to an agricultural field in 

Ontario, Canada, we were able to measure semi-distributed soil erosion processes using down-

slope depositional zones as a proxy for up-slope erosion processes. Over the course of one year, 

159.52 t of sediment was deposited down-slope, corresponding to an erosion rate of 18.83 t ha−1 

yr−1; 86% of the total volume of eroded material was a result of intense storms during the corn 

growing season, with the majority of erosion associated with spring storms immediately following 

cultivation. During the winter months, despite the soil surface being barren after a moldboard 

plow, very little sediment was deposited down-slope. Soil erosion measurements collected using 

the UAV SfM-MVS workflow were then used to evaluate the predictions of the Universal Soil Loss 
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Equation (USLE) and Water Erosion Prediction Project (WEPP). Model evaluations demonstrated 

that the WEPP had more accurate short-term predictions (i.e., 1-year annual and sub-annual) for 

a year of corn production. Long-term modelling with the WEPP for our agricultural study site 

predicted an average of 6.4 days per year with soil erosion events and 14.1 days per year with 

runoff events. Winter events and snowmelt constituted 70% of the average long-term runoff but 

winter runoff events were rarely associated with soil loss, which matched our in-situ observations 

and measurements. To further explore the spatial variability in distributed erosion processes, we 

used a series of very-high resolution DEMs derived from the UAV SfM-MVS workflow and a simple 

hydrology model to explore the impact of microtopography on surface runoff. Modelling results 

demonstrated that the orientation of tillage lines, surface slope, and maximum depression 

storage, all had a statistically significant impact on surface runoff. Our agricultural study site was 

at the highest risk of surface runoff and soil loss in the spring immediately following cultivation 

since the smoothed soil surface facilitated a high degree of landscape connectivity. Based on 

these results, we used our experiential knowledge of field-scale hydrology and erosion processes 

to additionally explore an up-scaled model implementation of the USLE for the entire watershed 

in which our agricultural study site was situated. We evaluated how different model user’s design 

choices and spatial conceptualizations of an agricultural systems affect predictions of soil erosion. 

We found a high degree of variability in soil erosion estimates at the watershed-scale, e.g., 

changing the implementation of a single USLE factor led to a range in model outcomes from 3.04 

to 11.02 t ha-1 yr-1. This variability exemplifies the uncertainty associated with watershed-scale 

implementations of erosion models in the absence of a standardized and accredited model setup.   
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Chapter 1. Introduction 

Soil erosion, the detachment and transport of the upper layer of soil, is a natural process that has 

been accelerated by agricultural land management activities. Conventional agricultural practices 

(e.g., moldboard plowing) can result in soil erosion rates up to an order of magnitude greater than 

the rate of natural soil regeneration (Montgomery 2007) and is one of the leading causes of soil 

degradation in agricultural systems (FAO 2015; Montanarella 2015). Nutrient-rich topsoil eroded 

from agricultural fields negatively impacts on-site productivity (den Biggelaar et al. 2001) and is 

responsible for a number of off-site water quality issues such as sedimentation of waterways 

(Holmes 1988), increased turbidity (Henley et al. 2000), hypoxia (Ryan 1991), and eutrophication 

(Michalak et al. 2013). Long term trends in agriculture of increased fertilizer use (500% increase 

in 50 years; Foley et al. 2011), agricultural expansion into highly erodible landscapes (e.g., 

forested tropics; Foley et al. 2011), and an increasing demand for agricultural goods (Tilman et 

al. 2011), coupled with long term climatic trends (i.e., more intense precipitation events; Groisman 

et al. 2005) could be a harbinger of future environmental problems from agricultural soil erosion. 

In an effort to ameliorate the impacts of agricultural soil erosion, erosion models have been 

developed to formalize and improve upon our understanding of how different natural processes 

and land management activities can exacerbate or mitigate soil erosion. Since the seminal 

publication of the first widely used erosion model, the Universal Soil Loss Equation (USLE; 

Wischmeier and Smith 1978), a large suite of erosion models have been developed: Erosion-

Productivity Impact Calculator (EPIC; Williams 1989), Water Erosion Prediction Project (WEPP; 

Laflen et al. 1991), Soil and Water Assessment Tool (SWAT; Arnold 1994), Limburg Soil Erosion 

Model (LISEM; De Roo et al. 1996), Revised USLE (RUSLE; Renard et al. 1997), European Soil 

Erosion Model (EUROSEM; Morgan et al. 1998), among many others. While many of these 

models have been successfully applied to different agricultural systems, modelling the process of 

soil erosion across different geographic and social domains is difficult (Boardman 2006) and 

erosion models often fail to reproduce the hydrologic and sedimentologic response of the system 

they are modelling. 

The challenges in modelling soil erosion are due to the complexity and variability of 

human-natural systems; soil erosion in agricultural systems is a function of human-decision 

making (e.g., soil compaction, tillage), land use (e.g., crop type), soil properties (e.g., hydraulic 

conductivity), climate (e.g., rainfall intensity), and topography (e.g., slope). Adding to this 

complexity is the stochastic nature of environmental processes; seemingly identical agricultural 

systems can have vastly different hydrologic responses and rates of soil erosion (Wendt et al. 
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1986; Nearing et al. 1999), indicating that there is a practical upper limit on the accuracy of a 

deterministic erosion model. Since the input variables needed to parameterize soil erosion models 

can be difficult to measure and due to the inherent stochastic nature of environmental processes, 

field-based evidence needs to be coalesced with erosion models to ensure the models are 

behavioral and for validating model outcomes. 

Small-scale distributed measurements of the three most common process domains, i.e., 

sheet (also known as interrill), rill, and ephemeral gully erosion, are necessary for validating the 

outcomes of an erosion model. Despite a wide range of tools available for measuring distributed 

rates of soil erosion such as isotopic tracer methods (e.g., ceasium-137; Walling et al. 2003), 

field-based methods (e.g., measuring rills and gullies; Takken et al. 1999), or proxies for erosion 

(e.g., sediment yield; Borrelli et al. 2014), there is a considerable amount of uncertainty associated 

with each technique (Stroosnijder 2005), and each method is constrained by either spatial scale, 

accuracy, or repeatability of measurements. The needed outcomes of achieving a cost-effective 

measurement technique at the farm-field scale has not yet been attained, and accurate 

measurements of soil erosion have been constrained to the plot scale.  

The lack of tools for measuring distributed soil erosion, and the challenges with existing 

tools, has resulted in most soil-erosion-modelling studies being conducted in the absence of a 

formal model evaluation (Jetten et al. 2003; Morgan and Nearing 2011). In the absence of these 

distributed soil erosion measurements, models are typically evaluated against the outlet response 

of a system (e.g., basin or watershed outlet), which can often lead to an incorrect representation 

of the internal dynamics of the system. As a general trend, process-based erosion and hydrology 

models have become increasingly complex and the large number of degrees of freedom 

associated with these models have led to issues with equifinality (Beven, 2006). This problem is 

exemplified in the erosion modelling literature when sediment yield data is used for model 

evaluations, i.e., an evaluation dataset that cannot determine if the model is behavioral in the 

system it is modelling (agricultural fields). Field-scale measurements of soil erosion are required 

to combat challenges of equifinality and evaluate modelling results.  

The democratization of unmanned aerial vehicles (UAVs; also known as remotely piloted 

aircraft systems [RPAS]) and automated photogrammetric workflows (i.e., Structure-from-Motion 

Multi-view Stereo [SfM-MVS]) herald a new advancement in remote sensing technology for 

measuring distributed soil erosion rates. While field-scale studies using UAVs to quantify 

agricultural erosion are few, the UAV SfM-MVS workflow has been used to quantify gully erosion 

(e.g., d'Oleire-Oltmanns et al. 2012), rill erosion (e.g., Eltner et al. 2015), and other distributed 
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erosion processes (e.g., gorge erosion; Cook 2017). While other remote sensing platforms such 

as airborne LiDAR, satellites, and mid-altitude aerial photography have a sufficient spatial 

resolution for observing the consequences of erosion, mass movements, and gully erosion (e.g., 

Quickbird; Desprats et al. 2013), they lack the spatial and temporal resolution to characterize or 

quantify soil erosion on individual agricultural fields (Fig 1.1). UAV platforms have the potential to 

allow for new insights into field-scale erosion research, since they have a sufficient resolution for 

qualitatively identifying all erosional landforms and have the potential to quantitatively map small-

scale erosion processes (e.g., Pineux et al. 2017). The application of UAV technology has 

emerged in the remote sensing literature over the past decade, but the UAV SfM-MVS workflow 

has yet to be used for measuring field-scale erosion processes, testing erosion models (Batista 

et al. 2019), or for parameterizing erosion models (e.g., very-high resolution DEMs). 

 

Fig. 1.1. Application of UAVs for soil erosion research. 

1.1. Research Objectives and Thesis Organization 

A research gap exists in the agricultural erosion modelling literature, not in the development of 

new erosion models, but in the evaluation of existing models, and the application of new UAV 

remote sensing techniques for agricultural soil erosion research. To address this research gap, 

this thesis has five research objectives: 
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(1) Experientially investigate the accuracy of using the UAV SfM-MVS workflow for 

modelling surface change-detection in an agricultural system. 

(2) Demonstrate the application of the UAV SfM-MVS workflow for measuring distributed 

soil erosion rates at the farm-field scale.  

(3) Evaluate the soil erosion predictions of the Universal Soil Loss Equation (USLE) and 

Water Erosion Prediction Project (WEPP) using semi-distributed soil erosion 

measurements at the farm-field scale. 

(4) Quantify the effects that microtopography has on surface runoff and landscape 

connectivity using very-high resolution DEMs. 

(5) Conduct a critical review on how model user’s design choices and spatial 

conceptualizations of an agricultural system influence variability in model outcomes. 

To meet the five outlined research objectives, this thesis is organized into seven chapters. 

Chapters 2 – 4 are a comprehensive evaluation on the UAV SfM-MVS workflow on an agricultural 

study site and fulfill Research Objectives 1, 2, and 3. Chapters 5 and 6 fulfill Research Objectives 

4 and 5, respectively, and focus on a more general outlook on erosion modelling in agricultural 

systems.  

To experientially investigate the accuracy of the UAV SfM-MVS workflow, Chapter 2 

focusses on the effects that UAV image orientation has on the accuracy of camera self-calibration. 

We tested four different UAV image acquisition schemes that incorporated both nadir and oblique 

imagery of a 15.9-ha agricultural field: 26 nadir imaging strips [N], 13 east-facing oblique +13 

west-facing oblique imaging strips (i.e., convergent imaging scheme [C]), 26 nadir +5 east-facing 

oblique +5 west-facing oblique imaging strips [NC5], and 4) 26 nadir +26 east-facing oblique +26 

west-facing oblique imaging strips [NC26]. To quantify the accuracy of camera self-calibration for 

each image acquisition scheme, we calculated the checkpoint accuracy of control points that were 

not used in the calibration. The accuracy of each checkpoint provided a metric indicative of the 

overall quality of the resultant pointcloud. We conducted a total of four tests per field campaign 

on each of the four image sets by incorporating a different number of GCPs into the self-calibrating 

bundle adjustment: 1) No GCPs, 2) 13 normative GCPs, 3) 17 normative GCPs, and 4) 21 

normative GCPs. 

Chapter 3 expands on the experiential knowledge gained from Chapter 2 and provides a 

comprehensive evaluation of the UAV SfM-MVS workflow using the most reliable image 
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acquisition scheme selected from Chapter 2. The accuracy of each UAV image acquisition 

scheme was evaluated for a variety of different ground control surveys, ground-sampling-

distances, and field conditions. Based on these metrics, we determined the minimum level of 

change-detection possible with the UAV SfM-MVS workflow and used this workflow to measure 

the annual distributed erosion rate of our agricultural study site. 

Chapter 4 uses the erosion dataset collected in Chapter 3 to evaluate the annual and sub-

annual erosion predictions of the Universal Soil Loss Equation (USLE) and Water Erosion 

Prediction Project (WEPP). Using a semi-distributed approach, we compared the predictions of 

the USLE and WEPP to the measured erosion rate of six unique basins on our agricultural study 

site. The erosion model that performed better at the sub-annual scale was used to evaluate how 

a shift in long term management practices, i.e., types of tillage, could ameliorate accelerated rates 

of soil erosion, and to gain insights into the long-term temporal distribution of erosion and runoff 

events. 

Chapter 5 uses the very-high resolution DEMs created with the UAV SfM-MVS workflow 

in Chapter 3 to conduct a case study on field-scale hydrology, with an emphasis on how the 

partitioning of rainfall can be used to differentiate between soil erosion and soil loss. We focussed 

on the relationship between modelled surface runoff values and three factors that describe the 

microtopography of the landscape (i.e., random roughness, slope, maximum depression storage), 

two land management practices that influence the spatial variability of microtopography (i.e., 

tillage orientation, tillage implements), and two environmental variables (i.e., storm intensity, 

antecedent moisture conditions). We calculated surface runoff across 144 plot-scale and 18 

hillslope-scale hydrology simulations using a simple fully distributed hydrology model. Surface 

runoff values were compared across hydrology simulations to look for patterns and trends in the 

partitioning of rainfall across each surface.  

Chapter 6 provides a generalized outlook on the current state of erosion modelling 

literature with a focus on critiquing applications of the de-facto standard for erosion modelling, the 

USLE. While the USLE has a strong empirical basis, extending the USLE outside of its intended 

design space, i.e., predicting soil loss from planar hillslopes, to predicting distributed soil erosion 

rates at large spatial extents introduces uncertainty in model outcomes. Since there is no 

standardized and accredited setup for up-scaling the USLE in space and time, model users 

implement a wide variety of different methodologies for model up-scaling. Each design choice for 

up-scaling the USLE comes with an implicit set of assumptions and simplifications. Chapter 6 

uses a watershed-scale case study to demonstrate the uncertainty associated with a variety of 
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different design choices for up-scaling the USLE by comparing the variability in soil erosion rates 

across each modelling approach. 

Chapter 7 is a synthesis of the findings of this dissertation, providing concluding remarks 

and future research directions for agricultural soil erosion research. 
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Chapter 2. Mapping erosion and deposition in an agricultural landscape: 

Optimization of UAV image acquisition schemes for SfM-MVS 

As published in Remote Sensing of Environment: Meinen, B. U., & Robinson, D. T. (2020). 

Mapping erosion and deposition in an agricultural landscape: Optimization of UAV image 

acquisition schemes for SfM-MVS. Remote Sensing of Environment, 239, 111666. Doi: 

10.1016/j.rse.2020.111666 

2.1. Introduction 

Structure-from-Motion (SfM) is a photogrammetric technique used to generate a 3D pointcloud 

from a collection of overlapping 2D images (Carrivick et al., 2016). The SfM process starts with 

feature detection, which involves identifying unique features on an image (e.g., using scale-

invariant feature transform; Lowe, 2004) and matching homologous features (i.e., keypoints) 

across overlapping images to generate image correspondences. Given a set of corresponding 

features, 3D coordinates of matched features (i.e., a sparse pointcloud) can be generated using 

an iterative bundle adjustment (BA). The BA is a least-squares optimization that simultaneously 

estimates the 3D positions of a scene and camera poses (Eltner et al., 2016; Triggs et al., 2000). 

The camera's intrinsic parameters can be included as an unknown in the BA (i.e., a self-calibrating 

BA). Following the BA, a Multi-view Stereo (MVS) algorithm is then used to generate additional 

points to create a dense pointcloud; the entire workflow is referred to as SfM-MVS (Smith et al., 

2016). 

The geosciences have been adopting the SfM-MVS workflow to model complex 

landscapes using images collected from terrestrial (e.g., Stumpf et al., 2015) and airborne 

platforms (e.g., unmanned aerial vehicles [UAVs]; Meinen and Robinson, 2020a). Applications of 

UAV SfM-MVS include monitoring landslides (e.g., Turner et al., 2015; Lucieer et al., 2014a; 

Niethammer et al., 2012), quantifying soil erosion (e.g., d'Oleire-Oltmanns et al., 2012; Eltner et 

al., 2013; Peter et al., 2014; Stöcker et al., 2015; Pineux et al., 2017), mapping snow depth (e.g., 

Nolan et al., 2015; Harder et al., 2016), and monitoring glacial dynamics (e.g., Bash et al., 2018; 

Immerzeel et al., 2014; Ryan et al., 2015). Study scales range from close-range UAV photography 

used to generate sub-cm spatial resolutions (e.g., flying height of 8–10 m; Eltner et al., 2013) to 

high-altitude UAV flights generating decimeter-level spatial resolutions (e.g., flying height of 500 

m; d'Oleire-Oltmanns et al., 2012). 

Since each study utilizing UAV SfM-MVS differs in its spatial scale and intended 

application, it can be difficult to infer what the best practices are for UAV survey design in different 
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landscapes. One commonality among UAV SfM-MVS surveys is the method used for camera 

calibration. Pre-calibration of cameras (e.g., using an independent image set to derive camera 

intrinsics) is rarely used in most geoscience research and instead a self-calibrating BA is most 

frequently used. When using a self-calibrating BA, the UAV survey design should reflect this 

choice; UAV surveys that are composed of exclusively parallel-axis nadir imagery can lead to an 

incorrect camera model (e.g., incorrect radial distortion terms; Harwin et al., 2015; James and 

Robson, 2014). If the self-calibration fails to accurately calculate radial distortion terms the 

resultant 3D model may have a high degree of surface deformation, exhibiting a doming effect 

(James and Robson, 2014). Despite SfM being most effective with images taken from a variety 

of locations and perspectives, typical UAV surveys only capture imagery from one perspective 

(i.e., nadir). The inclusion of oblique imagery and a strong network of ground control points 

(GCPs) should lead to a more accurate self-calibration. 

A cross comparison of accuracy results among existing UAV SfM-MVS surface models in 

the literature is difficult. Most UAV surveys use nadir-only imagery and do not report the image 

orientation or incorporate oblique imagery into their survey. Reported accuracies vary widely in 

horizontal and vertical directions (from centimeters to decimeters) and are difficult to compare 

due to a lack of standard reporting protocol. For example, literature may report only GCP error 

metrics (e.g., d'Oleire-Oltmanns et al., 2012), checkpoint error metrics (e.g., Tamminga et al., 

2015), comparison with a terrestrial laser scanner (e.g., Eltner et al., 2015), GCP/checkpoint error 

metrics and evaluation of invariant topography (Lucieer et al., 2014a), or GCP error metrics and 

comparison with LiDAR (Cook, 2017). The lack of standard reporting protocol for SfM-MVS 

accuracy assessments and unique challenges associated with modelling different landscapes 

necessitates an independent evaluation of UAV survey designs for different landscapes. 

Agricultural landscapes (i.e., croplands and pastures) constitute the dominant land-use on 

Earth's surface (i.e., 38%; Foley et al., 2011) but no farm field-scale scale (i.e., >1 ha) accuracy 

assessments of agricultural SfM-MVS exist; existing UAV surveys are either plot-scale (e.g., 

Eltner et al., 2013; Stöcker et al., 2015) or have no rigorous accuracy assessment (e.g., d'Oleire-

Oltmanns et al., 2012; Peter et al., 2014; Pineux et al., 2017). Agricultural landscapes present a 

unique challenge for the SfM-MVS workflow due to homogeneous soil textures, vegetation, and 

minimal variations in topographic relief. To identify the optimal survey design for a self-calibrating 

BA for agricultural landscapes, we assessed the accuracy of 3D surface reconstructions of a 15.9-

hectare field using four different image acquisition schemes: nadir, oblique, and two different 

combinations of nadir and oblique. We used our 3D surface reconstructions to answer two 



9 

 

questions: 1) when using a self-calibrating BA, does the addition of oblique imagery improve the 

relative accuracy of 3D surface models: a) in the absence of ground control points (GCPs), and 

b) with a normative distribution of GCPs (i.e., capturing edges and having a comprehensive spatial 

coverage), and 2) how accurately can sequential UAV surveys detect small-scale erosional 

processes relative to terrestrial laser scanning? To answer these questions, three field campaigns 

were conducted over the course of one month. Each campaign consisted of three UAV flights 

over an agricultural field using parallel-axis flight lines to capture: nadir imagery, west-facing 

oblique imagery, and east-facing oblique imagery. Ground truth data for accuracy assessments 

were taken from a network of 27 GCPs. 

2.2. Study site 

Our study site is located in the upper-Nith river basin in southwestern Ontario. The Nith River is 

a tributary to the Grand River, which flows into the northern basin of Lake Erie, draining an area 

of 1130 km2. The upper-Nith river basin has a mosaic of land cover comprising 84% agriculture, 

6% forest, 6% wetland, and 4% urban cover (Loomer and Cooke, 2011). This predominantly 

agricultural basin is geologically composed of silty tills with an extensive tile-drainage network 

(Loomer and Cooke, 2011). The combination of agricultural land use and silty tills along the upper-

Nith River contribute a large amount of suspended sediments and phosphorus into the Nith River. 

Water quality issues are kept in check partly by the Waterloo Moraine in the lower-Nith basin, but 

the Nith basin is one of the top contributors of sediments to the Grand River (Loomer and Cooke, 

2011). 

The study site is a 15.9 ha (~40 acre) agricultural field bordering on the south side of the 

Nith River. The field is a mosaic of landform elements and topographic variation; the southern 

portion is relatively homogeneous and flat whereas the northern portion is characterized by steep 

slopes descending into a forested riparian zone (Fig. 2.1). Subsurface tile drainage was installed 

prior to the initial survey with soil berms and surface inlets (i.e., catch basins) installed at six 

locations to prevent overland flow from directly draining into the Nith River. 
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Fig. 2.1. Orthomosaic of the study site captured by the UAV (left), a ground control point (GCP) 
as visualized in the aerial imagery (center), and surface elevation in meters above-sea-level (ASL) 
(right). 

2.3. Materials and methods 

A FLIR Systems R60 SkyRanger UAV was used to collect aerial imagery (Fig. 2.2a). The R60 

Skyranger is a vertical take-off and landing quadcopter weighing 2.8 kg with 40 min flight times. 

FLIR Systems Mission Control Station (MCS) software is used to automate parallel-axis flight 

lines across the field. The SR-3SHD payload was used for image acquisitions which acquires 15 

MP RGB 4608 × 3288 resolution images (.jpg file format). The SR-3SHD has a 3-axis gimbal that 

compensates for the yaw, pitch, and roll of the UAV. The payload has a field of view of 46 degrees, 

7.5 mm focal length, 6.45 × 4.60 mm sensor, and uses a rolling shutter. The UAV is equipped 

with a GPS receiver which geotags acquired images. 
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Fig. 2.2. (a) Skyranger UAV system with tablet and base station, (b) south-west surface inlet and 
catch basin (May 7, Campaign 1; image facing west), (c) sediment plume approaching the south-
east surface inlet and catch basin (June 15, Campaign 3; image facing east), (d) ground control 
point. 

A total of 18 ground control points (GCPs; Fig. 2.1) were distributed across the study site. 

GCPs were placed to capture the image edges, slopes, and the topographic highs and lows. The 

GCPs were 12 × 12 in. plywood squares painted fluorescent orange with a distinctive “X” pattern. 

Each GCP had a small hole in the center where a twelve-inch plastic tent peg was driven into the 

ground to secure the plywood square to the ground. GCPs were measured using SmartNet's 

network Real-time Kinematic Global Navigation Satellite System (RTK-GNSS) with a Leica Viva 

GS14 and Leica Viva CS15 field controller. The network RTK produced an average accuracy of 

0.01 m horizontally and 0.02 m vertically. An additional 9 ground controls were located outside 

the study area and were used as invariant co-registration control points. These co-registration 

points were stable features (e.g., painted roadway lines) that were invariant during the study 

period. 

Three field campaigns were conducted on May 7 (Campaign 1), May 17 (Campaign 2), 

and June 15 (Campaign 3). The study site was tilled on May 12, which enabled us to compare 

the field pre and post tillage. Several rainstorms occurred between Campaign 2 and Campaign 3, 

allowing us to demonstrate the viability of UAV SfM-MVS in detecting small-scale erosional 
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processes. For each field campaign, 18 GCPs were distributed across the field (Fig. 2.1) and 

removed after the UAV flights. The 9 co-registration control points were measured once during 

Campaign 1 and incorporated into each subsequent survey to co-register surface models. Each 

field campaign consisted of three UAV flights with three different camera orientations: 1) nadir, 2) 

east-facing oblique, and 3) west-facing oblique. Flights were flown at 90 m above-ground-level 

and had parallel-axis flight lines with a 70% frontlap and sidelap and a ground-sampling-distance 

of 0.017 m. The UAV was flown at approximately 4 m s−1. All oblique photos were taken at a 15-

degree angle relative to nadir. Flights covered an area of 24 ha to ensure the entire field was 

captured during each campaign. A Leica Multistation MS50 (a terrestrial laser scanner; TLS) was 

simultaneously used to scan a small sub-section of the field (indicated in yellow on Fig. 2.1) to 

quantify the accuracy of UAV-based surface change-detection. 

2.3.1. SfM-MVS surface processing 

To determine if the addition of oblique imagery improved the relative accuracy of 3D surface 

models, we generated four surface models based on four different image sets (Fig. 2.3): 1) 26 

nadir imaging strips [N], 2) 13 east-facing oblique +13 west-facing oblique imaging strips (i.e., 

convergent imaging scheme [C]), 3) 26 nadir +5 east-facing oblique +5 west-facing oblique 

imaging strips [NC5], and 4) 26 nadir +26 east-facing oblique +26 west-facing oblique imaging 

strips [NC26], which comprised all data collected during a single field campaign. The [N] image set 

had a uniform 70% overlap between images, while the [C], [NC5], and [NC26] image sets had 

variable levels of image overlap. 

 

Fig. 2.3. Orientation of camera poses for each image set: (a) 26 nadir imaging strips [N], (b) 13 
east-facing oblique +13 west-facing oblique imaging strips [C], (c) 26 nadir +5 east-facing oblique 
+5 west-facing oblique imaging strips [NC5], (d) 26 nadir +26 east-facing oblique +26 west-facing 
oblique imaging strips [NC26]. Dotted lines indicate image center. 

Pointcloud surface models were created for each of the four image sets using Pix4D 

(Pix4D SA, Switzerland; Table 2.1). Image geolocation from the UAV GPS receiver was used to 

initially locate all the images and to speed up processing time. Overexposed and blurry images 

were removed before processing. Processing options for each surface were: keypoint image scale 

of 1, automatic targeted number of keypoints, standard calibration method, and all camera 

optimizations. Pointcloud densification was conducted using: optimal point density (i.e., 



13 

 

computing a 3D point for every 4 pixels), full image scale (i.e., original image size is used to 

compute additional 3D points), and with 3D points only being generated if they were correctly re-

projected in at least 4 images. All GCPs and co-registration points (i.e., 27 GCPs) were used in a 

self-calibrating BA. If any surface had its average root-mean-square-error exceed 0.010 m for the 

GCPs, the project was checked for GCP marking error and reprocessed. The data were 

processed on a Dell Precision Workstation 5810 Tower with Intel Xeon CPU E5-1620 v3 @ 3.5 

GHz with quad-core, 64 GB RAM, 8 processors, NVIDIA Quadro K4200 graphics card, and 

operating on Windows 7 64-bit (Fig. 2.4). 

Table 2.1. Processing results from four image sets averaged across three campaigns. Camera 
self-calibration results for Campaign 1 (Px, Py are the [x,y] principal points; R1, R2, R3 are radial 
distortion coefficients; T1, T2 are tangential distortion coefficients). 

Processing Results (All 
Campaigns): 

[N] [C] [NC5] [NC26] 

Number of Images 530 503 679 1545 

GCP RMSEX [m] 0.009 0.008 0.009 0.009 

GCP RMSEY [m] 0.008 0.006 0.007 0.007 

GCP RMSEZ [m] 0.008 0.010 0.008 0.008 

Densification Processing Time 4h 11m 4h 13m 7h 09m 20h 56m 

Generated Points (million) 189 178 216 391 

Camera Self-calibration 
(Campaign 1) : 

    

Focal Length (mm) 7.59 7.58 7.60 7.58 

Principal Point (Px) (mm) 3.43 3.44 3.44 3.44 

Principal Point (Py) (mm) 2.24 2.24 2.23 2.24 

R1 -0.100 -0.101 -0.100 -0.100 

R2 0.071 0.083 0.074 0.077 

R3 0.068 0.036 0.061 0.058 

T1 -0.001 -0.001 -0.001 -0.001 

T2 -0.001 -0.001 -0.001 -0.001 

Pix4D Camera Model:     

(
𝑥ℎ𝑑

𝑦
ℎ𝑑

) =  (
(1 + 𝑅1𝑟2 + 𝑅2𝑟4 + 𝑅3𝑟6)𝑥ℎ + 2𝑇1𝑥ℎ𝑦

ℎ
+ 𝑇2 (𝑟2 + 2(𝑥ℎ)2)

(1 + 𝑅1𝑟2 + 𝑅2𝑟4 + 𝑅3𝑟6)𝑦
ℎ

+ 2𝑇2𝑥ℎ𝑦
ℎ

+ 𝑇1 (𝑟2 + 2(𝑦
ℎ)

2
)

) 
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Fig. 2.4. 3D rendering of pointclouds centered on the north-east surface inlet and catch basin: (a) 
Campaign 1, (b) Campaign 2, and (c) Campaign 3. Illumination conditions were bright for 
Campaign 2 and 3. 

2.3.2. SfM-MVS surface processing for accuracy assessments 

To identify the optimal survey design for use with a self-calibrating bundle adjustment (BA), we 

conducted a total of four tests per field campaign on each image set by incorporating a different 

number of GCPs in the BA: 1) No GCPs, 2) 13 normative GCPs, 3) 17 normative GCPs, and 4) 

21 normative GCPs. For each test, the 9 co-registration points were always used, and 

supplemented by 4, 8, and 12 of our distributed GCPs respectively. The surfaces generated 

without GCPs were later georeferenced using all 27 GCPs in CloudCompare 

(https://www.danielgm.net/cc/) with the align tool using a fixed scale. All GCPs not used in the BA 

were used as checkpoints to calculate surface error metrics, expressed as absolute vertical and 

horizontal checkpoint error. 

2.3.3. Surface model co-registration procedure for change-detection 

Since each pointcloud was processed independently with a unique set of GCPs, small 

measurement errors (i.e., ±0.02 m vertically) led to vertical misalignments between subsequent 

pointclouds. To ensure an effective co-registration of surface models we applied an additional 

alignment technique (for change-detection calculations only). We iteratively edited GCP elevation 

values (±0.02 m maximum change; i.e., same vertical error as RTK-GNSS) and recreated surface 

models that minimized change in areas of invariant topography (e.g., roadways, edge of field) and 

areas that exhibited obvious surface deformation (i.e., doming). As the self-calibration ties the 

surface model closely to GCPs, it is more logical to edit GCPs within the threshold of their 

accuracy rather than do a global translation after the surface has been processed. A global 

translation, while potentially enabling an effective co-registration, can also shift areas of 

topography that are correctly reconstructed (see Table 2.2 results). While our approach was both 

computationally intensive and time consuming, it mitigated deformation in the surface models, 

allowing for a higher confidence in the accuracy of the change-detection procedures. 
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2.3.4. Change-detection calculation 

Change-detection is most commonly calculated by DEM differencing. While efficient, DEM 

differencing can only be performed on gridded meshes on a per pixel-basis (i.e., not on 

pointclouds). Another common technique involves using cloud-to-cloud (C2C) distances, which is 

a computationally efficient algorithm that calculates the nearest-neighbor distance between point-

pairs, but is not always indicative of the true distance between clouds, most notably for low density 

and noisy clouds. A novel change-detection procedure, the M3C2 algorithm (Lague et al., 2013), 

offers a more robust change-detection procedure that can be used directly on pointclouds. The 

M3C2 algorithm calculates a normal vector for each point and fits a cylinder of a specified radius 

in the direction of the normal vector. Surface change is calculated as the average distance 

between the two pointclouds in the cylinder, making the M3C2 algorithm less sensitive to surface 

noise. For a more precise calculation of volumetric change, we used M3C2 distance calculations 

with vertical normals and a 0.15 m diameter projection. 

The M3C2 algorithm was used to compute change-detection results for UAV SfM-MVS 

surface models between Campaigns 1 and 2, and between Campaigns 2 and 3. To verify the 

accuracy of our change-detection calculations, UAV-derived change detection results were 

compared against TLS change-detection results at the north-east surface inlet of our study site. 

2.4. Results 

2.4.1. Surface model accuracy assessments 

Four surface models were generated from our four images sets ([N], [C], [NC5], and [NC26]) without 

using any GCPs in the bundle adjustment (BA). These four surface models had their vertical 

accuracies assessed by a comparison to the [N] surface model processed with all 27 GCPs for 

Campaign 1 (Fig. 2.5). The [N] surface model generated without GCPs had a characteristic 

surface doming (Fig. 2.5a) as is commonly seen with nadir-only image sets. The [C] surface model 

had a complex pattern of error, with error propagating from two radial centers (Fig. 2.5b). The two 

other surface models processed without GCPs (i.e., [NC5] and [NC26]) had lower overall surface 

error thanks to the coupling of nadir and oblique imagery but contained a different distribution of 

error; both surface models had a “half-pipe” effect (Fig. 2.5c and d), with negative error towards 

the east/west edges of the surface and positive error along the centerline of the model. 
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Fig. 2.5. Distribution of vertical surface error for each image set processed without GCPs for 
Campaign 1: (a) 26 nadir imaging strips [N] (RMSE 0.150 m), (b) 13 east-facing oblique +13 west-
facing oblique imaging strips [C] (RMSE 0.099 m), (c) 26 nadir +5 east-facing oblique +5 west-
facing oblique imaging strips [NC5] (RMSE 0.049 m), (d) 26 nadir +26 east-facing oblique +26 
west-facing oblique imaging strips [NC26] (RMSE 0.041 m). 

When GCPs were not incorporated into the BA, the [NC26] image set produced the most 

accurate surface models across all field campaigns (checkpoint error; vertical RMSE: 0.047 m, 

horizontal RMSE: 0.019 m), with the [NC5] image set following closely behind (vertical RMSE: 

0.061 m, horizontal RMSE: 0.025 m). Due to the large amounts of radial doming in the [N] surface 

models, all [N] surfaces had poor vertical and horizontal accuracies (vertical RMSE: 0.151 m, 

horizontal RMSE: 0.226 m). While this amount of horizontal inaccuracy was not expected with the 

[N] image set, the vertical doming was so prominent towards the surface edges of the study site 

that several checkpoints had very poor alignments. The [C] surface models had significantly better 

horizontal accuracies than the [N] surface models and better vertical accuracies (vertical RMSE: 

0.124 m, horizontal RMSE: 0.037 m). 

When GCPs were incorporated into the self-calibrating BA for each field campaign, the 

coupling of nadir and oblique imagery consistently led to the highest checkpoint accuracy; most 

notably when a sparse distribution of GCPs were used (Fig. 2.6). The [N] image set improved by 

the greatest amount as GCPs were incorporated into the self-calibration (vertical checkpoint 

RMSE values; no GCPS: 0.151 m, 13 GCPs: 0.052 m, 17 GCPs: 0.040 m, 21 GCPS: 0.028 m). 

These results contrast with the [NC26] image set which experienced a small improvement and 

possibly reached a maximum accuracy around 0.028 m (vertical checkpoint RMSE values; no 

GCPS: 0.047 m, 13 GCPs: 0.029 m, 17 GCPs: 0.029 m, 21 GCPS: 0.028 m). The [N], [NC5], and 

[NC26] image sets converged towards a similar vertical error metric at 21 GCPs of approximately 

0.028 m which is expected based on our RTK-GNSS vertical inaccuracy of ±0.02 m. Horizontal 

accuracies were very similar between all image sets at 21 GCPs (RMSE range: 0.013 to 0.018 

m). The [C] image set had slightly lower horizontal and vertical accuracies for each GCP test due 

to a large number of outliers. 
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Fig. 2.6. Boxplots depicting the absolute vertical [V] and horizontal [H] error of checkpoints across 
all three field campaigns for all four image sets (i.e., [N], [C], [NC5], and [NC26]). Vertical and 
horizontal RMSE accuracy metrics at 21 GCPs [V, H]: [N] 0.028 m, 0.017 m, [C] 0.048 m, 0.018 
m, [NC5] 0.032 m, 0.016 m, [NC26] 0.028 m, 0.013 m. 

2.4.2. Quality of surface model reconstructions 

Despite the highly accurate results obtained from the incorporation of oblique imagery into our 

UAV surveys (most notably the [NC26] image set), the use of oblique imagery proved to be a 

significant detriment to the generation of certain surface models. The [C] surface models had 

gaps due to insufficient keypoint matches between image pairs and contained large amounts of 

vertical noise. Both the [NC5] and [NC26] image sets had poor homologous keypoint matching 

between oblique and nadir imagery leading to: 1) the pointcloud being processed as 2–3 

independent blocks (Campaign 3; [NC26]), 2) migrating vertical error when the nadir image 

network was tied to the oblique image network at a single image (Campaign 2; [NC5] [NC26]), and 

3) a large amount of vertical noise (Campaign 2 & 3; [NC5] [NC26]). These errors were the most 

pronounced for Campaign 2 when the surface texture and coloration of the field was 

homogeneous and the lighting conditions were bright (no cloud cover). The Campaign 1 surface 

model for the [NC5] and [NC26] image sets had excellent matching between nadir and oblique 

imagery and did not experience keypoint matching issues. 

2.4.3. Topographic change-detection: erosion and deposition 

The [N] surface model processed with all 27 GCPs was chosen for topographic change-detection 

of our study site. While we initially wanted to test all four different image sets, this was not possible 

due to large amounts of vertical noise in the surface models constructed using oblique imagery. 

Each campaign's (1–3) [N] surface model underwent our coregistration procedure (i.e., GCP 
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elevations were iteratively edited by ±0.02 m to minimize changes in areas of invariant 

topography) before change-detection results were calculated. The coregistration procedure 

significantly reduced surface coregistration error in the southern portion of the study site where 

the GCP network was sparse. 

Between Campaign 1 (May 7) and Campaign 2 (May 17) the study site was tilled (May 12) 

and one erosive rainstorm occurred on May 15 with a total precipitation amount of 8.4 mm. 

Change-detection results using the M3C2 algorithm (vertical normal, 0.15 m projection) between 

Campaign 1 and 2 calculated a mean surface change of +0.010 m. A mean surface change of 

this magnitude is within our margin of error and indicates that no detectable mean surface-change 

occurred. Tillage lines, wheel tracks, infilled gullies, and areas where sediment was manually dug 

out from around the surface inlets are clearly visible in the change-detection map (Fig. 2.7c, d, e). 

Surface-change due to tillage and water erosion cannot be differentiated on this change-detection 

map. 
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Fig. 2.7. [N] Surface model M3C2 difference: (a) Campaign 1 to 2 (tillage; mean surface change 
+0.010 m), (b) Campaign 2 to 3 (erosion; mean surface change −0.020 m), (c, d, e) Campaign 1 
to 2 catch basins, and (f, g, h) Campaign 2 to 3 catch basins. Arrows indicate the north-east catch 
basin used for comparison with terrestrial laser scanner results, whereby black corresponds to 
difference between Campaign 1 and 2 (a, d) and red corresponds to difference between 
Campaign 2 and 3 (b, g). 

Between Campaign 2 (May 17) and Campaign 3 (June 15) three precipitation events with 

moderate intensity occurred (i.e., exceeded 5 mm hr−1): May 20 (16 mm), May 31 (19.6 mm), and 

June 3 (8.8 mm). The cumulative precipitation between Campaign 2 and 3 totaled 56.4 mm. Our 

M3C2 change-detection results identified that two major depositional plumes formed in the two 

northern catch basins (Fig. 2.7f, g) and several minor depositional plumes formed at the southern 

catch basins (Fig. 2.7h). The presence of depositional plumes were validated by field observations 

(e.g., Fig. 2c) and accuracy assessed against terrestrial laser scanner (TLS) results (Table 2.2; 

north-east catch basin). Preferential pathways for flow, ephemeral gullies, and rills (Fig. 2.7f, g, 

h) are depicted in our change-detection results leading up to depositional zones. The M3C2 
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change-detection algorithm calculated a mean surface change of −0.020 m between Campaign 

2 and 3, which once again indicates that no detectable amount of sediment was lost from the field 

(i.e., mean surface-change is still within our margin of error). 

To determine how accurately sequential UAV surveys can detect small-scale erosional 

processes (i.e., change-detection), surface models derived from UAV collected data were 

compared against data collected from a TLS at each campaign for the north-east catch basin 

(located in the yellow box in Fig. 2.1). Between Campaign 1 and 2 sediment was manually 

removed from the north-east catch basin (Fig. 2.7d); between Campaign 2 and 3 several erosive 

rainstorms redistributed sediment across the field with a large depositional plume forming at the 

north-east catch basin (Fig. 2.7g). The volumetric change between Campaign 1 and 2, for the 

north-east catch basin, was ~5% different between [N] (−3.02 m3) and TLS (−2.88 m3) surface 

models. The difference between UAV and TLS volumetric change quantification widened to ~25% 

between Campaign 2 and 3. The [N] surface model calculated the volume of the depositional 

plume at +33.44 m3 and the TLS calculated +26.72 m3. While the [N] surface model over predicted 

the magnitude of volumetric change, the results are within a 95% confidence interval (using the 

approach by Lane et al., 2003) for each campaign (i.e. surface change of ±0.040 m). It is important 

to note that this confidence interval is based on our accuracy assessment with 21 GCPs and 6 

checkpoints. The confidence interval is theoretically narrower in areas close to GCPs and 

confidence in results will decrease as distance from the nearest GCP increases. 

The UAV change-detection results of the north-east catch basin were additionally 

compared to the TLS dataset using the original [N] surface model (i.e., that underwent no 

additional coregistration procedure) and the [N] surface models that underwent a global elevation 

shift of ±0.02 m (i.e., a global coregistration procedure; Table 2.2). This allowed for a cross-

comparison of accuracies with our unique coregistration procedure (i.e., iteratively shifting GCP 

elevation values by ±0.02 m). Both the global shift and GCP shift resulted in reasonable 

alignments in areas of invariant topography, but the global shift resulted in decreased accuracies 

in areas where the surface reconstruction was already accurate (e.g., north-east catch basin; 

Table 2.2). The original [N] surface model had poor alignments in the southern portion of the study 

site where the GCP network was sparse, and minor surface deformation was shown in the 

change-detection map. Our co-registration procedure (i.e., vertical GCP shift of ±0.02 m before 

processing) ensured areas with a correct reconstruction were not altered and the shift minimized 

visible coregistration error in the southern portion of the study site. 
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Table 2.2. Volumetric surface change of the north-east catch basin with a 95% confidence 
interval. Surface change calculated using the M3C2 algorithm for: [TLS] surface models, [N] 
surface models with a ± 0.02 m GCP elevation shift, original [N] surface models, [N] surface 
models with a ± 0.02 m global elevation shift. 

Dataset Campaign 1 to 2  

Volumetric Change 

Campaign 2 to 3  

Volumetric Change 

[TLS] -2.88 m3 ± 0.58 +26.72 m3 ± 5.63 

UAV [N] GCP shift* -3.02 m3 ± 1.03 +33.44 m3 ± 10.66 

UAV [N] Original -3.26 m3 ± 1.09 +33.76 m3 ± 10.37 

UAV [N] Global shift -3.58 m3 ± 1.09 +37.64 m3 ± 10.37 

*used for all SfM-MVS change-detection calculations and figures 

2.5. Discussion 

2.5.1. Surface model accuracy 

While the use of SfM-MVS for the production of orthomosaics is becoming ubiquitous, the 

presented methods and results demonstrate the challenges associated with the use of UAV SfM-

MVS for 3D surface reconstructions of agricultural landscapes. Our results demonstrate that in 

the absence of GCPs, the coupling of nadir and oblique imagery led to the highest checkpoint 

accuracy in both the vertical and horizontal dimensions (e.g., [NC26] checkpoint error; vertical 

RMSE: 0.047 m, horizontal RMSE: 0.019 m). The addition of oblique imagery eliminated the 

doming effect of the [N] surface model but both the [NC5] and [NC26] surface models still exhibited 

some surface deformation (Fig. 2.5). When GCPs were incorporated into the self-calibrating BA, 

the [N], [NC5], and [NC26] surface models all converged towards similar vertical (21 GCPs; RMSE 

0.028 m to 0.032 m) and horizontal checkpoint accuracies (21 GCPs; RMSE 0.013 m to 0.018 

m). All surface models had at least one outlying checkpoint error when 21 GCPs were used in the 

BA, indicating that a denser GCP network was needed to combat surface deformation for all 

image sets. While the [NC5] and [NC26] surface models performed well across all checkpoint 

accuracy assessments, the addition of oblique imagery did not provide any notable advantage 

over the [N] surface models when 21 GCPs were used in the BA. 

The addition of oblique imagery with the [NC26] image set caused a threefold increase in 

aerial surveying times and a fivefold increase in processing times in Pix4D (Table 2.1). While 

other studies recognize the benefits of oblique imagery (e.g., Harwin et al., 2015; James and 

Robson, 2014), we found that in our agricultural system, with both bare ground and vegetated 

conditions, that our [C], [NC5], and [NC26] image sets poorly reconstructed the observed 3D 

surface. Our agricultural study site is a very difficult environment for SfM-MVS due to low amounts 
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of image content (i.e., only soil; Campaign 1 & 2) and vegetated surfaces (i.e., rows of corn; 

Campaign 3). Low amounts of image content led to very poor homologous keypoint matches 

between nadir and oblique image blocks, creating broad-scale vertical noise across surface 

models. Despite performing well across checkpoint tests, we would not recommend 

supplementing flight plans with oblique imagery in agricultural landscapes. The benefits of using 

oblique imaging angles in SfM-MVS is realized in environments where either GCPs cannot be 

used or when only a sparse distribution of GCPs can be deployed (e.g., when surveying glacial 

retreat, coastal cliff erosion, or water erosion in complex landscapes); these environments must 

also have a high amount of image content to facilitate homologous keypoint matching across 

oblique imagery. For environments that lack image content, using a UAV platform with built-in 

RTK-GNSS (e.g., DJI Phantom 4 RTK; Matrice 210 RTK V2) is a promising alternative approach 

for ensuring high quality 3D surface reconstructions. 

Across all landscapes, the incorporation of more GCPs into the BA will result in a reduction 

in surface error, albeit with diminishing returns as more GCPs are used (e.g., Agüera-Vega et al., 

2017; James et al., 2017; Sanz-Ablanedo et al., 2018). Based on our findings in agricultural 

landscapes, when we used 1.3 GCPs per hectare (i.e., 21 GCPs, 6 checkpoints), the [N] image 

set (0.017 m resolution) had an average vertical RMSE of 0.028 m across three field campaigns 

with maximum checkpoint vertical errors of 0.056 m, 0.042 m, and 0.042 m. Our final [N] surface 

models processed with all 27 GCPs contained some surface deformations with similar maximum 

vertical errors (estimated ±0.04 m), most notably in the southern half of the study site where the 

GCP network was sparse. This indicates that 1.7 GCPs per hectare (i.e., 27 GCPs) was not 

entirely sufficient to combat surface doming; a higher density of GCPs (e.g., 2 to 2.5 GCPs per 

hectare for 0.017 m ground-sampling-distances) is recommended to combat SfM surface 

deformation in a nadir image acquisition. 

Besides an insufficient GCP network, the other two main bottlenecks (i.e., limiting factor) 

to UAV SfM-MVS accuracy in our study were RTK-GNSS accuracy (± 0.02 m vertical, ± 0.01 m 

horizontal) and our ground-sampling-distance. When possible, we would recommend deploying 

a stable GCP network throughout the study site and on the periphery. Only authors that utilized 

permanent GCPs throughout their study were able to achieve sub-centimeter accuracy for 

change-detection (e.g., Eltner et al., 2015). Stable GCPs allow for both a precise co-registration 

of surface models and remove RTK-GNSS accuracy constraints. For our study, the use of 

permanent ground controls were only possible outside the study site, which we used as additional 

GCPs in the BA. Ground sampling-distance was the second bottleneck to our accuracy. While 
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the relationship between ground-sampling-distance and surface model accuracy is difficult to 

quantify, the quality of surface reconstructions will degrade as the UAV takes images from higher 

altitudes (Eltner et al., 2016; Smith et al., 2016) or uses sensors with lower spatial resolutions. 

Pix4D documentation indicates an expected relative vertical accuracy of 1–3× the ground-

sampling-distance, and an in-depth study by James and Robson (2012) found a relative vertical 

precision of ~1:1000 (measurement precision: observation distance). Based on our maximum 

vertical errors from checkpoint tests, our vertical accuracy was 3× the ground-sampling-distance 

and the vertical precision was ~1:2000. Lowering the flying altitude from 90 m to 60 m, to allow 

for cm-level pixels, could have helped ensure we reached our maximum achievable accuracy. 

Additional error may have been introduced from our parallel-axis data collection scheme. While it 

has been shown that using additional flight lines from different directions (i.e., orthogonal flight 

plans) does not always result in significant improvements in 3D surface reconstructions (e.g., 

James and Robson, 2014), several SfM software applications (e.g., Pix4D) strongly suggest 

including orthogonal flight lines for higher quality 3D surface reconstructions. The degree to which 

our parallel-axis data collection contributed to the observed surface errors is unknown. Other 

sources of error that are difficult to quantify include error marking the precise center points of 

GCPs, overexposed imagery, and the use of a rolling shutter. 

2.5.2. Agricultural erosion modelling 

Agricultural erosion comes with a substantial annual economic cost (e.g., United States $37.6 

billion [Uri, 2000]), caused by both on-site and off-site effects. Agricultural erosion is a significant 

source of excess nitrogen and phosphorus in aquatic ecosystems contributing to eutrophication 

in freshwater lakes, estuaries and coastal environments (Bennett et al., 2001; Daniel et al., 1998; 

Foley et al., 2011). On-site redistribution of soil leads to an imbalance of nutrients for plant growth 

and lower yields. Despite the economic significance of agricultural erosion, spatial and volumetric 

predictions are mediocre at best (Morgan and Nearing, 2011) and direct measurements of 

distributed erosion rates are rare. 

The most common approach for calculating the magnitude of agricultural soil erosion is 

employing the use of an erosion model. Researchers will employ either a simple statistical model 

(e.g., Universal Soil Loss Equation; Wischmeier and Smith, 1978) or a more complex distributed 

process-based model (e.g., Water Erosion Prediction Project; Flanagan et al., 2001). Newer 

process-based models allow for both a spatial and volumetric calculation of soil erosion at either 

the field-scale or watershed-scale by computing runoff and modelling the detachment, transport, 

and deposition of sediments. Despite large advancements in process-based erosion modelling 
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over the past decades and a new suite of models, these newer process-based distributed models 

often fail to outperform older statistical models (e.g., Tiwari et al., 2000). 

There exists a need to spatially validate both simple statistical models and process-based 

models at field and catchment scales. However, sources of reliable input data that describe the 

heterogeneity of the landscape are few and challenging to acquire. Distributed erosion models 

are typically calibrated and validated to outlet sedigraphs and hydrographs (i.e., data outside the 

area of interest). However, not all eroded sediment will be converted to sediment yield at a 

catchment outlet, which is why outlet sedigraphs are a poor proxy for catchment erosion 

processes (Syvitski et al., 2005; Morgan and Nearing, 2011); sediment redistribution can occur 

without making its way into the hydrological network. The use of catchment outlet data to calibrate 

or validate distributed erosion models is not always a valid approach (Morgan and Nearing, 2011). 

The challenges associated with model calibration and validation can be further exemplified when 

dealing with process-based models that tend to have an almost infinite number of degrees or 

freedom leading to issues with spatial equifinality (Morgan and Nearing, 2011). Without field-scale 

spatial validation data, it has to be assumed that the model is spatially accurate and models the 

correct process domains (e.g., rill and sheet erosion processes dominate, ephemeral gully erosion 

is negligible). It must also logically follow that the correct parameter set has been chosen by the 

modeler (i.e., no issues with equifinality). Given the economic costs associated with agricultural 

soil erosion and the corresponding ecological impacts, we need to use the type of data presented 

in this paper to remove our modelling assumptions. Furthermore, spatial predictions of erosion 

need to be tested at the scale of the decision-maker (i.e., farm field-scale), which is where erosion 

mitigation strategies take place. 

The analysis of agricultural fields with the UAV SfM-MVS workflow is a promising 

approach that can provide input, calibration, and validation data for erosion models. While sheet 

erosion and small-scale rill erosion cannot be detected with this approach (change-detection at 

the 95% confidence interval was > 0.040 m), larger process domains such as deep rill and gully 

erosion can be spatially quantified. It is potentially possible to detect smaller erosional processes 

by: 1) using stable GCPs, 2) employing a denser GCP network, and 3) increasing the ground-

sampling-distance. The methodology in this presented research can also be used a priori to inform 

models of dominant flow paths and depositional zones, allowing for a more accurate description 

of the connectivity of the landscape, and can be used to assess the predictive capabilities of 

erosion models at the field and small-catchment scale. 
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2.6. Conclusions 

We presented a comprehensive accuracy assessment of four different UAV survey designs for 

use with a self-calibrating bundle adjustment in an agricultural landscape. Our findings 

demonstrate that the coupling of nadir and oblique (15 degree) imagery (i.e., [NC5], [NC26]) 

improves the relative accuracy of agricultural 3D surface models in the absence of GCPs and with 

a sparse distribution of GCPs. With a more dense distribution of ground controls (i.e., 21 GCPs), 

the nadir-only [N] surface model had similar vertical checkpoint error metrics (RMSE 0.028 m) to 

both the [NC5] (RMSE: 0.032 m) and [NC26] (RMSE: 0.028 m) surface models, and all surface 

models had similar horizontal checkpoint error metrics (RMSE 0.013 m to 0.018 m). Surfaces 

generated from image sets that included oblique imagery had poor homologous keypoint matches 

and were subject to large amounts of systematic noise when feature content on the imagery was 

low, which is typical in agricultural systems. Processing and survey times were inefficient, costly, 

and unnecessary with the [NC26] image set given that the [N] image set had similar accuracy 

metrics with a dense deployment of GCPs. Subsequent [N] surface models were used to reliably 

identify erosive and depositional processes >0.040 m in depth (i.e., deep rill/gully erosion, and 

depositional zones). Small-scale erosion processes, such as sheet erosion, are not detectable 

with the presented UAV SfM-MVS methodology. Relative to a TLS, our sequential UAV surveys 

over predicted the volumetric change of a sediment plume by 5% and 25% for respective field 

campaigns. Due to RTK-GNSS accuracy constraints, our results verge on the maximum possible 

achievable accuracy. In an agricultural landscape, we recommend the use of nadir-only imagery 

for subsequent UAV surveys with a comprehensive ground control network to combat surface 

deformation and for use as checkpoints (i.e., 2–2.5 GCPs per hectare when flying at 90 m above-

ground-level). Where possible, stable ground controls should be deployed in the study site for 

surface co-registration and to avoid the accuracy constraints of RTK-GNSS. Caution should be 

taken when interpreting SfM studies that do not include a comprehensive accuracy assessment 

of their 3D surface model. Future research should be aimed at the application of UAV SfM-MVS 

in agricultural settings for studying field-scale erosional patterns, calibrating and validating erosion 

models, and assessing the hydrologic connectivity of the landscape.
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Chapter 3. Where did the soil go? Quantifying one year of soil erosion on a steep 

tile-drained agricultural field 

As published in Science of the Total Environment: Meinen, B. U., & Robinson, D. T. (2020). Where 

did the soil go? Quantifying one year of soil erosion on a steep tile-drained agricultural field. 

Science of The Total Environment, 729, 138320. Doi: 10.1016/j.scitotenv.2020.138320 

3.1. Introduction 

The impacts of soil erosion in agricultural systems continues to be an issue of societal (Pimentel 

2006) and scientific (e.g., erosion modelling; Morgan and Nearing 2011) importance. Estimates 

of the annual economic impacts of soil erosion range from €0.7 to 14 billion in the European Union 

(13 countries, 150 million ha; Montanarella 2007) to $37.6 billion in the United States (Uri 2000) 

and $400 billion globally (ELD Initiative, 2015). Due to the combined economic and environmental 

impact of erosion, a considerable amount of scientific effort has focused on assessing how best 

management practices affect soil erosion; best management practices include different tillage 

techniques (e.g., no-till; Lal et al. 2007; Lal 1991), tile drainage (e.g., Uusitalo et al. 2001), cover 

crops (e.g., Kaspar et al. 2001), crop residue management (e.g., Wilson et al. 2004), and riparian 

buffer strips (e.g., Uusi-Kämppä and Yläranta 1996; Mander et al. 1997). However, with the rate 

of soil loss due to erosion (median 18 t ha−1 yr−1 from conventional agriculture; Montgomery 2007) 

grossly outstripping the natural rate of soil generation (<1 t ha−1 yr−1; Wakatsuki and Rasyidin 

1992; Troeh and Thompson 2005; Montgomery 2007), the erosion problem is far from solved. 

A critical challenge in reducing erosion rates in agricultural systems involves the 

manipulation of the hydrological and sedimentological connectivity of the landscape. More 

specifically, soil erosion rates are reduced by slowing the velocity of overland flow and limiting the 

transport of detached sediments. While only a small portion of eroded sediments and nutrients 

from an agricultural system typically reach their hydrologic catchment outlet (Walling 1983), the 

cumulative impacts off-site can cause eutrophication (Bennett et al. 2001), harm to aquatic life 

(Richter et al. 1997), and degradation of water quality (Parry 1998). Therefore, agricultural best 

management practices need to be designed and installed to impede the movement of sediments 

and nutrients from fields to waterways. Despite the wide application of best management 

practices to reduce soil erosion (e.g., adoption of no-till; Derpsch et al. 2010), there exists a 

paucity of distributed data at the field-scale that quantifies their effectiveness and instead their 

success is typically evaluated aspatially. 
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Part of the reason the effectiveness of best management practices at reducing soil erosion 

rates is not typically quantified at the field-scale is due to the challenges associated with the 

collection of distributed erosion data. Current data collection techniques are either qualitative 

(e.g., mapping erosional features on airborne imagery, Desprats et al. 2013; social surveys on 

erosional indicators, Okoba and De Graaff, 2005), limited to small spatial extents (e.g., erosion 

pins, Keay-Bright and Boardman 2009; terrestrial laser scanners [TLS], Eltner et al. 2013; 

terrestrial Structure-from-Motion [SfM], Kaiser et al. 2014), or have a coarse spatial resolution 

(e.g., caesium-137 patterns, Walling et al., 2003; in-situ measurements of rill depth and root collar 

heights, Napoli et al. 2016). While each of the aforementioned field methods excels in one area, 

the needed outcomes of achieving a high spatial resolution and covering a large spatial extent 

have been mutually exclusive. Therefore, we have yet to quantify and understand the hydrological 

flow and subsequent movement of soil and nutrients at meso scales (i.e., farm and field) that are 

relevant to agricultural decision makers. 

Recent advances in unmanned aerial vehicles (UAVs; also known as remotely piloted 

aircraft systems [RPAS]), and the software and algorithms used for generating 2.5D and 3D 

surfaces from the imagery they collect (i.e., Structure-from-Motion and Multi-view Stereo 

algorithms; SfM-MVS), provide a conduit to collect very-high resolution data at meso scales that 

can be used to quantify soil erosion and deposition (Chapter 2; Meinen and Robinson 2020b). 

While field-scale studies using UAVs to quantify agricultural erosion are few, UAVs and SfM-MVS 

have been able to quantify gully erosion (e.g., d'Oleire-Oltmanns et al. 2012), rill erosion (e.g., 

Eltner et al. 2015), badland erosion (e.g., Smith and Vericat 2015; Neugirg et al. 2016), gorge 

erosion (e.g., Cook 2017), and landslides (e.g., Turner et al. 2015). The high spatial and temporal 

resolution of UAV imagery combined with SfM-MVS enables the assessment of volumetric 

change, which offers a novel opportunity to quantify and evaluate the effects of best management 

practices on reducing soil erosion at the scale of an individual farm field. 

Since agricultural landscapes have become the largest anthropogenic biome, occupying 

38% of the earth's terrestrial surface (Foley et al. 2011), it is important to consider how new 

technologies, like UAVs, can be used to further our understanding of agricultural systems. In this 

study we use UAV imagery and SfM-MVS to answer the following questions: 1) what is the annual 

erosion rate of a steep tile-drained moldboard-plowed agricultural field, 2) how much sediment is 

prevented from being transported off-site from the installation of soil berms and surface inlets (i.e., 

catch basins), 3) how accurate are UAV SfM-MVS surveys with respect to a TLS, and 4) what are 
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the controlling factors on the variability in crop yields? To answer these questions, we conducted 

nine comprehensive UAV surveys over the course of a year. 

3.2. Materials and methods 

3.2.1. Study site 

Our study site is situated within the Grand River Watershed, adjacent to the Nith River, in southern 

Ontario, Canada. The Nith River has been identified as containing a high volume of sediment and 

nutrients, which is potentially contributing to the eutrophication of Lake Erie (i.e., elevated levels 

of total phosphorus; Loomer and Cooke 2011). The Nith River is largely influenced by snow melt 

and spring storms, with flows adjacent to our study site averaging 9.3 m3 s-1 during the spring 

(i.e., March/April), that drop down to 3.1 m3 s-1 in the summer months (July to September). An 

extensive tile-drainage network covering 56% of the upper-Nith River basin contributes to these 

high spring discharges. The Nith Watershed is composed of silty tills, covers an area of 1130 km2, 

and is predominantly an agricultural system (~80% of total land area) with row cropping of 

soybeans and corn. Within this context, an agricultural study site was chosen in the upper-Nith 

River basin that held variable topography and is a size suitable for sampling (15.9 ha, ~ 40 acres) 

and standard across much of Midwestern Canada and the United States (i.e., a sixteenth of a 

Section). 

The study site is divided into six drainage basins that flow into catch basins with surface 

inlets (Fig. 3.1; labels A - F) that are used for soil erosion and deposition calculations. These six 

distinct drainage basins were created when tile drainage was installed in the winter of 2017/2018; 

soil berms were placed behind six surface inlets to form catch basins to collect surface runoff and 

eroded soils. The six drainage basins cover an area of 8.5 ha and are representative of average 

agricultural conditions in the region; the basins are tile drained, comprised of loam and sandy 

loam soils, under corn production, and have an average slope of 8.2%. The remaining portion of 

our study is flat and non-contributing or drains directly into a riparian zone. 



29 

 

 

Fig. 3.1. Digital elevation model produced using UAV imagery and SfM-MVS on May 17, 2018, 
Catch Basins A, B, C, D, E, and F used for soil deposition calculations, D8 flow paths in catch 
basins after soil berm installation (left), a gully incised through the riparian zone (top right), a tile 
drain outlet (middle right), and a surface inlet (bottom right). 

A total of nine surveys were conducted over a one-year period from May 7, 2018 to June 

14, 2019. The field was tilled on May 12, 2018 (cultivator, 2 passes) and corn was planted the 

following day on May 13, 2018. The corn was harvested on November 11, 2018 followed by a 

tillage on December 10, 2018 (moldboard, 1 pass). The surveying year was broken into two study 

periods: May 17, 2018 to September 19, 2018 (4 surveys; Study Period One) and December 18, 

2018 to May 16, 2019 (3 surveys; Study Period Two). The two study periods are based on when 

UAV surveying was possible (i.e., when the soil surface wasn't completely obscured); a surveying 

gap exists between September 19, 2018 and December 18, 2018 where corn or corn residue 

completely obscured the surface of the field. Cumulative precipitation totaled 376.4 mm (rainfall) 

during Study Period One and 387.6 mm (mixed precipitation) over Study Period Two. Mean daily 

air temperatures ± one standard deviation collected from a local meteorological station were 19.6 

± 3.5° Celsius during Study Period One and − 1.3 ± 7.7° Celsius during Study Period Two. 
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Soil deposition was measured at Catch Basins A, B, C, D, E, and F (adjacent to the surface 

inlets) a total of three times during Study Period One and twice during Study Period Two using 

UAV SfM-MVS change-detection. Each field survey consisted of an aerial image acquisition with 

a UAV, a real-time kinematic global navigation satellite system (RTK-GNSS) ground control point 

(GCP) survey, and a TLS survey. Soils that had built up in catch basins were manually removed 

before each study period and redistributed along the flow paths within the study site; the study 

site was then tilled. 

3.2.2. Unmanned aerial vehicle (UAV) survey 

The R60 SkyRanger UAV, acquired from FLIR Systems, was used for all image acquisitions. A 

SR-3SHD payload was mounted to the UAV system which captures 15 MP RGB 4608 × 3288 

resolution images with a 46-degree field of view. The payload has a 6.45 × 4.60 mm electro-

optical sensor with a 7.5 mm focal length and is attached to a 3-axis gimbal for image stabilization 

during flight. The UAV flight was automated using FLIR System's Mission Control software to 

capture nadir imagery using parallel-axis flight lines with a 70% frontlap and sidelap. The initial 

five UAV surveys were flown at 90 m above-ground-level (AGL; 0.016 to 0.018 m ground-

sampling-distance [GSD]), while the next three UAV surveys were flown at 50–60 m AGL (0.011 

to 0.014 m GSD; Table 3.1). The flying height was reduced since it was difficult to identify rills in 

the 90 m AGL orthomosaics. The UAV was flown at 4 m s−1 at 90 m AGL and 3 m s−1 at 50–60 m 

AGL to prevent motion blur. 
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Table 3.1. UAV survey details. Processing settings in Pix4D: keypoint image scale of 1, standard 
calibration, all camera optimizations, optimal image scale (1/2), optimal point density (i.e., one 
point generated for every 8 pixels). GCP and checkpoint RMSE is expressed as horizontal (H) 
and vertical (V) accuracy. 

Survey 
date 

Number 
of 
images 

UAV 
height 
(m) 

GCPs GSD 
(m) 

GCP RMSE 
[H,V] (m) 

Checkpoint RMSE 
[H,V] (m) 

2018-05-07 585 90 27 0.016 0.009, 0.008 0.012, 0.029 

2018-05-17 485 90 27 0.017 0.010, 0.010 0.011, 0.026 

2018-06-15 508 90 28 0.017 0.008, 0.006 0.019, 0.031 

2018-07-14 554 90 31 0.018 0.009, 0.009 N/A 

2018-09-19 601 90 32 0.017 0.011, 0.007 N/A 

2018-12-18 1266 60 33 0.011 0.007, 0.008 0.010, 0.039 

2019-04-25 1295 60 54 0.011 0.008, 0.010 0.009, 0.021 

2019-05-16    N/A*   

2019-06-14 557** 50 69 0.014 0.012, 0.017 0.015, 0.025 

*A TLS survey was done in lieu of a UAV survey for all six catch basins **2019-06-14 survey was conducted with 
FLIR System’s HDZoom30 camera (specifications: 20 MP RGB 5184 x 3888 resolution images, 68.6-degree field of 
view) 

Before each UAV survey, GCPs were distributed across the study site and measured with 

SmartNet's network RTK-GNSS using a Leica Viva GS14 and Leica Viva CS15 field controller. 

Our GCPs are 12 × 12 in. plywood squares painted a bright fluorescent orange in the shape of 

an “X” for aerial identification. The number of GCPs used and their spatial locations varied 

between campaigns due to differing aerial visibilities and for accuracy assessments (see Fig. 3.2). 

All campaigns had at least one GCP placed close to each surface inlet to ensure accurate 

topographic-change could be measured with the UAV SfM-MVS workflow. The field campaign on 

April 25, 2019 had the most ideal distribution of GCPs (54 GCPs, UAV 60 m AGL); Meinen and 

Robinson (2020b; Chapter 2) demonstrate that this dense network of GCPs is necessary to 

minimize ‘surface doming’ as is commonly seen in SfM-MVS with nadir only imagery (James and 

Robson 2014). Minor vertical surface deformation (i.e., ~ 0.04 m) was present in all our SfM-MVS 

surface models which made topographic change-detection in areas without GCPs difficult to 

interpret. The 90 m AGL surface models (with 27–32 GCPs) had estimated global accuracies 

(root-mean-square-error [RMSE]) of 0.028 m (vertical) and 0.014 m (horizontal), while the 60 m 

AGL surface model (with 54 GCPs) had an estimated global accuracy (RMSE) of 0.021 m 

(vertical) and 0.009 m (horizontal). The June 14, 2019 survey with 69 GCPs had an unexpectedly 

high checkpoint RMSE (Table 3.1) due to using a different camera (FLIR System's HDZoom30) 
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which has an additional uncalibrated glass lens used to protect the camera lens. These accuracy 

metrics are based on checkpoint error; each surface model was iteratively reprocessed with one 

GCP removed and used as a checkpoint (i.e., always X – 1 GCPs and 1 checkpoint). Once all 

the processing was complete, the top 5% of checkpoints with the highest error were removed and 

the remaining 95% of checkpoints were used to calculate accuracy metrics. This checkpoint error 

is used to generate a conservative estimate on the global accuracy of each surface model. For 

all surface models, areas close to GCPs should be constrained to a maximum error of 0.02 m 

(i.e., RTK-GNSS vertical accuracy); UAV SfM-MVS accuracy is constrained by both GSD, camera 

orientation, and ground control accuracy and density. 

 

Fig. 3.2. UAV orthomosaics and GCP positions (black triangles) for each field campaign: (a) May 
7, 2018, (b) May 17, 2018, (c) June 15, 2018, (d) July 14, 2018, (e) September 19, 2018, (f) 
December 18, 2018, (g) April 25, 2019, (h) June 14, 2019. The UAV was not available for the May 
16, 2019 field campaign. 

3.2.3. SfM-MVS image processing details 

All UAV imagery was processed in Pix4D (Pix4D SA, Switzerland) for 3D pointcloud and 

orthomosaic generation. Overexposed images were removed from image sets before each 

dataset was processed; the June 15, 2018 survey contained a high number (~30) of overexposed 

images due to flights being conducted at solar noon. A self-calibrating bundle adjustment was 

used which incorporated all the GCPs (i.e., no GCPs were used as checkpoints in the final 

pointclouds). All datasets were processed on a Dell Precision Workstation 5810 Tower operating 

on Windows 7 64-bit with Intel Xeon CPU E5–1620 v3 @ 3.5203 GHz with quad-core, 8 
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processors, 64 GB RAM, and NVIDIA Quadro K4200 graphics card. The full Pix4D workflow took 

between 2 and 3 h for 90 m AGL UAV flights and between 8 and 10 h for 60 m AGL UAV flights, 

with an additional 1–2 h per campaign to mark GCPs in imagery. CloudCompare v2.9.1 

(https://www.danielgm.net/cc/) was used for data filtering (i.e., removing spurious points and 

vegetation). 

3.2.4. Terrestrial laser scanner (TLS) survey 

TLS surveys were conducted in Catch Basin A using a Leica Multistation MS50 and were used to 

benchmark UAV SfM-MVS change-detection calculations. Each survey covered an area of 1 ha 

and was clipped to the depositional plume in Catch Basin A (40 × 40 m). Three different scan 

positions were used to capture the 3D geometry around the catch basin; total scanning time was 

approximately 2 h per campaign. The TLS collected an average of 2.9 million points per field 

campaign (GSD of 0.01 m on the depositional plume). Leica Infinity v3.0.0.3068 was used for 

filtering the TLS pointclouds. 

3.2.5. Change-detection: Deposition calculations 

Topographic change-detection was calculated using the M3C2 algorithm (Lague et al. 2013) in 

CloudCompare v2.9.1 (https://www.danielgm.net/cc/) at each of the six catch basins. The M3C2 

algorithm is a robust way to detect change on noisy SfM-MVS pointclouds; a cylinder is fitted to 

a vertical normal which calculates the average distance between points in the cylinder. For M3C2 

change-detection calculations we used a 0.15 m projection with vertical normals; volumetric 

change was calculated by resampling and rasterizing the resultant M3C2 pointcloud to a 0.05 m 

raster and multiplying vertical differences by the horizontal surface area. Topographic change at 

each catch basin was considered significant, i.e., real topographic change, if the depositional 

plume exceeded 0.04 m in depth on the UAV SfM-MVS pointcloud or 0.02 m in depth on the TLS 

pointcloud (based on Meinen and Robinson 2020b; Chapter 2). 

3.2.6. Soil survey 

Bulk density surveys were conducted across the study site to convert the volume of depositional 

plumes (m3) to a weight (tonnes). Soil samples were taken once during each Study Period 

(September 19, 2018; April 25, 2019) at each catch basin (i.e., Catch Basin A - F) if deposition 

occurred. A bulk density ring was used to extract two samples at a depth of 15 cm from the 

depositional plumes in each catch basin; a total of 16 samples were collected. Soil samples were 

dried for 24 h in a conventional oven at 105° Celsius and weighed to determine bulk density. 

Depositional plumes consisted primarily of clay with an average bulk density of 1.32 g/cm3. 
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Soil texture surveys were conducted in Basin A to determine if soil texture was the primary 

controlling factor on crop yield. A total of 27 aggregated soil samples were collected for textural 

classification on September 3, 2019. A sieve and hydrometer analysis was conducted on each 

soil sample; soils were classified as a mix of sandy loam and loam with an average clay content 

of ~13%. ArcGIS v10.6.1 was used to rasterize the 27 soil samples into a 1 m raster using ordinary 

kriging. 

3.2.7. Landform element classification 

To determine if topographic position, slope, or profile curvature were controlling factors on the 

variabilities in crop yield, the study site was sub-divided into four topographic landform elements: 

1) flats, 2) shoulders, 3) backslopes, and 4) footslopes. The landform element classification is 

based on an aggregated version of Branton and Robinson's (2019) classification scheme. 

Landform elements with linear profile curvatures are classified as flat if they have slopes <3° and 

classified as backslopes if they have slopes >3°. Shoulders are defined as having a convex profile 

curvature and footslopes are defined as having a concave profile curvature. All landform element 

classifications are based on a 3.2 m digital elevation model (DEM); higher resolution DEMs 

masked the trends in the macro-topography. The study site landform element classification 

consists of: 36.3% flat, 19.4% shoulders, 15.9% footslopes, and 28.5% backslopes. 

3.2.8. Crop yield survey 

Crop yield data were collected during harvesting on November 11 using a John Deere 9770 STS. 

The harvester calculated crop yield at 15.5% moisture every 1.5 m and generated a shapefile of 

average yield per point. A total of 189 t (7441 bushels) of corn were harvested from 15.63 ha 

(38.62 acres) of workable land, resulting in an average yield of 12.09 t ha−1 (192.65 bu. ac−1). 

ArcGIS v10.6.1 was used to rasterize the crop yield shapefile into a 1 m raster using ordinary 

kriging for statistical comparisons. 

3.2.9. Statistical analysis 

To examine the relative influence of topography, hydrology, and soil on crop yield variability, we 

compared average corn yields with our landform element classification (i.e., shoulder, backslope, 

flat, footslope), water erosion, and soil textural classification. We additionally compared water 

erosion rates to rainfall amount and rainfall intensity to see if precipitation was the controlling 

factor on the variability in erosion rates. All comparisons were made using R v3.3.3 with the 

‘raster’, ‘sp’, and ‘rgdal’ libraries. Pearson correlation coefficients were used to determine the 
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strength of relationships between variables and statistical correlations were considered significant 

for p < .01. 

3.3. Results 

3.3.1. UAV SfM-MVS change-detection 

A total of 376.4 mm of rainfall fell during Study Period One and 387.6 mm of mixed precipitation 

fell during Study Period Two (Fig. 3.3). The cumulative total of 764 mm of precipitation that fell 

over these two study periods was highly variable in intensity; 12 rainfall events had rainfall 

intensities exceed 5 mm hr−1 in Study Period One while only 5 rainfall events during Study Period 

Two exceeded 5 mm hr−1. The combined impacts of high rainfall intensities, warm air 

temperatures (average daily air temperature of 19.6 °C for Study Period One) and loose cultivated 

soils following the May 12, 2018 tillage resulted in 57% of the annual erosion occurring during 

Measurement #1 (May 17, 2018 to June 15, 2018) and 86% of the total annual erosion occurring 

during Study Period One (Fig. 3.3). We speculate that low rainfall intensities coupled with frozen 

soil (average daily air temperature of −1.3 °C) during Study Period Two mediated the degree of 

erosion that happened over the winter months (Fig. 3.3); however, there was no statistically 

significant correlation between rainfall intensity and rainfall amount with water erosion over the 

study year. 

 

Fig. 3.3. Daily precipitation totals and cumulative UAV SfM-MVS soil deposition measurements 
for Study Period One (May 17, 2018 to September 19, 2018) and Study Period Two (December 
18, 2018 to May 16, 2019) in each catch basin. Precipitation was rainfall in Study Period One and 
mixed precipitation in Study Period Two. Soil deposition values are calculated in each catch basin 
with ±0.04 m confidence intervals. 

UAV SfM-MVS change-detection procedures calculated that an annual cumulative total of 

120.85 m3 of sediment was deposited across all six catch basins, corresponding to 159.52 t of 

sediment (average bulk density of 1.32 g/cm3). The measured erosion rate (i.e., soil loss to catch 
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basins per unit area) in Catch Basins A, B, C, D, E, and F, were 20.95 t ha−1 yr−1, 20.09 t ha−1 yr−1, 

0 t ha−1 yr−1, 21.92 t ha−1 yr−1, 14.33 t ha−1 yr−1, and 14.86 t ha−1 yr−1, respectively. The combined 

annual erosion rate of all six steep tile-drained agricultural basins was 18.83 t ha−1 yr−1. 

During Study Period One (May 17, 2018 to September 19, 2018), 136.40 t of sediment 

was eroded and transported to all six catch basins (Fig. 3.3; Measurement #3). The majority of 

soil erosion occurred between May 17 and June 15 (Fig. 3.3; Measurement #1); 56.4 mm of 

rainfall fell, with 3 storms exceeding 5 mm hr−1, resulting in the transport and deposition of 90.26 

t of sediment to catch basins. Seven ephemeral gullies formed across the study site (Fig. 3.4) 

which provided preferential flow pathways for the transport of sediment to the six catch basins. 

The gullies were wide and shallow (e.g., largest ephemeral gully in Basin A was 2 m wide and 

0.15 m deep). Deeply incised rills developed later in the growing season (i.e., August/September); 

rills formed primarily on hillslopes between rows of corn. Basin A and B experienced the highest 

volume of water erosion and had the largest depositional plumes in catch basins (Fig. 3.5). 

 

Fig. 3.4. (a) Ephemeral gully in Basin A where the topography converges at a low point (June 15, 
2018), (b) sidewall of a shallow ephemeral gully in Basin A cutting through sandy soil (June 15, 
2018), and (c) deeply incised rills on a hillslope in Basin A (September 19, 2018). 
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Fig. 3.5. Depositional plumes at Catch Basin A, B, D, E, and F from UAV SfM-MVS M3C2 
calculations: (a) Basin A, (b) Basin B, (d) Basin D, (e) Basin E, and (f) Basin F; (i) Measurement 
#1; May 17 to June 15, (ii) Measurement #2; May 17 to July 14, (iii) Measurement #3; May 17 to 
September 19, and (iv) Measurement #4; December 18 to April 25. No orthomosaic was available 
for Measurement #5; UAV equipment was unavailable. 

During Study Period Two (December 18, 2018 to May 16, 2019), 23.13 t of sediment was 

eroded and transported to catch basins (Fig. 3.3; Measurement #5). A site inspection in March 

showed that no preferential flow paths to the catch basins had formed; the tillage in December 

before Study Period Two filled in all ephemeral gullies and they were not yet re-established. 

Rainfall and snowmelt pooled at their points of inception and did not flow towards catch basins. 

From late March onwards several large spring storms started to re-establish small ephemeral 

gullies in Basins A and B that enabled the transport of sediments to catch basins. Basin's A and 

B had moderately large depositional plumes approaching the surface inlets (Fig. 3.5), but they 

were substantially smaller than the depositional plumes in Study Period One. The remaining 

basins had little to no deposition around surface inlets (i.e., < 1 t of sediment), due in part to 

smaller contributing areas and more gradual slopes. 

To verify the reliability of our UAV SfM-MVS change-detection calculations we compared 

our results against a TLS benchmark for Catch Basin A (Table 3.2). Across six comparisons, the 
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UAV SfM-MVS change-detection results had an average error of 4.23 t; Measurement #1 had the 

largest error of 8.87 t. Volumetric estimations were most accurate where the depositional plume 

was deeper and could be detected more reliably with UAV SfM-MVS change-detection. All UAV 

surveys were within the bounds of the TLS surveys when using a conservative ±0.04 m 

confidence interval on UAV SfM-MVS change-detection calculations. 

Table 3.2. Cumulative soil deposition from water erosion (Measurement #1–5) and mechanical 
soil removal at Catch Basin A for both UAV SfM-MVS and TLS datasets. Measurements #1–3 
were conducted in Study Period One and Measurements #4–5 were conducted in Study Period 
Two. 

Date and Measurements Precipitation 
(mm) 

Precipitation 
events >5 
mm hr-1 

Tonnes of 
soil (UAV) 

Tonnes of 
soil (TLS) 

Mechanical soil removal 

2018-05-10 N/A N/A -3.99 ± 1.36 -3.80 ± 0.76 

Measurement #1-3 

2018-05-17 to 2018-06-15  56.4 3 44.14 ± 12.79 35.27 ± 7.43 

2018-05-17 to 2018-07-14  112.6 4 41.24 ± 12.82 44.09 ± 8.95 

2018-05-17 to 2019-09-19  376.4 12 61.32 ± 14.18 68.59 ± 9.85 

Mechanical soil removal 

2018-12-10  N/A N/A -49.18 ± 9.18 -45.13 ± 6.88 

Measurement #4-5 

2018-12-18 to 2019-04-25  294.2 3 6.95 ± 2.78 4.82 ± 1.25 

2019-12-18 to 2019-05-16  387.6 5 Not measured 7.38 ± 1.49 

 

3.3.2. Controlling factors on crop yield variability 

The total crop yield from the 2018 corn harvest was 189 t (15.5% moisture) across 15.63 ha of 

workable land (12.09 ± 2.19 t ha−1; 192.65 ± 32.52 bu. ac−1). The southern portion of the study 

site had high average yields with low variability (12.42 ± 0.84 t ha−1), contrasted by the northern 

basins which had highly variable corn yields (e.g., Basin B: 12.02 ± 2.54 t ha−1). Topographic 

landform elements classified as shoulders had the lowest corn yields (11.34 ± 2.06 t ha−1) while 

backslopes had the highest yields (12.50 ± 1.92 t ha−1; Table 3.4). Differences between landform 

elements are further exemplified when looking at differences in crop growth; shoulders had the 

most stunted corn growth at maturity (mean ± one standard deviation: 1.92 ± 0.24 m) while 

backslopes had the tallest corn at maturity (mean ± one standard deviation: 2.12 ± 0.26 m). Basin 
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A was chosen for a more in-depth analysis on the relative influence of topography, hydrology, and 

soil on crop yields due to its variable topography and high volume of water erosion. 

Basin A had a below field-average crop yield of 11.92 ± 2.33 t ha−1 (Table 3.3; Fig. 3.6). 

The four primary controls on crop yield (i.e., highest statistically significant correlations; p < .01) 

in Basin A were: silt, sand, water erosion, and shoulder landform elements. Crop yields had a 

moderate positive correlation with silt content (correlation coefficient: 0.31) and a moderate 

negative correlation with sand content (correlation coefficient: −0.30). Topographic shoulders, 

which had poor soil structure (i.e., high sand content, lower silt and clay content), were negatively 

correlated with crop yields (correlation coefficient: −0.28). Backslopes had significantly healthier 

soil structures than shoulders (i.e., lower sand content, higher silt and clay content); however, 

backslopes were not correlated with increasing crop yields in Basin A. Soils were texturally 

classified as sandy loam on upslope shoulder positions and loam across the other landform 

elements (Table 3.4). High rates of deposition from water erosion around catch basins were 

negatively correlated with crop yields (correlation coefficient: −0.32). 

Table 3.3. Average crop yield calculated across all basins. Crop yield calculations are ± one 
standard deviation. 

Basins A B C D E F North South 

Crop yield (t ha-1) 11.92 
±2.33 

12.02 
±2.54 

N/A 12.23 
±1.33 

11.99 
±1.09 

11.59 
±0.97 

12.08 
±2.67 

12.42 
±0.84 
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Fig. 3.6. Interpolated raster layers in Basin A: crop yield, surface elevation, landform elements, 
and soil textural classifications. 

Table 3.4. Average soil texture classification in Basin A and average crop yields across the full 
study site calculated from topographic landform elements. Crop yield calculations are ± one 
standard deviation. 

Landform Elements Shoulder Footslope Flat Backslope 

Slope (degrees) > 0 > 0 < 3 > 3 

Profile curvature Convex Concave Linear Linear 

Sand (%) 58.12 52.73 50.44 46.72 

Silt (%) 31.54 34.21 37.26 35.98 

Clay (%) 10.34 13.06 12.30 17.30 

Crop yield (t ha-1) 11.34 ± 2.06 11.72 ± 2.93 12.42 ± 0.84 12.50 ± 1.92 

 

3.4. Discussion 

3.4.1. UAV SfM-MVS surface change-detection 

Accuracy assessments of UAV SfM-MVS pointclouds are necessary for understanding the 

efficacy of UAVs for mapping out agricultural erosion and deposition patterns. Given a standard 

nadir UAV image acquisition, an RTK-GNSS ground control survey, and the use of a self-

calibrating bundle adjustment in an SfM-MVS software application, we expect the vertical 

accuracy (RMSE) of pointclouds to be 2–3× the GSD with a practical upper limit of 0.01 m. Five 
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out of six of our UAV SfM-MVS surface models had vertical accuracies that were 2× the GSD 

(Table 3.1 checkpoint error), while one campaign (December 18, 2018) had a more adverse error 

of 3.5× the GSD. This adverse error was the result of an insufficient ground control network due 

to the lower flying altitude; as GSD increases, the field-of-view of the camera is constrained to a 

smaller area and a larger number of GCPs are required to avoid adverse surface error. The 

reported vertical checkpoint errors (i.e., RMSE) of 0.021–0.039 m indicate that the outlined 

methodology is best suited towards change-detection of ephemeral gullies, deeply incised rills, 

and depositional zones. 

The presented accuracy metrics of our UAV SfM-MVS pointclouds (i.e., vertical accuracies 

of 2× GSD) are corroborated across other SfM geoscience literature (e.g., vertical accuracies 0.01 

to 0.06 m; Lucieer et al., 2014a, Lucieer et al., 2014b; Stöcker et al., 2015; Gonçalves and 

Henriques 2015; Harwin et al. 2015; James et al. 2017 [Taroudant]). The constraints of ground 

control survey accuracy (i.e., GPS, RTK-GNSS) limit the maximum SfM-MVS survey accuracy 

(i.e., vertical RMSE) to 0.01 m; sub-cm accuracies are only achieved if the reference system is 

stable (e.g., Eltner et al. 2015) or more accurate than conventional RTK-GNSS (e.g., Harwin et 

al. 2015). SfM-MVS studies with more adverse vertical error of ~0.10 m (e.g., Pineux et al. 2017; 

Sanz-Ablanedo et al. 2018) held to the general trend of vertical accuracies being 2–3× the GSD, 

converging to 2× the GSD given a sufficiently dense network of GCPs (Sanz-Ablanedo et al. 

2018). UAV SfM-MVS studies that had vertical errors exceed 2–3× the GSD (e.g., ~0.30 m; 

Niethammer et al. 2012; Cook 2017) were a result of modelling complex geometry (e.g., cliff 

overhangs) and vegetated surfaces (e.g., grasses, shrubs) which made bare-earth elevation 

values difficult to derive. 

3.4.2. Land management and soil erosion 

Using UAV SfM-MVS change-detection on our 15.9-ha agricultural study site, we were able to 

spatially quantify the deposition of 159.52 t of sediment across six catch basins; corresponding to 

an erosion rate of 18.83 t ha−1 yr−1 across the six studied basins. This rate of erosion was 

surprisingly high considering tile-drained landscapes are typically less susceptible to erosion via 

overland flow. In the absence of the installed catch basins these rates of erosion would be 

unsustainable, outstripping the rate of natural soil regeneration (Montgomery 2007) by an order 

of magnitude. While erosion rates were unsustainable in the six studied basins, the southernmost 

basin experienced no visible water erosion (estimated erosion rate of <1 t ha−1 yr−1) and had no 

sedimentological connectivity with waterways; erosion rates were manageable in the flat southern 

basin without the use of best management practices. 



42 

 

Evaluating agricultural sustainability and the efficacy of agricultural best management 

practices is difficult since erosion rates are spatially and temporally diverse. For example, our first 

study interval of May 17 to June 15 (i.e., Measurement #1) was the most significant for soil erosion 

and deposition processes (Fig. 3.3); 56.4 mm of precipitation resulted in 90.26 t of sediment being 

eroded and transported to catch basins. This is sharply contrasted by the winter months where 

387.6 mm of mixed precipitation resulted in 23.13 t of sediment being transported to catch basins. 

In this context, planting a winter wheat cover crop followed by no-till soybeans could be very 

effective at reducing high rates of erosion in the spring (i.e., due to adequate soil cover during 

spring storms), but winter cover crops that only provide protection until seedbed preparation (i.e., 

tillage) in the spring may be ineffective at reducing erosion rates (i.e., since the field will be 

susceptible to soil erosion from spring storms). 

On our study site, the installation of catch basins was an effective management practice 

that significantly reduced soil export via overland flow across all seasons. Before the berm and 

tile installation, it is estimated that 10.78 ha of the field drained through a riparian zone and into 

the Nith River; after the installation it is estimated that only 2.51 ha of the field was contributing 

surface runoff to the Nith River. This equates to a 77% decrease in direct surface flow towards 

the Nith River and a 32% decrease in the maximum length of concentrated overland flow. 

However, despite the significant reduction of soil loss from overland flow, the installation of 

surface tile inlets may have facilitated a preferential flow path for dissolved nutrients to the Nith 

River. Combining reduced tillage practices (i.e., shallow till, strip till, or no till) with the catch basin 

installation would likely ameliorate high rates of water erosion and the associated soil and nutrient 

losses. 

3.4.3. Crop yield 

Average corn yields across southwestern Ontario were 11.49 t ha−1 in 2018, with a 10-year 

production insurance average of 10.67 t ha−1 (Agricorp 2018). Our study site had an average corn 

yield in 2018 of 12.09 t ha−1, with the majority of the study site having corn yields well above the 

provincial average; topographic shoulders were the only landform elements to have below 

average corn yields (11.34 t ha−1). Soil quality was heavily degraded in upslope shoulder positions 

in Basin A (texturally sandy loams; Table 3.4), while more uniform loam was observed across the 

other three landform elements. The degraded soil structures on shoulders was likely a result of 

tillage erosion; east-west tillage patterns resulted in soil loss on shoulders immediately preceded 

by backslopes. While downslope tillage practices on our study site are pragmatic, care should be 

taken when tilling fields that are characterized by undulating topography and steep slopes. 
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Downslope tillage patterns can result in uneven distributions of topsoil leading to lower crop yields 

in upslope positions. While unaffected by tillage erosion, footslopes had the second lowest crop 

yield across the study site due to high rates of water erosion. Large areas of washout and 

ephemeral gullies hindered seedling development at points of topographic convergence. The 

topographically flat southern region of the study site, which experienced little to no water or tillage 

erosion, had the most consistently high yields (12.42 ± 0.84 t ha−1). 

3.4.4. Best management practices: Water quality 

Water erosion facilitates the off-site export of sediments and associated agro-chemicals to 

waterways via overland flow. Agricultural catchments contribute large loads of bioavailable 

phosphorus to freshwater systems which has led to recurring problems of eutrophication (e.g., 

Lake Erie; Michalak et al. 2013). Our results highlight the need for implementing best 

management practices in the agricultural mosaic of southwestern Ontario. The Nith River 

Watershed has ~90,000 ha of land devoted to agricultural use and exports 15,820 t of sediment 

per year into the Grand River (Cooke 2006). This is the largest amount of sediment contributed 

from any tributary into the Grand River, and the sediment is thought to be coming primarily from 

diffuse non-point agricultural sources. 

As a gross simplification of the erosion problem (i.e., ignoring river transport, depositional 

mechanisms, and other erosion sources), only 100 replicate fields of our study site would be 

needed to produce the 15,820 t of sediment that the Nith exports (i.e., 159.52 t × 100 fields). This 

is important to consider from a policy standpoint; only 2% of all agricultural land in the Nith 

Watershed (i.e., 1595 of 90,000 ha; 100 replicate fields) could be needed to match the Nith Rivers 

annual sediment export budget. While it is expected that >2% of agricultural land would contribute 

to elevated levels of suspended sediments, the tail end of this distribution likely contributes the 

majority of the pollutants. The agricultural fields of concern are those with direct hydrologic 

connectivity with waterways, steep topography, and poor riparian vegetation. The Canadian Farm 

Environmental Management Survey (2011) highlights that 41% of Canadian farms have a 

waterway passing through their property; the subset of these 41% of farms that do not have any 

best management practices implemented are of particular interest for targeting grants and 

subsidies. Across Canada, 35% of farms have developed an environmental farm plan (EFP) of 

which 95% have implemented the best management practices outlined in their EFP. The main 

rationale for not developing an EFP and using best management practices was economic 

pressures (Statistics Canada 2011); studies in the United States also highlight that one of the 

largest barriers to the adoption of best management practices is economic cost (e.g., Rodriguez 
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et al. 2009). Removing economic pressures by fully subsidizing the costs of specific best 

management practices is an important step forward for cost-effectively improving surface water 

quality. 

3.5. Conclusions 

The presented research was conducted to determine 1) what is the annual erosion rate of a steep 

tile-drained agricultural field, 2) how much sediment is prevented from being transported off-site 

from the installation of soil berms and surface inlets (i.e., catch basins), 3) how accurate are UAV 

SfM-MVS surveys with respect to a TLS, and 4) what are the controlling factors on the variability 

in crop yields? We calculated the annual erosion rate of our steep tile-drained agricultural field 

using UAV SfM-MVS change-detection; the average erosion rate was 18.83 t ha−1 yr−1 with the 

majority of erosion being associated with spring storms after the corn planting. Our results 

highlight that our UAV SfM-MVS surveys were accurate and able to reliably match the accuracy 

of TLS-derived surface reconstructions when using a ± 0.04 m confidence interval. Upslope areas 

were less suitable for crop growth due to high rates of tillage erosion and poor soil structure with 

the lowest corn yields in topographic shoulders and highest corn yields on backslopes and flats. 

Footslopes had the most variable crop yields due to high rates of water erosion; ephemeral gullies 

and large depositional plumes hindered seedling development at points of topographic 

convergence and at catch basins. 

While we offer a novel approach using very-high resolution UAV imagery and SfM-MVS 

to estimate soil erosion and assess the effectiveness of catch basins, similar research is needed 

pre and post application of tile drainage, surface inlets, and other best management practices. 

These efforts would enable the quantification of how effective individual best management 

practices perform at reducing soil erosion and improving water quality compared to sites without 

any management practices. Future research needs to provide a holistic evaluation of these 

agricultural management practices by quantifying both sediment and agro-chemical export (e.g., 

phosphorus) via overland flow and subsurface drainage. Quantifying the relative impacts of 

different best management practices is not only of scientific interest, but also plays a critical role 

in management decisions and the generation of policy and incentivizing its adoption. In this study 

we demonstrated that the simple installation of soil berms at field-edge can effectively eliminate 

the overland connectivity of eroded sediments from waterways and offers a practical and effective 

action towards improving water quality in the region.
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Chapter 4. Agricultural erosion modelling: Evaluating USLE and WEPP field-scale 

erosion estimates using UAV time-series data 

As published in Environmental Modelling & Software: Meinen, B. U., & Robinson, D. T. (2021). 

Agricultural erosion modelling: Evaluating USLE and WEPP field-scale erosion estimates using 

UAV time-series data. Environmental Modelling & Software, 137, 104962. Doi: 

10.1016/j.envsoft.2021.104962 

4.1. Introduction 

Soil erosion in agricultural systems is a pressing issue for water quality (Bennett et al., 2001; 

Michalak et al., 2013) and agricultural sustainability (Pimentel 2006; FAO 2015; Montanarella 

2015). Soil erosion accounts for 75 billion tons of soil loss annually from arable land (ELD 

Initiative, 2015) resulting in a median productivity loss of 0.3% of crop yield per year (FAO 2015) 

with an estimated global economic impact of 400 billion USD per year (ELD Initiative, 2015). 

These trends are likely to be exacerbated as the demand for agricultural products continues to 

increase (Tilman et al., 2011) while highly productive cropland is lost to urban growth (estimated 

1.8–2.4% by 2030; d’Amour et al., 2017) and accelerated soil erosion processes from 

conventional agriculture (n = 448, median 18 t ha−1 yr−1; Montgomery 2007) continue to degrade 

arable land. Limited space for agricultural expansion has resulted in the expansion of agricultural 

cropland into marginal and highly erodible landscapes (e.g., forested tropics; Foley et al., 2011), 

re-expansion into erodible agricultural landscapes that were previously taken out of production 

(e.g., conservation reserve program in the United States; Bigelow et al., 2020), and the conversion 

of less productive land (e.g., summer fallow, pasture) into cropland (e.g., Canada; Statistics 

Canada 2017). Between 1985 and 2005 there was a global net increase of 2.41% of cropland 

area into these highly erodible landscapes (Foley et al., 2011). Within this context of agricultural 

land scarcity and the demand for agricultural products estimated to double by 2050 (Foley, 2011), 

soil erosion, agricultural production, and sustainable land management will continue to be a 

critical global issue throughout the 21st century. 

Predicting the magnitude of soil loss in agricultural systems is a difficult environmental 

modelling problem. Part of this difficulty resides in the fact that an agricultural system is a coupled 

human-natural system, whereby both systems are highly heterogeneous (e.g., natural – weather, 

soil; human – cropping practices, land management) and interactive. Given this complexity, some 

have conceptually described agricultural systems as being stochastic since seemingly identical 

agricultural systems can have widely different hydrologic responses (e.g., variability in replicate 

plots; Wendt et al., 1986; Nearing et al., 1999). Even when agricultural systems produce a similar 
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hydrologic response, sediment delivery is mediated by highly heterogeneous parameters (e.g., 

microtopography from tillage, tile drainage, riparian buffer strips), leading to a poor relationship 

between erosion rates, soil loss from fields, and sediment yield in waterways. Despite continued 

improvements in our understanding of edaphic processes and computational modelling, decades 

of research continue to note that the predictive capabilities of soil erosion models are often quite 

poor (Takken et al., 1999; Favis-Mortlock et al., 2001; Jetten et al., 2003; Evans and Brazier 2005; 

Morgan and Nearing 2011; Evans 2013) and that “erosion modelling is very error prone” (Jetten 

et al., 1999, p. 537). This high degree of error and the inherent complexity of these human-natural 

systems necessitates the need for testing and validating model predictions. 

The advent of process-based erosion models has increased the potential for modelling 

soil erosion in any agricultural system without rigorous calibration and validation. However, both 

empirical and process-based models rely on statistical relationships that need to be tested and 

validated against in-situ soil erosion measurements. Testing the predictions of erosion models 

can be difficult when you consider that soil erosion measurements have a considerable amount 

of uncertainty associated with them (Stroosnijder 2005) and that the scales of measurement rarely 

correspond to the scales of natural and human processes driving erosion. It is unlikely that the 

process domains driving erosion can be elucidated using aspatial outlet-based measurements 

(e.g., sediment yield; Borrelli et al., 2014) or with spatially-distributed isotopic tracer 

measurements (e.g., caesium-137; Walling et al., 2003). Remote sensing (e.g., airborne imagery; 

Fischer et al., 2018) and field-based methods (e.g., measuring rills and gullies; Takken et al., 

1999) provide some understanding of the dominant process domains contributing to soil erosion, 

but they are constrained by spatial scale, accuracy, and the repeatability of measurements. 

The disconnect between process domains that are measured and modelled is one of the 

biggest obstacles for testing and validating model predictions of soil erosion. For example, 

consider an outlet-based method of measuring sediment yield for evaluating model predictions of 

soil loss. The sediment yield subsumes all processes in a catchment (i.e., all sediment sources 

and delivery mechanisms) to produce a single aspatial number. Even if the modelled results 

accurately predict sediment yield at the catchment outlet, the issue of equifinality cannot be 

addressed: are the models getting the right answer for the right reasons? Without a spatial 

component included in the evaluation process, the model may have a completely erroneous 

representation of the internal catchment dynamics while still producing a correct outlet response 

(Van Oost et al., 2005). The challenges of equifinality can only begin to be addressed if distributed 

data is used to ensure the model is behavioral (Jetten et al., 2003). Unfortunately, spatial 
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measurements of soil erosion are labor intensive, expensive, and time consuming; as such, they 

are seldom used for evaluating models (Morgan and Nearing 2011). Stroosnijder (2005) 

concludes a critical review on soil erosion measurements stating there is a “crisis in erosion 

measurements” (p. 172) due to poor empirical data and no new developments in technology for 

measuring soil erosion. 

The democratization of unmanned aerial vehicles (UAVs; also known as remotely piloted 

aircraft systems [RPAS]) and automated photogrammetric workflows (i.e., Structure-from-Motion 

[SfM]) herald a new advancement in remote sensing technology for measuring distributed soil 

erosion rates. The potential of these novel technologies to accurately measure soil erosion is 

recognized in literature but they have yet to be used for testing erosion models (Batista et al., 

2019). The very-high resolution (<5 cm), frequent, and event-based quantitative measurements 

of distributed erosion from UAVs (Chapter 3; Meinen and Robinson 2020c) can be used to create 

a time series of erosion data at a spatial scale that has not been previously achievable. These 

data provide an opportunity to evaluate soil erosion models in a spatially distributed manner at 

the scale in which agricultural decisions take place (i.e., farm field). In addition to quantitative 

measurements, optical imagery of erosional features can be used as an additional ‘soft’ qualitative 

datapoint for model evaluation (Jetten et al., 1999). While there still remain challenges in creating 

high-fidelity data with SfM for change-detection measurements (Chapter 2; Meinen and Robinson 

2020b), the combination of qualitative and quantitative erosion measurements provides a strong 

baseline for evaluating the performance of erosion models. 

To advance the field of erosion modelling, we collected novel very-high resolution time-

series data using a UAV for the purpose of quantifying semi-distributed rates of soil erosion over 

an entire year. We used these data to determine: what is the accuracy of an empirically-based 

(Universal Soil Loss Equation [USLE]; Wischmeier and Smith 1978) and a process-based (Water 

Erosion Prediction Project [WEPP]; Flanagan and Nearing 1995) erosion model at estimating soil 

erosion rates on an agricultural field in southwestern Ontario, Canada? The performance of the 

USLE and WEPP were evaluated on both an annual and sub-annual basis against UAV-based 

measurements of soil erosion. 

4.2. Materials and methods 

4.2.1. Study site 

Our study site is an agricultural field located in the upper reaches of the Nith Watershed, Ontario, 

Canada. The Nith watershed spans an area of 1130 km2 with 80% of its total land area devoted 

to agricultural production (Loomer and Cooke 2011). The Nith Watershed is characterized by high 
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rates of runoff and pollutant loading during the spring freshet (Loomer and Cooke 2011) with peak 

precipitation occurring in the latter half of the growing season. The Nith Watershed has been 

identified as a priority sub-watershed of the Grand River Watershed due to its large contribution 

of phosphorus, nitrogen, and suspended sediments to the Grand River (Holeton 2013). The Grand 

River flows southwards into Lake Erie, which continues to face the harmful effects of 

eutrophication and algae blooms caused by elevated levels of phosphorus originating from diffuse 

agricultural sources (Michalak et al., 2013). 

The agricultural field used for measuring, modelling, and evaluating predictions of soil 

erosion is part of a heterogeneous agricultural system that is uniquely characterized by snowmelt 

and a dense tile-drainage network. The field is a steep 15.9-ha tile-drained agricultural field under 

a 3-year crop rotation of corn, soybean, and winter wheat (Fig. 4.1), which is a common rotation 

for southern Ontario. The chosen study year for field work spans from corn cultivation in 2018 to 

the spring of 2019. The field management regime consists of a fall moldboard plow following corn 

and oats, a spring cultivator for seedbed preparation for corn and soybeans, no-till winter wheat, 

and broadcast oats as a cover crop after winter wheat (Fig. 4.1). The study site had tile-drainage 

installed in the winter of 2017–2018; the tile installation was accompanied by an installation of soil 

berms and surface inlets at six locations that form catch basins to trap eroded sediments (Fig. 

4.2). Soils on the study site are texturally classified as a mix of sandy loam and loam. 

 

Fig. 4.1. Long-term management practices and crop rotations for the study site. Stars indicate 
the period in which soil erosion measurements were conducted for model evaluation (May 17, 
2018 to May 16, 2019). 
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Fig. 4.2. (a) Agricultural study site, and (b) approximate location of study site in southwestern 
Ontario, Canada. Flow paths are mapped with UAV optical imagery based on the 2018 growing 
season. 

4.2.2. Data 

Our data collection is focused on six distinct drainage basins with soil berms and surface inlets 

(i.e., catch basins) outlined in Fig. 4.2 (i.e., Basins A, B, C, D, E, and F) for measuring and 

evaluating model estimates of soil loss by water erosion. All field work was carried out by Meinen 

and Robinson (2020c; Chapter 3) from May 17, 2018 to May 16, 2019 when the study site was 

under corn production. A comprehensive UAV surveying methodology for the study site can be 

found in Meinen and Robinson (2020c; Chapter 3) with a discussion on UAV flight design in 

Meinen and Robinson (2020b; Chapter 2). 

4.2.2.1. Field work 

The modelling of erosion in agricultural systems requires a representation of the following five 

factors: climate, soils, topography, vegetation, and land management. Our climate data consists 

of hourly precipitation data collected from a meteorological station (Wellesley Dam) located 7 km 

from the study site. Soil data included average soil texture, measured with a sieve and hydrometer 

analysis on 27 soil samples (15 cm depth; Menzies-Pluer et al., 2020), and bulk density, measured 

using bulk density rings on 16 soil samples (15 cm depth) that were dried in a conventional oven 
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at 105° Celsius for 24 h and weighed. Topographic data was calculated from a digital elevation 

model (DEM) created with optical imagery collected from a UAV and SfM. The raw data were 

collected at a resolution of 0.02 m and used to create a 0.02 m DEM, which was resampled to 

generate a 0.8 m DEM for catchment discretization and resampled to 3.2 m for calculating primary 

terrain variables (i.e., hillslope length, width, and slope). All topographic calculations were done 

using ArcGIS v10.6.1. Cropping and management practices were provided by the landowner (Fig. 

4.1) and crop stages were determined from in-situ site surveys. 

To model erosion using the USLE and WEPP, our six study basins (Fig. 4.2) were 

discretized into rectangular hillslopes (Table 4.1) and segmented into 3–5 overland flow elements 

to capture the hillslope shape. Rectangular hillslopes were segmented such that a hillslope 

constituted the point from where overland flow began to where either the slope gradient 

decreased such that deposition began or where the runoff entered a concentrated flow channel 

(e.g., an ephemeral gully). 

Table 4.1. Six study basins and hillslope topographic attributes. Each hillslope is further divided 
into 3 - 5 overland flow elements. 

Basin Number of Hillslopes Slope (percent) Length (m) Width (m) 

A 3  9.00, 8.53, 8.63 58, 152, 113 149, 42, 157 

B 3  8.57, 9.22, 9.97 76, 133, 72 170, 32, 135 

C 1 3.70 56 37 

D 1 6.68 48 97 

E 1 6.46 85 88 

F 1  6.71 102 106 

 

4.2.2.2. UAV erosion measurements 

The creation of a dataset for evaluating model estimates of soil erosion involved using a novel 

remote sensing approach to monitor surface change in each catch basin with optical imagery 

collected from a UAV and SfM (Chapter 3; Meinen and Robinson 2020c). Across the study year, 

a total of nine surveys were conducted to recreate the topography of each catch basin and to 

generate orthomosaics (Fig. 4.3). The M3C2 algorithm (Lague et al., 2013; 0.15 m projection, 

vertical normals) was used in CloudCompare v2.9.1 (https://www.danielgm.net/cc/) to calculate 

surface change (i.e., deposition) in each of the six catch basins using pointcloud data. Volumetric 

surface change was converted to a weight using an average measured soil bulk density of 1.32 
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g/cm3. Across the entire study year, a total of 159.52 tonnes of sediment was deposited across 

the six catch basins (Table 4.2), corresponding to an erosion rate of 18.83 t ha−1 yr−1. 

 

Fig. 4.3. UAV orthomosaics of the study site: (a) May 7, 2018, (b) May 17, 2018, (c) June 15, 
2018, (d) July 14, 2018, (e) September 19, 2018, (f) December 18, 2018, (g) April 25, 2019, and 
(h) June 14, 2019. Zoomed in extent boxes are focused on Catch Basin A. 
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Table 4.2. UAV-based erosion measurements and associated climate data from May 17, 2018 to 
May 16, 2019 split into three time periods: growing season (GS), mature crop/stubble (MC, S), 
and fallow (F). Total precipitation includes both rainfall and the water equivalent of snowfall. Corn 
was planted on May 13, 2018, harvested on November 11, 2018, and the field was plowed on 
December 10, 2018. 

Study Period Total 
precipitation 

(mm) 

Rainfall 
events >5 

mm h-1 

Average daily air 
temperatures 

(°C) 

Erosion 
(t) 

May 17 to Sept 19 (GS) 376.4 12 19.6 136.40 

Sept 20 to Dec 17 (MC, S) 234.8 3 4.1 0* 

Dec 18 to May 16 (F) 387.6 5 -1.3 23.13 

Totals: 998.8 20 7.3 159.52 

*value is estimated, not measured; no UAV surveys were conducted. In-situ site observations indicated no erosion occurred 

4.2.3. Erosion modelling 

4.2.3.1. Universal Soil Loss Equation (USLE) 

Research on soil erosion in North America began in the early 20th century (e.g., Zingg 1940; 

Smith 1941; Musgrave 1947) and was accelerated after Franklin Roosevelt helped pass the Soil 

Conservation Act of 1935 (Public Law 74–46). To fulfil the requirements of this act, the United 

States Department of Agriculture and the newly created Soil Conservation Services developed 

the Universal Soil Loss Equation (USLE) in the 1950's as a tool to predict soil loss and help 

farmers with conservation planning. The USLE is a lumped empirical field-scale model that 

predicts soil loss from rill and inter-rill erosion based on 10,000 plot years of erosion data. The 

USLE was originally published in Agricultural Handbook no. 282 (Wischmeier and Smith 1965) 

and adopted widely based on the superseding publication in Agricultural Handbook no. 537 

(Wischmeier and Smith 1978). The USLE is expressed as: 

𝐴 =  ∑ 𝑅𝐾𝐿𝑆𝐶𝑛𝑃

6

𝑛=1

  

where A is the soil loss per unit area (t ha-1 yr-1), which is the sum of the products of six factors 

for six cropstages, n, whereby R is a rainfall and runoff factor (MJ mm ha-1 h-1 yr-1), K is a soil 

erodibility factor (t ha h ha-1 MJ-1 mm-1), L is a slope-length factor (unitless), S is a slope-steepness 

factor (unitless), C is a cover and management factor (unitless), and P is a supporting practice 

factor (unitless; Wischmeier and Smith 1978). These six factors combine human-decision making 

and the predominant natural processes contributing to soil loss in an agricultural landscape. 
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The USLE is the de-facto standard for erosion modelling due to its simplicity and ease-of-

use. The USLE and its many derivations (e.g., revised USLE; Renard et al., 1991, modified USLE; 

Williams 1975) are incorporated into erosion estimates in a wide variety of models: Areal Nonpoint 

Source Watershed Environment Response Simulation (ANSWERS; Beasley et al., 1980), Field-

scale Model for Chemicals, Runoff, and Erosion from Agricultural Management Systems 

(CREAMS; Knisel 1980), Erosion-productivity Impact Calculator (EPIC; Williams 1989), 

Agricultural non-point Source Model (AGNPS; Young et al., 1989), Soil and Water Assessment 

Tool (SWAT; Arnold 1994), Sediment Delivery Distributed Model (SEDD; Ferro and Porto 2000), 

and the Water and Tillage Erosion Model/Sediment Delivery Model (WATEM/SEDEM; Van 

Rompaey et al., 2001). 

For this study, all USLE calculations are based on Agricultural Handbook no. 537 

(Wischmeier and Smith 1978). The R factor was calculated using hourly-precipitation data from 

the Wellesley dam meteorological station using the follow equation (Wischmeier and Smith 1978): 

𝑅 = ∑(𝐸𝐼30)𝑖

𝑚

𝑖=1

 

where EI30 is the rainfall erosivity of a single storm event (MJ mm ha-1 h-1), i, calculated as the 

total kinetic storm energy (E; MJ ha-1) times the maximum 30-min rainfall intensity (I30; mm h-1) 

for all storms in a given year, m. Storms are only included in the calculation of R that exceed 12.7 

mm of rainfall in a 6-hour period. An additional sub factor Rs can be included to account for the 

effects of winter runoff and snowmelt on soil loss; we chose to exclude Rs from our soil loss 

calculations since we observed in the previous year that snowmelt produced no observable 

amount of erosion (Fig. 4.3a). Since the USLE requires 30-min rainfall intensities for calculating 

the I30, our calculated R factor likely underpredicted storm intensity. To correct for this 

underprediction, we used a relationship developed by Panagos et al. (2015b) to convert from 60-

min intensities to 30-min intensities by multiplying our R factor by 1.5597. 

The K factor was calculated using field-based measurements of soil texture (i.e., 34.82% 

silt, 13.27% clay) and estimates of edaphic properties (i.e., 2% organic matter, b = 2, c = 3) based 

on the following equation for soils containing less than 70% silt and very fine sand (Wischmeier 

and Smith 1978): 

100𝐾 = (2.1𝑀1.14 (10−4)(12 − 𝑎) + 3.25(𝑏 − 2) + 2.5(𝑐 − 3))  × 0.1317 
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where K is the soil erodibility factor (t ha h ha-1 MJ-1 mm-1), M is the soil particle-size parameter 

(based on soil texture), a is percent organic matter, b is the soil-structure code, and c is the profile-

permeability class. Organic matter in the topsoil on the study site was estimated to be lower than 

regional averages (~4%) due to a tile drainage installation in the previous winter which inverted a 

large portion of the soil column. The L and S factors are typically jointly calculated as the following 

(Wischmeier and Smith 1978): 

𝐿𝑆 = (𝜆/22.13)𝑚(65.41 𝑠𝑖𝑛2 𝜃 +  4.56 sin 𝜃 + 0.065) 

where LS is the slope length factor (unitless), λ is slope length (m), θ is the angle of the slope 

(degrees), and m is an exponent based on slope gradient (see Table 4.1 for hillslope topographic 

attributes). The C factor and corresponding soil loss ratios (SLRs) were calculated using the 

tables provided in Agricultural Handbook no. 537 for high productivity corn with a fall moldboard 

plow (Table 4.3). No additional management practices were represented on our study site, so the 

P value was initialized to a value of 1 (unitless), representing no net effect on soil erosion. 

Table 4.3. USLE modelling parameters for the six study basins used for calculating soil loss from 
May 17, 2018 to May 16, 2019. SLR is the soil loss ratio for the corresponding cropstage. R value: 
1881 MJ mm ha-1 h-1 yr-1, K value: 0.026 t ha h ha-1 MJ-1 mm-1, P value: 1, LS value: 1.80 (full site: 
1.38), and C value: 0.310. 

Start Date Cropstage Period Cover (%) EI in period (%) SLR C value 

May 13, 2018 (SB) Seedbed  0 2.5 0.65 0.016 

May 27, 2018 (1) Establishment 10 7.3 0.53 0.039 

July 4, 2018 (2) Development 50 22.1 0.38 0.084 

July 31, 2018 (3) Maturing crop  >75 53.2 0.20 0.106 

Nov 11, 2018 (4) Stubble  Variable 0.7 0.23 0.002 

Dec 10, 2018 (F) Rough fallow  0 14.2 0.44 0.063 

 

4.2.3.2. Water Erosion Prediction Project (WEPP) 

In 1985, the United States Department of Agriculture started research on a process-based 

successor to the USLE, the Water Erosion Predict Project (WEPP; Laflen et al., 1991; Flanagan 

and Nearing 1995). The WEPP was developed using data from 50 experimental cropland (Laflen 

et al., 1991) and rangeland plots (Gilley et al., 1990) to accurately model the underlying hydrologic 

processes that contribute to soil erosion. These processes are represented in the model using 

“stochastic weather generation, infiltration theory, hydrology, soil physics, plant science, 
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hydraulics and erosion mechanics” (Flanagan and Nearing 1995, p. 1.1). The WEPP is a daily 

simulation model that computes soil loss and sediment delivery from rill and inter-rill erosion for 

individual hillslopes or small watersheds (Flanagan and Nearing 1995). The WEPP erosion 

routine is based on a steady-state sediment continuity equation that describes the movement of 

soil in rills: 

𝑑𝐺

𝑑𝑥
= 𝐷𝑓 + 𝐷𝑖 

where x is the distance downslope (m), G is the sediment load (kg s-1 m-1), Df is the rill erosion 

rate (kg s-1 m-2), and Di is the inter-rill sediment delivery to rills (kg s-1 m-2). Erosion is 

conceptualized as a series of inter-rill areas that deliver sediment to concentrated flow channels 

(i.e., rills) that is either deposited in the rill or transported off the hillslope. For this study, WEPP 

model calculations are based on WEPP version 2012.800 using the Windows interface (Table 4.4 

input parameters). For modelling, CLIGEN was used to convert daily climate data (i.e., 

precipitation and temperature) into more temporally detailed distributions for soil loss and runoff 

calculations. 
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Table 4.4. WEPP input parameterization for calculating soil loss from May 17, 2018 to May 16, 
2019. Topographic data is summarized in Table 4.1. 

 Management/Field Conditions 

Soils Loam & Sandy Loam 

 Texture (average): 34.82% silt, 13.27% clay, 51.91% sand 

 Miscellaneous: 5% granular, 2% organic matter*, 12.5 CEC* (meq 100 g-1), 
0.25 albedo*, Inter-rill erodibility**, rill erodibility**, critical shear**, effective 
hydraulic conductivity** 

Management Pre-management: After fall moldboard plow 

 (May 12, 2018) Cultivator: 7.5 cm depth (2 passes) 

 (May 12, 2018) Nutrient (N, P, K, liquid fertilizer) and herbicide application 

 (May 13, 2018) Planting: corn, row width: 0.75 m, crop spacing: 0.15 m 

 (June 16, 2018) Nutrient (N) and herbicide application 

 (Nov 11, 2018) Harvest: residue height: 0.30 m, crop yield: 12.09 t ha-1 

 (Dec 10, 2018) Moldboard plow: 15 cm depth 

 (June 8, 2019) Cultivator: 7.5 cm depth (2 passes) 

 (June 9, 2019) Planting: soybean 

Tile Drainage Drain spacing: 7.6 m, tile depth: 0.91 m, pipe diameter: 0.1 m 

 Drainage coefficient: 0.5* 

Weather Daily precipitation (annual sum): 998.8 mm 

 Daily air temperature (mean ± one SD): 7.25 ± 11.18 °C 

 Temperature range (min/max): -26.10 to 33.90 °C 

*estimated **calculated by WEPP 

4.2.4. Analysis 

We focus on the six distinct drainage basins with soil berms and surface inlets (i.e., Basins A, B, 

C, D, E, and F; Fig. 4.2) for evaluating model estimates of soil erosion. For the purposes of this 

study, we define the rate of soil erosion as soil loss by water erosion to catch basins per unit area. 

USLE results are computed as soil loss per unit area (i.e., soil loss from an individual hillslope) 

and WEPP results are computed as sediment delivery per unit length (i.e., kg m−1) and multiplied 

by the hillslope width to convert into soil loss per unit area for comparing modelled results. Both 

model outputs reflect soil loss by water erosion from a hillslope to the lowest point in the catchment 

(i.e., the catch basin). The USLE and WEPP were used to estimate rates of soil erosion in each 

of the six catch basins on an annual and sub-annual (i.e., seasonal) basis. 
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For evaluating the USLE and WEPP, we conducted a “blind evaluation” (Batista et al., 

2019, p. 4) whereby the USLE and WEPP were parameterized and soil erosion estimates were 

compared to UAV-based measurements of soil erosion for the 2018–2019 study year; no 

calibration procedure was conducted. Measured rates of soil erosion were compared to model 

estimates of soil erosion for all six catch basins and evaluated based on the absolute magnitude 

of error, percent error, and Nash-Sutcliffe model efficiency (NSE; Nash and Sutcliffe 1970): 

𝑁𝑆𝐸 = 1 −  
∑ (𝑄𝑚 − 𝑄𝑝)2𝑛

𝑖=1

∑ (𝑄𝑚 −  𝑄̅𝑚)2𝑛
𝑖=1

 

where 𝑄𝑚 is the measured soil loss, 𝑄̅𝑚 is the mean of measured soil loss, and 𝑄𝑝 is the modelled 

soil loss. NSE values range from -∞ to 1, with a NSE of 1 corresponding to a perfect match 

between measurements and model predictions, a NSE of 0 indicates that the modelled soil loss 

is as accurate as the mean of the measurements, and a NSE of less than 0 indicates that the 

mean of measurements is a better predictor than the erosion model. 

For comparing the percent error between measured and modelled results, we assume the 

erosion model has reached the upper limit of predictive accuracy if results are within 20% of 

measured values (based on the average coefficients of variation from the replicate erosion plots 

of Wendt et al., 1986). UAV-based measurements of soil erosion are assumed accurate for the 

purposes of model evaluation, but we include the uncertainty metrics of Meinen and Robinson 

(Chapter 3; 2020c) in our results. Measurements of soil erosion had an average uncertainty of 

29% (based on a ±0.04 m confidence interval for M3C2 surface change calculations). Soil erosion 

measurements likely underestimate actual erosion rates since sediment was lost into the surface 

inlets, i.e., the depositional plumes in the catch basins used for measuring soil erosion rates were 

not representative of all the eroded sediments; the exact volumetric amount of sediment lost into 

the subsurface drainage network is not known. 

4.3. Results 

4.3.1. Model evaluation 

Erosion model estimates were compared to UAV-based erosion measurements for each of the 

six study basins on both an annual (Table 4.5) and sub-annual basis (Table 4.6). On an annual 

basis, the total cumulative erosion rate (i.e., soil loss by water erosion to catch basins per unit 

area) for all six study basins was measured at 18.83 t ha−1 yr−1. The USLE overestimated the 

erosion rate at 26.23 t ha−1 yr−1, whereas the WEPP underestimated the erosion rate at 16.41 t 

ha−1 yr−1 (Table 4.5). Assuming a natural stochastic variation of 20% in soil erosion rates (i.e., 
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3.77 t ha−1 yr−1), only the aggregated results of WEPP are within the upper limit of annual 

predictive accuracy. 

At the semi-distributed basin scale, both the USLE and WEPP exhibited a higher range of 

variability with errors exceeding 20% when compared to annual UAV-measured values (Table 

4.5). The absolute average magnitude of error of soil erosion estimates for the six catch basins 

were 7.36 t ha−1 yr−1 and 4.09 t ha−1 yr−1 for the USLE and WEPP, respectively. WEPP estimates 

of soil erosion were more accurate than the USLE for each basin, with the exception of Basin D. 

The soil erosion rate of Basin D was unexpectedly high considering its moderate slope and small 

size. The five other basins had a closer agreement between measured and modelled soil loss 

using the WEPP model and fell within or close to the upper limit of predictive accuracy. The USLE 

had a strong tendency to overestimate soil erosion rates for the study site, whereas the WEPP 

had a moderate underestimation of soil erosion rates. 

Table 4.5. Annual UAV-based erosion measurements and modelling estimations. Basin-level 
WEPP efficiency (NSE: 0.97), basin-level USLE efficiency (NSE: 0.56). 

Basin Area 
(ha) 

Measured 
soil loss (t) 

USLE soil 
loss (t) 

USLE (% 
error) 

WEPP soil 
loss (t) 

WEPP (% 
error) 

A 3.27 68.70 ± 15.67 99.84 45 63.29 8 

B 2.69 53.64 ± 11.62 79.52 48 46.20 14 

C 0.22 0.00 ± 0.00 1.50 N/A 0.88 N/A 

D 0.48 10.52 ± 4.24 6.21 41 4.56 57 

E 0.73 10.46 ± 3.57 13.10 25 7.92 24 

F 1.09 16.20 ± 7.20 22.34 38 16.37 1 

TOTAL: 8.48 159.52 222.50 39 139.22 13 

 

Sub-annual estimates of soil erosion (Table 4.6) compared to UAV-measured values 

showed a much larger discrepancy between models than was observed at the annual temporal 

scale. The total cumulative erosion rate for all six study basins showed a strong seasonal 

dependency, with a measured soil loss of 16.08 t ha−1, 0.00 t ha−1, and 2.73 t ha−1 for the growing 

season, mature crop/stubble, and fallow winter periods, respectively. The USLE estimated a soil 

loss of 20.06 t ha−1, 0.87 t ha−1, and 5.30 t ha−1 while the WEPP estimated a soil loss of 14.06 t 

ha−1, 0.02 t ha−1, and 2.34 t ha−1 for the three respective periods. The aggregated, i.e., field-scale, 
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sub-annual results of the WEPP are within the upper limit of predictive accuracy (i.e., ± 20% 

measured values) while the USLE had a moderate overestimation of soil loss for all three periods. 

At the semi-distributed basin scale (Table 4.6), the USLE and WEPP once again exhibited 

a high range of variability, with the WEPP outperforming the USLE for sub-annual estimates. The 

absolute average magnitude of error for the six catch basins for the three respective time periods 

was 5.33 t ha−1, 0.65 t ha−1, and 2.47 t ha−1 for the USLE (overall: 2.82 t ha−1) and 4.18 t ha−1, 

0.01 t ha−1, and 1.08 t ha−1 for the WEPP (overall: 1.76 t ha−1). The USLE had a sub-annual NSE 

of 0.80, exhibiting an overestimation of soil loss for most basins, while the WEPP had a sub-

annual NSE of 0.96 with a close agreement between UAV-measured values and estimated soil 

loss. 
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Table 4.6. Sub-annual UAV erosion measurements and modelling estimates: growing season 
(GS), mature crop, stubble (MC, S), and fallow (F). Basin-level WEPP efficiency (NSE: 0.96), 
basin-level USLE efficiency (NSE: 0.80). 

Basin Study 
Period 

Measured soil 
loss (t) 

USLE soil 
loss (t) 

USLE (% 
error) 

WEPP soil 
loss (t) 

WEPP (% 
error) 

A GS 61.32 ± 14.18 76.36 25 53.91 12 

B GS 39.40 ± 9.12 60.82 54 39.70 1 

C GS 0.00 ± 0.00 1.14 N/A 0.88 N/A 

D GS 10.52 ± 4.24 4.75 55 4.29 59 

E GS 10.18 ± 3.48 10.02 2 7.09 30 

F GS 14.97 ± 6.88 17.09 14 13.38 11 

Total:  136.39 170.17 25 119.25 13 

A MC, S 0.00 ± 0.00 3.30 N/A 0.09 N/A 

B MC, S 0.00 ± 0.00 2.63 N/A 0.11 N/A 

C MC, S 0.00 ± 0.00 0.05 N/A 0.00 0 

D MC, S 0.00 ± 0.00 0.21 N/A 0.01 N/A 

E MC, S 0.00 ± 0.00 0.43 N/A 0.00 0 

F MC, S 0.00 ± 0.00 0.74 N/A 0.00 0 

Total:  0.00 7.36 N/A 0.21 N/A 

A F 7.38 ± 1.49 20.18 173 9.39 27 

B F 14.24 ± 2.50 16.07 13 6.39 55 

C F 0.00 ± 0.00 0.30 N/A 0.00 0 

D F 0.00 ± 0.00 1.25 N/A 0.26 N/A 

E F 0.28 ± 0.09 2.65 846 0.83 196 

F F 1.22 ± 0.32 4.52 270 2.99 145 

Total:  23.12 44.97 95 19.86 14 

 

4.4. Discussion 

4.4.1. Model evaluation 

An ongoing challenge in erosion modelling is recognizing the scale-dependency of input 

parameters and ensuring that a model is correctly parameterized at the spatial (e.g., hillslope, 

field, watershed) and temporal scale (e.g., annual, sub-annual) of interest. The model user makes 
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the subjective choice on the spatial and temporal scales to measure, estimate, and interpolate 

input parameters. Given the same objectives, different users will likely conceptualize and 

parameterize an agricultural system differently. A simple blind model evaluation whereby an 

erosion model is parameterized, run, and compared to real measurements of soil loss increases 

the model user’s confidence that the correct parameter set was chosen and that the model is 

appropriate for the climate, soils, topography, cropping system, and land management practices 

of the system being studied. 

The semi-distributed model evaluation of the USLE yielded accurate relative estimates of 

soil loss (e.g., Basin A was responsible for approximately 43 - 45% of total annual soil loss), but 

overestimated soil loss during each cropstage and subsequently overestimated annual soil loss 

(NSE: 0.56). Analysis of the cropstage USLE results demonstrated that this overestimation may 

have been a result of inadequate model input data rather than model error. The I30 calculated for 

the "establishment" and "fallow" cropstages was likely too high; the hourly-rainfall intensities 

converted to 30-minute intensities did not correctly characterize the intensity of the most erosive 

storms. The less accurate short-term estimates produced by the USLE are likely expected by 

practitioners with experience using the USLE, whereby long-term average (i.e., 20 - 22 years) 

estimates of soil loss are expected to be more accurate. However, the USLE was originally 

intended to be used for both long-term and short-term predictions of soil erosion. Wischmeier and 

Smith (1978) state in Handbook No. 537 that “with appropriate selection of its factor values, the 

equation will compute the average soil loss for a multi-crop system, for a particular crop year in a 

rotation, or for a particular cropstage period within a crop year” (p. 3), with the caveat that the 

equation will be “substantially less accurate” (p. 4) for predicting individual storm events compared 

to long-term averages. 

The structure of the USLE does not explicitly include runoff or seasonal temperature 

changes, so short-term (i.e., cropstage, 1-year annual) predictions of soil loss in regions 

characterized by high temporal variability in temperatures with intermittent snowmelts will likely 

be worse than long-term predictions. While the USLE includes a subfactor for thaw and snowmelt 

(Rs), since erosion plots used in the model development were located in the Midwest and Pacific 

Northwest United States, the relationship is a single multiplicative factor of 1.5 times the 

December through March precipitation. This relationship may relate well to the conditions of the 

Pacific Northwest whereby “… as much as 90 percent of the erosion on the steeply rolling wheat 

land has been estimated to derive from runoff associated with surface thaws and snowmelt 

“(Wischmeier and Smith 1978, p. 7), but does not necessarily relate to the conditions of other 
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winter climates. We intentionally chose to exclude the Rs sub factor from our study based on 

observations from the previous year (2017–2018 winter) where snowmelt produced no observable 

amount of erosion (Fig. 4.3a); including the Rs sub factor would have increased our error in the 

fallow cropstage from 95% to 268%. The overestimation of winter soil loss may have also been 

exacerbated as a result of the soil loss ratio being too high for the "stubble" and "rough fallow" 

cropstages since frozen soils mediated erosional processes and snow melt produced very little 

soil erosion. 

Our semi-distributed evaluation of the WEPP provided insights into the applicability of the 

WEPP for the conditions of our agricultural study site. The WEPP had accurate annual (NSE: 

0.97) and sub-annual predictions (NSE: 0.96) indicating that we correctly parameterized the 

model with our in-situ measurements, estimations, and the parameters that we let WEPP 

calculate from its database. The WEPPs process-based modelling structure and incorporation of 

temporally-distributed management practices (e.g., tillage), plant science (e.g., crop growth), and 

hydrology (e.g., snowmelt and associated runoff) on a daily timestep allowed it to accurately 

model the seasonal dynamics of southwestern Ontario. Although the WEPP had a tendency to 

underpredict soil erosion rates, aggregated field-scale estimates of soil erosion were within the 

upper limit of predictive accuracy. 

While our UAV-based evaluation approach and application to the climatic conditions in 

southwestern Ontario are novel, the general findings of our study corroborate existing literature. 

Both the USLE and WEPP model evaluations demonstrated that: (1) annual estimates of soil 

erosion are more accurate than sub-annual estimates (e.g., Jetten et al., 1999), and (2) 

aggregated field-scale estimates of soil erosion are more accurate than individual hillslope or 

basin estimates (e.g., Jetten et al., 2003; model error increases as the spatial resolution of 

predictions becomes finer). The stochastic variation in soil erosion rates is most pronounced at 

fine spatial and temporal scales (e.g., hillslopes); coarse scales, e.g., full farm fields, allow the 

model to have an averaging effect whereby overestimations and underestimations balance each 

other out. The USLE and WEPP have been found to have similar annual predictive capabilities 

(Tiwari et al., 2000; Laflen et al., 2004), albeit with a high range of error. At shorter time scales 

the WEPP was specifically designed to replace the USLE by improving short-term soil loss 

estimates by a process-based representation of climate and hydrology (Flanagan and Nearing 

1995); our study corroborates that the WEPP outperforms the USLE at shorter time-scales (i.e., 

1-year annual and sub-annual) at the farm-field scale. 
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4.4.2. Erosion modelling and best management practices (BMPs) 

There often exists a disconnect between the spatial scale at which best management practices 

(BMPs) are operationalized and the spatial scale at which they are prescribed by environmental 

modellers. To illustrate this disconnect we conducted a literature review using Google Scholar 

with the keywords “erosion model”, “agriculture”, and “BMP”. Thirty-one of the first one hundred 

reviewed papers were relevant and contained a BMP case study, whereby 14 (45.2%) used the 

SWAT model for BMP assessments, 4 (12.9%) used USLE, RUSLE, or RUSLE2, 3 (9.7%) used 

AGNPS, 2 (6.5%) used WEPP, and the remaining papers all employed a unique model. Twenty-

three (74.2%) case studies used a combination of sediment yield, discharge, and nutrient 

measurements at catchment outlets for model evaluation, while the remaining 8 studies (25.8%) 

contained no model evaluation. Twenty-one (67.7%) studies used a hydrologic response unit 

(HRU; i.e., a catchment with homogeneous land use, soil, and topography) discretization for BMP 

implementation, 5 (16.1%) used a raster-based discretization, 2 (6.5%) were unspecified, and the 

remaining 3 studies (9.7%) used farm fields or hillslopes for discretization (WEPP hillslopes, Abaci 

and Papanicolaou 2009; AGNPS farm fields as individual cells, Yuan et al., 2008; SWAT farm 

field as HRU, Santhi et al., 2006). While BMPs are implemented at the farm field-scale to mitigate 

soil loss, the most common environmental modelling approach was to prescribe them at the scale 

of the HRU and evaluate modelling results with point-based measurements of sediment and 

discharge at watershed outlets (e.g., Bicknell et al., 1985; Moore et al., 1992; Bracmort et al., 

2006; Rao et al., 2009; Betrie et al., 2011; Rousseau et al., 2013; Smith et al., 2014; Briak et al., 

2019; Ricci et al., 2020). While this approach is pragmatic for BMP studies comprising large 

spatial extents, there is no evaluation or understanding of the hydrologic and sedimentologic 

processes at the most important spatial scale, the individual farm field. 

To facilitate model up-scaling from individual farm fields to watersheds, we advocate that 

environmental modellers discretize watersheds as a collection of individual farm fields and 

coalesce outlet and field-based evaluations for a more holistic evaluation. This two-fold evaluation 

will allow the modeller to have a more in-depth understanding of the dominant sediment transport 

processes from fields to waterways where BMPs are implemented (i.e., field-scale evaluation) 

and from waterways to catchment outlets (i.e., outlet-based evaluation). This ensures the model 

is valid for a certain set of physiographic and climactic conditions, addresses issues of model 

equifinality and provides insights into model uncertainty. Only using an outlet-based evaluation 

may lead to a poor model implementation (e.g., equifinal model) and the implementation of 
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ineffective BMPs that can cause economic loss and degrade farmer confidence in governance 

and scientific modelling. 

4.4.3. Field-scale best management practice evaluation 

The UAV-based approach in this study was used to evaluate the applicability of the USLE and 

WEPP for a single agricultural field in southwestern, Ontario. The evaluation demonstrated that 

the WEPP was able to model the temporal variation in erosion rates whereas the USLE had some 

challenges representing temporally-distributed soil erosion rates (Table 4.6). Based on this 

evaluation, the WEPP should be an effective tool for evaluating field-scale BMPs. Our WEPP 

modelling results and field-scale measurements demonstrate that the most effective BMP would 

be one that incorporates additional biomass into the soil during the early growing season. This 

can be achieved by switching from a conventional fall plowing implement (i.e., moldboard plow; 

Fig. 4.1) to a conservation plowing implement (i.e., chisel plow). Chisel plows have long plow 

shanks, typically spaced 30 cm apart, with sweeps, shovels, or chisel points that break up and 

stir the soil but do not invert the topsoil like a traditional moldboard plow. This leaves a rough soil 

surface with sufficient biomass to cover the soil during the winter, early spring, and after the 

secondary tillage in the spring for final fitting when the site is most susceptible to erosion. 

To evaluate the effects of switching tillage practices as a BMP to reduce long-term soil 

loss on our study site, we used the WEPP model to estimate 10-year average (2005–2014) soil 

erosion rates for: (1) a moldboard plow, (2) a chisel plow with coulters and shovels, and (3) a 

chisel plow with coulters and sweeps. The fall moldboard plow buries 95% of crop residue 

whereas the chisel plow will only bury 30–55% of crop residue (55% with coulters and shovels, 

30% with coulters and sweeps). Studies demonstrate comparable yields between moldboard and 

chisel plowing for corn, soybean, and wheat, albeit with small variations in yield depending on 

nutrient amendments (Singer et al., 2004) and herbicide applications (Buhler, 1992), making it a 

pragmatic BMP choice for ameliorating accelerated rates of soil erosion. 

The WEPP estimated the 10-year average erosion rate of the full 15.9-ha study site at 

8.12 t ha−1 yr−1 when using a fall moldboard plow. Replacing the moldboard plow with a chisel 

plow with coulters and shovels for the fall tillage reduced soil erosion by 43%, resulting in a 10-

year average erosion rate of 4.65 t ha−1 yr−1 (Table 4.7; Fig. 4.4). Replacing the moldboard plow 

with a chisel plow with coulters and sweeps for the fall tillage reduced soil erosion by 64%, 

resulting in a 10-year average erosion rate of 2.91 t ha−1 yr−1 (Table 4.7; Fig. 4.4). For all plowing 

implements, the WEPP estimated that the majority of long-term soil erosion occurred during the 

early growing season, with an average of 6.4 days per year with soil erosion. Winter events and 
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snowmelt constituted 70% of the average long-term runoff with 14.1 days per year with runoff, but 

winter runoff events were rarely associated with soil loss (Figs. 4.4 and 4.5). These results were 

consistent with our in-situ observations and measurements during the 2018–2019 study year. 

Table 4.7. WEPP tillage scenarios of soil loss on the full 15.9-ha study site for three different 
tillage implements for a 10-year period (2005–2014). Results are split into the non-growing 
season (November to April) and the growing season (May to October). 

Plowing 
implement 

Non-growing season: 
total soil loss [t] 

Growing season: 
total soil loss [t] 

Erosion rate (t ha-1 yr-1) 

Moldboard Plow 261.25 1028.43 8.12 

Chisel Plow1  133.10 606.13 4.65 

Chisel Plow2 58.80 402.81 2.91 

1 chisel plow with coulters and shovels, 2 chisel plow with coulters and sweeps 

 

Fig. 4.4. WEPP soil loss predictions for the full 15.9-ha study site over a 10-year period. Soil loss 
is both to catch basins and off-site. Colored bars indicate growing season for crops: winter wheat 
(beige), oats (orange), corn (yellow), and soybean (green). 
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Fig. 4.5. WEPP runoff patterns for the full 15.9-ha study site for all three plowing implements. 
Colored bars indicate growing season for crops: winter wheat (beige), oats (orange), corn 
(yellow), and soybean (green). 

Considering the regional context of our study site in that 68.1% of farms in the local county are 

using a conventional tillage system in their crop rotation (e.g., moldboard plow; Statistics Canada 

2016), the transition to a conservation tillage system (e.g., chisel plow) could contribute to the 

amelioration of water quality issues in the region originating from sediment and particulate 

phosphorus losses. For our study site, the WEPP model estimated a 64% long-term reduction in 

soil loss when switching from a moldboard plow to a chisel plow with coulters and sweeps. While 

no-till management techniques would likely further reduce soil loss, no-till management practices 

can increase the risk of dissolved reactive phosphorus runoff (King et al., 2015) via macropore 

flow to subsurface tile drainage. Dissolved reactive phosphorus is readily bioavailable for biota 

uptake and is the limiting nutrient for primary production in adjacent aquatic systems (i.e., Lake 

Erie). Since the majority of the upper-Nith Watershed is tile drained (Loomer and Cooke 2011), 

permanent no-till systems are not recommended. A conservation tillage with a chisel plow 

removes the macropore connectivity of soils with subsurface drainage lines while still ensuring 

there is biomass on the field surface to protect against the impacts of rainfall when the field is 

most susceptible to erosion. 

4.5. Conclusions 

In this study we used semi-distributed erosion measurements with a UAV and SfM-MVS to 

evaluate the applicability of the USLE and WEPP to conditions in southwestern Ontario, Canada. 

While both models had satisfactory results, the USLE had a tendency to overestimate soil loss 

for each season which may have been the result of an incorrect characterization of rainfall 

intensity with our methodology. In contrast to the USLE, our model evaluations highlighted that 

the process-based modelling structure of the WEPP modelled the hydrology of our study site 

correctly (e.g., erosion from snowmelt and runoff) and was able to accurately model soil loss at 

an annual and sub-annual time step. For both models, model error tended to increase at shorter 
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time scales and small spatial extents; annual aggregated field-scale estimates of soil erosion were 

more accurate for both models. We strongly advocate that UAV-based model evaluations be 

conducted more commonly to ensure erosion models are behavioral before evaluating new BMPs 

and before scaling out models to larger spatial extents. UAV-based approaches collect the 

necessary qualitative and quantitative erosion measurements for model testing at the scale of the 

agricultural decision maker and can be used to inform models a priori. Future research should be 

aimed at improving the accuracy of the SfM-MVS workflow for change-detection such that fully 

distributed model evaluations can be conducted.
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Chapter 5. Why connectivity matters in agricultural soil erosion modelling: A 

simulation of surface runoff on very-high resolution DEMs 

5.1. Introduction  

Soil loss is the movement of soil from a location that provides an ecosystem service to humans 

to one that does not, while soil erosion simply refers to the on-site movement of soil. While both 

have negative economic and environmental impacts, soil erosion only impacts on-site conditions, 

affecting crop yields by relocating soils from upslope to downslope areas (e.g., tillage erosion; 

Lobb et al. 1995, Van oost et al. 2006), while soil loss has both on-site and off-site impacts, 

reducing crop yields on-site (e.g., lost topsoil; den Biggelaar et al. 2001) and impacting 

waterbodies off-site (e.g., eutrophication, Michalak et al. 2013). On-site impacts of soil erosion 

and soil loss are the primary focus of landowners, since on-site impacts can directly affect farm 

profitability, and the off-site costs of soil loss are externalized. The focus of landowners on on-site 

impacts can be problematic since the costs associated with off-site soil loss are much greater 

than the costs of on-site soil erosion (e.g., 80% of costs occurred off-site in England and Wales; 

Graves et al. 2015, Boardman et al. 2019) and the differentiation between soil erosion and soil 

loss is not considered in most contemporary studies (e.g., studies based on the Universal Soil 

Loss Equation [USLE]; Panagos et al. 2015, FAO 2015).  

The differentiation between soil erosion and soil loss is, in part, a function of landscape 

connectivity. Landscape connectivity in soil erosion studies refers to the degree by which soil can 

move between adjacent systems, e.g., agricultural fields to waterways. Low rates of water erosion 

in a well-connected system can have larger off-site impacts than high rates of water erosion in a 

disconnected system (Boardman et al. 2019). An accurate representation of landscape 

connectivity is necessary for accurate predictions of soil loss by water erosion; models that only 

represent one system (e.g., hillslopes; USLE, Wischmeier and Smith 1978) cannot differentiate 

between soil erosion and soil loss.   

Soils can only move between systems when they are eroded, entrained, and transported 

in surface runoff, which makes landscape connectivity a function of surface runoff. Modelling 

surface runoff in an agricultural system requires an accurate representation of precipitation 

(intensity, duration), soil properties, surface cover, and microtopography. While precipitation does 

not need to have a spatially distributed component for field-scale hydrologic modelling, a spatial 

representation of soil properties, surface cover, and microtopography would improve spatially 

distributed predictions of surface runoff. However, environmental models are constrained by data 

inputs. The spatial variability of soil parameters (e.g., antecedent moisture conditions, hydraulic 
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conductivity) and surface cover make it prohibitive to accurately collect these data across large 

spatial extents at a fine resolution using conventional methods; they are more pragmatically 

represented aspatially at the farm-field scale. In contrast, an improved spatial representation of 

microtopography can now be achieved rapidly at a low-cost using UAVs (also known as remotely 

piloted aircraft systems; RPAS) and structure-from-motion (SfM) photogrammetry (Chapter 3; 

Meinen and Robinson 2020c).  

The spatial and temporal variability of microtopography in agricultural systems from tillage 

and field operations are important drivers of infiltration, formation of flow pathways, and flow 

depth, which all affect surface runoff, yet they have received very little attention in hydrology 

(Dunne et al. 1991; Thompson et al. 2010). The exclusion of the spatially distributed effects of 

microtopography on hydrological processes is due to the computational constraints of 

representing small-scale distributed processes in numerical hydrologic models and the difficulty 

in measuring microtopography at a sufficient spatial resolution. The few studies on the effects of 

microtopography on hydrology and surface runoff are constrained to the plot-scale using 

simulated surfaces (virtual plots; e.g., Thompson et al. 2010; Appels et al. 2011; Frei and 

Fleckenstein 2014). While using plot-scale studies on simulated surfaces is pragmatic, it can be 

difficult to scale hydrologic responses from a simulated agricultural plot to an actual agricultural 

plot, hillslope, or field.  

In this study, we use a series of very-high resolution (10-cm) agricultural digital elevation 

models (DEMs) created with a UAV SfM-MVS workflow to examine the impacts of 

microtopography on surface runoff to answer the following two research questions: (1) do factors 

that describe the microtopography of the landscape (i.e., random roughness [RR], slope, and 

maximum depression storage [MDS]) and land management practices (i.e., tillage orientation, 

and tillage implements) have a statistically significant impact on surface runoff, and (2) is the 

hydrologic response of a plot representative of the hillslope within which it resides? To answer 

these two questions, we developed a simple hydrological model to dynamically simulate rainfall, 

infiltration, and surface runoff on very-high resolution agricultural DEMs. We compared modelled 

runoff values to a linear model of surface runoff that used a set of topographic and environmental 

predictors to check for statistical significance.  

5.2. Materials and Methods 

5.2.1. Study site 

The agricultural field used for this study is a 15.9-ha farm field located in southwestern Ontario, 

Canada (Fig. 5.1). The field has a 3-year rotation of corn, soybean, and winter wheat, which is a 
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common rotation for the region. Our study focusses on the period where the soil surface was 

exposed after a fall moldboard plow following a corn harvest, and after a spring cultivator was 

used for seedbed preparation for soybeans. The moldboard plow inverted the topsoil, burying the 

majority of corn stalk residue creating a rough soil surface (15 cm plow depth, 1 pass), while the 

field cultivator created a smoothed soil surface for planting (7.5 cm plow depth, 2 passes). 

To model the topography of the farm field, we collected nadir optical imagery of the study 

site using FLIR System’s R60 SkyRanger UAV. We captured imagery with the SR-3SHD payload 

(15 MP RGB, 4608 × 3288 resolution, 46-degree field-of-view) after the moldboard plow (33 

ground control points, 0.011 m ground-sampling-distance) and using the HDZoom30 payload (20 

MP RGB, 5184 × 3888 resolution, 68.6-degree field-of-view) after the field cultivator (69 ground 

control points, 0.014 m ground-sampling-distance). Ground control surveys were conducted using 

SmartNet's network real-time kinematic global navigation satellite system (RTK-GNSS) using a 

Leica Viva GS14 and Leica Viva CS15 field controller. The ground control survey and optical 

imagery were processed using Structure-from-Motion and Multi-view Stereo (SfM-MVS) 

algorithms in Pix4D (Pix4D SA, Switzerland) to generate 10-cm DEMs. See Meinen and Robinson 

(Chapter 3; 2020c) for more details on the processing workflow and UAV image acquisition 

details.   
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Fig. 5.1. UAV orthomosaic of (a) the full cultivated study site with labelled plots 1 – 8 used for 
hydrology simulations, (b) a moldboard plowed plot (Plot M7), and (c) a cultivated plot (Plot C7). 
See Table 5.1 for a detailed description of each plot.  

5.2.2. Hydrology model 

We developed a simple hydrology model to represent saturation excess overland flow using very-

high resolution DEMs. The model is a continuous simulation (0.25-min timestep) that iterates 

through four phases for calculating the hydrologic response of a farm field (Fig. 5.2): 

1. Rainfall: steady-state storms are simulated that distribute rainfall uniformly over a DEM 

surface for each model timestep. 

2. Infiltration: water is infiltrated into the soil for each timestep using the Mein-Larson (1973) 

modification of Green-Ampt (1911; Section 5.2.3).  

3. Flow routing: water is routed from cells of higher elevation to cells of lower elevation 

using a D4 routing algorithm on a cell-by-cell basis. Ponded water is added to the 

elevation of each cell to account for depressions filling and spilling. The velocity of 
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overland flow is assumed constant within a single hillslope and is calculated based on 

the average gradient of the modelled hillslope (McCuen et al. 2002): 

𝑣 =  10𝑘𝑆0.5  

where v is the velocity of shallow concentrated flow (m s-1), k is a dimensionless unit which 

is a function of land cover, and S is slope (m m-1).  

4. Surface Runoff: cumulative runoff is calculated as the total volume of water that flows off 

of a DEM surface during the simulation. Water that reaches an edge cell of a DEM is 

preferentially routed off of the surface.  

Model input requirements for our hydrology simulation are rainfall rate (mm h-1; steady 

rainfall), a very-high resolution DEM (.ascii format), and the following soil properties: effective 

porosity, wetting front soil suction head (cm), hydraulic conductivity (cm h-1), and the initial 

saturation (i.e., antecedent moisture conditions).

 

Fig. 5.2. Conceptual diagram of hydrology model. 

5.2.3. Infiltration 

For each model timestep, we use the Mein and Larson (1973) modification of the Green-Ampt 

(1911) model to simulate infiltration into the soil column. The Green-Ampt model assumes a sharp 

break in the soil column at the wetting front and assumes continuous ponding at the soil surface. 

The Mein and Larson (1973) modification is used to estimate the cumulative infiltration before the 

rainfall rate exceeds the infiltration rate of the soil, i.e., cumulative infiltration before ponding 

occurs. While the simulation time, t, is less than the time to ponding, tp, the infiltration rate is equal 

to the rainfall intensity and the cumulative infiltration is calculated as: 

𝐹(𝑡) = 𝑖𝑡 𝑓𝑜𝑟 𝑡 < 𝑡𝑝 
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where F(t) is the cumulative infiltration at time t, i is the rainfall intensity (cm h-1), and tp is time to 

ponding (h). The time to ponding is calculated as: 

𝑡𝑝 =
𝐾∆θ

𝑖(𝑖 − 𝐾)
  

where K is the hydraulic conductivity of the soil (cm hr-1),  is the wetting front soil suction head 

(cm), and ∆ is the increase in soil moisture during infiltration. Once ponding has occurred on the 

soil surface, Fp = itp, where Fp is cumulative infiltration at ponding time (cm). The increase in soil 

moisture during infiltration is a function of the initial saturation of the soil column and the effective 

porosity of the soil: 

∆θ = (1 − 𝑆𝑒)θ𝑒  

where Se is the initial saturation of the soil column and θe is the effective porosity of the soil. Since 

the Green-Ampt model assumes continuous ponding at the water surface, the cumulative 

infiltration after ponding occurs on the soil surface can be calculated as: 

𝐹(𝑡) = 𝐾𝑡 +  ∆θln (1 +
F(t)

∆θ
) 𝑓𝑜𝑟 𝑡 > 𝑡𝑝 

Once this implicit equation is solved, the infiltration rate is: 

𝑓(𝑡) = 𝐾 [
∆θ

F(t)
+ 1]  𝑓𝑜𝑟 𝑡 >  𝑡𝑝 

where f(t) is the infiltration rate at time t.  

5.2.4. Hydrology simulations 

Although we modelled the topography of our full 15.9-ha agricultural study site (Chapter 3; Meinen 

and Robinson 2020c), we subdivided the farm field into 16 plots for our hydrology simulations (40 

x 40 m; Table 5.1) to better isolate the relative impacts of microtopography on surface runoff. 

Plots were chosen to represent a range of slope gradients (1% to 14%), tillage orientations (down-

slope, cross-slope, undefined), and two different tillage implements (moldboard, cultivator). Plots 

2-3, 5-6, and 7-8 are plot-pairs (cross-slope, down-slope) and were used for comparing tillage 

orientations. Hydrology simulations were conducted on all 16 plots using three one-hour rainfall 

events (10 mm h-1, 15 mm h-1, 20 mm h-1) and three antecedent soil moisture conditions (25% 

[AMC 1], 50% [AMC 2], 75% [AMC 3]), which resulted in a total of 144 simulations. The rainfall 

events and AMC conditions loosely corresponded to a range of environmental conditions that 

occurred on our study site from 2018 to 2019 that had the potential to produce surface runoff 
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(Chapter 3; Meinen and Robinson 2020c). The surface runoff value for each plot was recorded 

after the rainfall portion of the hydrology simulation had ended and water had sufficient time to 

route off the surface; each model outcome was deterministic.  

For all hydrology simulations, we use the dominant textural class on our agricultural study 

site (loam) whereby we assume an effective porosity of 0.434, hydraulic conductivity of 0.34 cm 

h-1, and a wetting front soil suction head of 8.89 cm. To correspond to bare-earth conditions, we 

use a k value of 0.274 to represent the effects of surface cover on flow velocity. The topography 

for each hydrology simulation was modelled with a 10 cm DEM. 

Table 5.1. Topographic metrics for 40 x 40 m (0.16 ha) plots used in hydrology simulations: 

cultivator (C), moldboard (M).   

Surface model Random Roughness 

(RR) (mm) 

Slope 

(%) 

Tillage 

orientation 

Maximum Depression 

Storage (MDS) (mm) 

Cultivator (C)     

Plot C1 20.77 1.49 Undefined* 18.46 

Plot C2 20.91 3.31 Cross 13.59 

Plot C3 21.79 4.89 Down 10.45 

Plot C4 21.23 8.02 Combination 1.07 

Plot C5 20.20 9.77 Cross 1.48 

Plot C6 20.91 9.51 Down 0.73 

Plot C7 26.15 14.01 Cross 1.27 

Plot C8 23.95 14.05 Down 0.61 

Moldboard (M)     

Plot M1 38.12 1.78 Undefined* 19.07 

Plot M2 35.10 3.45 Cross 16.14 

Plot M3 41.47 5.26 Down 11.56 

Plot M4 41.04 8.39 Combination 2.12 

Plot M5 33.92 9.77 Cross 3.86 

Plot M6 29.63 9.57 Down 0.66 

Plot M7 27.70 14.07 Cross 0.82 

Plot M8 33.58 14.05 Down 0.55 

*the topography is predominantly level 
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5.2.5. Linear regression on drivers of surface runoff 

To determine the relative impact of microtopography, land management, and environmental 

factors on surface runoff, modelled surface runoff values for each plot were regressed against 7 

predictor variables (Table 5.2), whereby predictors were considered significant for p < 0.05. 

Topographic predictors were calculated in ArcGIS v10.6.1 for each plot (Table 5.2). RR is 

calculated as the standard deviation in elevation of the soil surface after a correction for slope has 

been made (methodology of Kamphorst et al. 2000). Surface slope is calculated using a 1 m 

raster representation of each plot. MDS, i.e., how much water can be stored on a soil surface, is 

calculated as the total water pooled on the DEM surface after a 50 mm h-1 rainfall event with no 

infiltration; this rainfall intensity was sufficient to fill and spill all depressions on each DEM surface. 

The calculation of MDS was made using our hydrology simulation for each plot after all excess 

water had routed off the surface, leaving only the pooled water in depressions.  

Table 5.2. Predictors of surface runoff used for a multivariate linear regression. 

Regression Metrics Equation Reference 

Precipitation  10 mm h-1, 15 mm h-1, 20 mm h-1 

AMC  25%, 50%, 75% 

RR* 
RR = [

1

𝑘
∑ (𝑍𝑖 − 𝑍̅)2𝑘

𝑖=1 ]]
1/2

 
Zi = height measurement (cm) on cell i 

K = number of measurements 

Slope 

𝑆 = 𝐴𝑇𝐴𝑁 (√([
𝑑𝑧

𝑑𝑥
]

2

+ [
𝑑𝑧

𝑑𝑦
]

2

)) 

Percent slope 

MDS 𝑀𝐷𝑆 =  𝑝̅ p = water pooled on each cell (cm) after 

a 50 mm h-1 storm (no infiltration) 

Tillage orientation  Cross-slope, undefined,  

down-slope 

Tillage implements  Moldboard, cultivator 

*𝑍𝑖 − 𝑍̅ is calculated by subtracting a smoothed DEM (focal statistics, mean, rectangle, 30 x 30 m) from the original 
DEM, i.e., correcting for surface slope before calculating the standard deviation of the surface height.  

5.2.6. Up-scaling plots to hillslopes 

Research on agricultural erosion and hydrologic processes is most commonly conducted at the 

plot scale, so an important question to address for field-scale research is if the hydrologic 

response of a plot is representative of the hillslope within which it resides. To determine if plots 

were representative of hillslopes, we ran an additional set of hydrology simulations on 6 hillslopes 

(Table 5.3) using three one-hour rainfall events (10 mm h-1, 15 mm h-1, 20 mm h-1) and one 
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antecedent soil moisture condition (50% [AMC 2]), 18 simulations in total. We constrained our 

hillslope-scale hydrology simulations to 18 due to computational constraints and since only a 

subset of our plots resided within hillslopes that had a clearly defined start and end point with 

minimal topographic variation. The hydrologic response of each plot was compared to the 

hydrologic response of the hillslope within which it resided to look for variance in surface runoff 

values. 

Table 5.3. Topographic metrics for each hillslope used in the hydrology simulations. 

Surface 

Model 

RR (mm) Slope (%) Tillage MDS (mm) Surface 

Area (ha) 

Cultivator      

Hillslope C1 21.33 2.08 Undefined* 20.30 3.88 

Hillslope C7  23.46 10.60 Cross 1.61 1.31 

Hillslope C8  24.32 10.01 Down 0.75 0.74 

Moldboard      

Hillslope M1  35.92 2.34 Undefined* 20.71 3.88 

Hillslope M7  43.76 10.74 Cross 5.06 1.31 

Hillslope M8  38.60 10.15 Down 1.50 0.74 

*the topography is predominantly flat  

5.3. Results 

5.3.1. Surface runoff: Plots 

To determine the relative impact of microtopography, land management, and environmental 

factors on surface runoff, we compared the variability in surface runoff for each hydrology 

simulation across our 16 plots (Table 5.4). There was a wide variance in the hydrologic response 

of each plot, and we note three well-defined empirical trends for tillage orientation, MDS, and 

slope. 

Cross-slope tillage patterns decreased surface runoff relative to down-slope tillage 

patterns for every hydrology simulation, but the effect was less pronounced on plot pairs with 

steeper slope gradients and for larger storms. On average, cross-slope tillage patterns reduced 

surface runoff by 67.0% for 10 mm h-1 storm events, 45.1% for 15 mm h-1 storm events, and 29.7% 

for 20 mm h-1 storm events. The largest difference in surface runoff was exhibited by the relatively 

flat plot-pair M2-M3 where the cross-slope tillage pattern of M2 reduced surface runoff by an 

average of 68.4% for all hydrology simulations relative to the down-slope tillage pattern of M3. 



77 

 

This is contrasted by the steep plot-pair M7-M8 where the cross-slope tillage pattern of M7 

reduced surface runoff by only 20.3% relative to the down-slope tillage pattern of M8.  

Higher values of MDS led to a smaller volume of surface runoff, but the depressions in 

each plot did not need to be fully filled before surface runoff occurred. Comparing the set of plots 

with the highest values of MDS (Plots 1 – 3; MDS: 10.45 – 19.07) to the set of plots with the lowest 

values of MDS (Plots 4 – 8; MDS: 0.55 – 3.86), there was an average decrease in surface runoff 

for the set of plots with the highest value of MDS of 85.5% for 10 mm h-1 storm events, 75.2% for 

15 mm h-1 storm events, and 70.0% for 20 mm h-1 storm events. 

Slope gradient exhibited the same plot trends as MDS since slope and MDS were 

inversely correlated, i.e., MDS increased as slope decreased. As the slope gradient increased for 

each plot, surface runoff also increased. The set of plots with the shallowest slope gradients (< 

5%; Plots 1 – 3) had a smaller and more variable volume of surface runoff than the plots with 

steeper slope gradients (8 – 14%; Plots 4 - 8). 
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Table 5.4. Surface runoff (mm) for each plot-scale hydrology simulation using three different 
rainfall intensities and antecedent moisture conditions. Bold numbers indicate that all the 
depression storage of the plot was filled for the rainfall event.  

 10mm   15mm   20mm   

Surface AMC1 AMC2 AMC3 AMC1 AMC2 AMC3 AMC1 AMC2 AMC3 

C1 0.00 0.01 0.03 0.06 0.12 0.26 0.31 0.45 0.69 

C2 0.00 0.01 0.10 0.24 0.60 1.44 1.65 2.46 3.68 

C3 0.00 0.01 0.23 0.63 1.41 2.71 3.08 4.15 5.71 

C4 0.00 0.05 0.73 1.37 2.49 4.42 5.13 6.76 9.17 

C5 0.00 0.01 0.28 0.77 1.83 3.69 4.50 6.15 8.57 

C6 0.00 0.06 0.88 1.61 2.80 4.74 5.53 7.16 9.56 

C7 0.00 0.01 0.55 1.28 2.49 4.47 5.12 6.75 9.15 

C8 0.00 0.11 0.97 1.71 2.90 4.83 5.65 7.29 9.69 

M1 0.00 0.01 0.03 0.05 0.10 0.19 0.23 0.32 0.50 

M2 0.00 0.01 0.04 0.06 0.12 0.39 0.51 0.92 1.66 

M3 0.00 0.01 0.14 0.38 1.01 2.20 2.55 3.55 5.02 

M4 0.00 0.05 0.59 1.18 2.22 4.08 4.76 6.37 8.76 

M5 0.00 0.01 0.06 0.21 0.87 2.46 3.09 4.58 6.87 

M6 0.00 0.04 0.92 1.66 2.85 4.80 5.59 7.22 9.63 

M7 0.00 0.02 0.71 1.48 2.72 4.71 5.38 7.02 9.42 

M8 0.00 0.13 1.06 1.79 2.98 4.92 5.74 7.37 9.77 

 

5.3.2. Regression analysis: Plots 

To evaluate if the drivers of surface runoff in Section 5.3.1. had a significant influence on simulated 

runoff rates, we regressed surface runoff against our 7 predictor variables using a multivariate 

linear regression (Table 5.2). The regression had an adjusted R-squared of 0.788, with four 

statistically significant predictors: precipitation, AMC, MDS, and tillage orientation (Table 5.5). 

Since there was a high degree of collinearity between predictors (VIF: 4.5 – 6), we optimized our 

regression by only including the statistically significant predictors. Our optimized regression had 

an adjusted R-squared of 0.791 with no collinearity between predictors, but tillage orientation was 

just outside the threshold for being statistically significant (p = 0.06).  
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Table 5.5. Multivariate linear regression for predicting surface runoff. Adjusted R-squared: 0.788. 

Predictors p-value Variance 

Inflation Factor 

Trend 

(Intercept) 5.41e-10   

Precipitation < 2e-16 1.000 Increase in precipitation, increase in runoff 

AMC 3.25e-11 1.000 Increase in AMC, increase in runoff 

MDS 1.16e-04 5.915 Increase in MDS, decrease in runoff 

RR 0.790 4.824 No statistically significant trend 

Slope 0.489 5.694 No statistically significant trend 

Tillage 

orientation 

0.050 1.086 Cross-slope tillage, decrease in runoff 

Down-slope tillage, increase in runoff 

Tillage 

implements 

0.997 4.673 No statistically significant trend 

 

Despite MDS being the strongest topographic predictor of surface runoff, MDS is a poorly 

defined predictor, because there is no standardized method for calculating MDS, and an accurate 

calculation of MDS is constrained by the spatial resolution of the DEM used in the calculation, 

since grid cell size has a significant impact on surface depression storage (Abedini et al. 2006; 

Martin et al. 2008). Due to ambiguity with calculations of MDS, it is more pragmatic to relate 

surface runoff as a function of simpler topographic predictors. To assess the individual 

contribution of each topographic predictor, modelled surface runoff values for each plot were 

regressed against precipitation, AMC, and one topographic variable (Table 5.6).  

In lieu of MDS, slope was found to be the best predictor of surface runoff with an adjusted 

R-squared of 0.753; MDS was collinear with slope (VIF ~ 5), making slope a strong substitute for 

MDS. While both slope and MDS are affected by the spatial resolution of the input DEM, only the 

accuracy of MDS is constrained by the spatial resolution of the DEM. Tillage orientation was also 

a good topographic predictor of surface runoff and could be used in conjunction with slope for a 

more accurate estimation of surface runoff. While RR and tillage implements were not statistically 

significant, it is important to note that all the listed topographic variables will have an impact on 

the economic and environmental significance of surface runoff, e.g., impacting soil erosion and 

soil loss. For example, different tillage implements will affect the aggregate stability and amount 

of crop residue on the soil surface which has a significant impact on soil movement (Busari et al. 

2015), even if the effects on surface runoff were poorly defined at the plot scale. 
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Table 5.6. Alternative multivariate linear regression for predicting surface runoff using 
precipitation, AMC, and one topographic variable. The regression must yield an adjusted R-
squared > 0.588 to be a better fit than a model with no topographic predictor.  

Adjusted 

R-squared 

p-value 

Precipitation AMC MDS RR Slope Tillage 

orientation 

Tillage 

Implements 

0.787 < 2e-16 3.03e-11 < 2e-16 x x x x 

0.592 < 2e-16 6.27e-07 x 0.111 x x x 

0.753 < 2e-16 4.45e-10 x x < 2e-16 x x 

0.602 < 2e-16 4.69e-07 x x x 0.015 x 

0.587 < 2e-16 7.37e-07 x x x x 0.431 

 

5.3.3. Surface runoff: Plots to hillslopes 

To identify if the hydrologic response of a plot was representative of the hillslope within which it 

resides, we compared the results of our plot-scale hydrology simulations with 18 hillslope-scale 

hydrology simulations. The hillslope-scale hydrology simulations showcased the same general 

surface flow relationships that occurred at the plot scale, i.e., (1) cross-slope tillage patterns 

resulted in a lower volume of surface runoff relative to down-slope tillage patterns, (2) surface 

runoff increased as MDS decreased, and (3) surface runoff increased as slope gradient increased 

(Table 5.7).  

While the same general empirical trends held true at both the plot and hillslope scale, 

there was less surface runoff at the hillslope scale relative to the plot scale, most notably for the 

more topographically complex moldboard-plowed surfaces. The greater difference between plot 

and hillslope scales for the moldboard-plowed surfaces is expected since the results from a planar 

one-dimensional plot are easily scaled in space, whereas a topographically complex surface is 

more difficult to generalize. As the complexity of the surface increases, it becomes increasingly 

more difficult to capture the topographic variability of a hilllslope using a plot. 
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Table 5.7. Surface runoff for each hillslope compared to the equivelant plot-pair for AMC2 rainfall 
events.  

 10mm 15mm 20mm  10mm 15mm 20mm 

Surface 

Model 

AMC2 AMC2 AMC2 Surface 

Model 

AMC2 AMC2 AMC2 

Cultivator    Cultivator    

C1 Plot 0.01 0.12 0.45 C1 Hillslope 0.00 0.05 0.20 

C7 Plot 0.01 2.49 6.75 C7 Hillslope 0.01 2.34 6.45 

C8 Plot 0.11 2.90 7.29 C8 hillslope 0.01 2.38 6.49 

Moldboard    Moldboard    

M1 Plot 0.01 0.10 0.32 M1 Hillslope 0.00 0.04 0.13 

M7 Plot 0.02 2.72 7.02 M7 Hillslope 0.00 0.85 4.00 

M8 Plot 0.13 2.98 7.37 M8 Hillslope 0.01 1.96 5.94 

 

The topographic variability of a moldboard-plowed surface relative to a cultivated surface 

is best exemplified by a visual comparison of surface runoff patterns on Hillslope M7 (Fig. 5.3a) 

and Hillslope C7 (Fig. 5.3d). There was a lower amount of surface runoff on Hillslope M7 due to 

surface ponding in random localized depressions. In the north-western section of Hillslope M7 

(Fig 5.3c), water ponded to a depth of 5 – 10 cm created by the deeper 15 cm moldboard plow; 

these localized depressions were hydrologically disconnected on Hillslope M7, whereas Hillslope 

C7 had a smoother soil surface that actively contributed to surface runoff (Fig. 5.3f). Due to the 

spatial variability of these localized depression on Hillslope M7, Plot M7 did not capture the full 

effect of these depressions on surface runoff, and as such, the plot-scale simulation had 

significantly more runoff than the hillslope-scale simulation. Similarly, since the gradient of each 

hillslope decreased towards the field edge, significant amounts of surface runoff pooled in cross-

slope tillage lines, tire tracks, and flat topography at the field edge of both surfaces, but more 

prominently for the moldboard plowed surface (e.g., Fig. 5.3b, e); these edge effects were not 

captured at the plot scale for either the cultivated or moldboard surfaces. 
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Fig. 5.3. Difference in modelled flow pathways between a moldboard plow (a, b, c; Hillslope M7) 
and a field cultivator (d, e, f; Hillslope C7) during a one-hour 20 mm hr-1 storm event with 50% 
antecendent soil moisture content: (i) UAV orthomosaic, (ii) simulated flow pathways. For the 
simulated flow pathways, black indicates no water accumulation. 
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5.4. Discussion 

Our hydrology simulations demonstrated a wide variation in hydrologic responses from different 

plots and hillslopes. MDS, slope, and tillage orientation all had a statistically significant impact on 

surface runoff at the plot scale. These three relationships are expected since cross-slope tillage 

patterns and shallow slope gradients are likely to increase surface ponding and an increase in 

surface ponding (or MDS) will decrease surface runoff (Mishra et al. 2014; Huang et al. 2006). 

While MDS was the best single topographic predictor of surface runoff, incorporating the effects 

of slope into a hydrology model is the most pragmatic approach for including the effects of 

microtopography on surface runoff, since slope is a simpler surface metric to calculate and 

collinear with MDS. A simple regression that predicts surface runoff for a given soil type as a 

function of precipitation, AMC, and one topographic predictor aligns well with simple models of 

surface runoff like the Soil Conservation Services (SCS) runoff curve number, which for a given 

soil type, predicts surface runoff from precipitation, AMC, and an initial abstraction coefficient. An 

inclusion of a topographic predictor is necessary for an accurate prediction of surface runoff, most 

notably for flat agricultural systems with high rates of surface ponding (e.g., Plot M1, C1). 

While the type of tillage implement did not have a statistically significant impact on surface 

runoff at the plot scale, our hillslope-scale hydrology simulations showcased that the deeper 

moldboard plow was responsible for hydrologically disconnecting large areas of each hillslope. 

Conditions were more favorable for surface runoff on cultivated hillslopes. The plot-scale 

representation of the moldboard-plowed hillslopes did not adequately capture these isolated 

depressions, indicating that the hydrologic response of a plot can be a poor predictor of hillslope-

scale hydrology. While the moldboard plow is generally linked with increased water erosion rates 

due to an exposed soil surface from inverting the soil column (e.g., Wischmeier and Smith 1978), 

the decreased landscape connectivity may ameliorate soil loss. The effects of the decreased 

connectivity can be seen in Meinen and Robinson (Chapter 3; 2020c) where soil movement from 

upslope areas to downslope catch basins was highest immediately following a spring cultivation 

and relatively low on a moldboard plowed surfaces over a winter season. 

5.5. Conclusions 

While the computational expense of running hydrology simulations on very-high resolution DEMs 

is still high, our ability to quickly measure microtopography with the UAV SfM-MVS workflow has 

made very-high resolution agricultural DEMs a valuable research tool for improving our 

understanding of field-scale hydrology. Our hydrology simulations demonstrated that the 

microtopography of an agricultural system can have a significant impact on rates of surface runoff. 
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Incorporating the spatial and temporal variation in microtopography from field and tillage 

operations is necessary for an accurate model of surface runoff and associated soil loss. 

Landscape connectivity between agricultural fields and waterways cannot be modelled without an 

accurate representation of microtopography.
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Chapter 6. From hillslopes to watersheds: Variability in model outcomes with the 

USLE 

6.1. Introduction 

The roots of modern soil erosion modelling originated in the American Midwest during the early 

1900’s (e.g., 1917 Missouri Agricultural Experiment Station). The detrimental impacts of 

mechanized agriculture on soil erosion and agricultural productivity were brought to the attention 

of the American Congress by Hugh Hammond Bennett who secured funding in 1929 for 

establishing ten experimental erosion plots (Meyer and Moldenhauer 1985). The advocacy of 

Bennett to the American Congress, the 1930’s Dust Bowl in the Great Plains of North America, 

and the subsequent widespread crop failure collectively influenced the American Congress to 

pass the Soil Conservation Act of 1935 (Public Law 74-46). The act states that, “…it is hereby 

recognized that the wastage of soil and moisture resources on farm, grazing, and forest lands of 

the Nation, resulting from soil erosion, is a menace to the national welfare and that it is hereby 

declared to be the policy of Congress to provide permanently for the control and prevention of soil 

erosion…” (Public Law 74-46). This act provided national funding for soil erosion research, 

resulting in the first conceptualizations of erosion models (e.g., Zingg 1940; Smith 1941; 

Musgrave 1947) and most prominently culminated with the development of the Universal Soil 

Loss Equation (USLE; Wischmeier and Smith 1965). 

The USLE is a lumped empirically-based soil erosion model that was developed by the 

United States Department of Agriculture and Soil Conservation Services. First published in 

Agricultural Handbook no. 282 (Wischmeier and Smith 1965) and widely adopted based on the 

superseding publication in 1978 (no. 537; Wischmeier and Smith 1978), the USLE is the 

culmination of over 10,000 plot years of erosion measurements spanning several decades. The 

basis of the USLE is a unit plot, represented by a small, fallow agricultural plot (22.1 m long x 1.8 

m wide) with a 9% slope gradient and an up-down slope tillage pattern; the soil loss of other 

experimental erosion plots (e.g., slopes 3 – 18%, slope lengths 9 – 91 m) were described relative 

to these reference conditions. The USLE encapsulates a representation of the erodibility of an 

agricultural hillslope relative to the conditions of the unit plot using six empirically-derived factors 

(Wischmeier and Smith 1978): 

𝐴 =  𝑅 𝐾 𝐿 𝑆 𝐶 𝑃 

where A is the annual soil loss per unit area (t ha-1 yr-1), R is a rainfall and runoff factor (MJ mm 

ha-1 h-1 yr-1), K is a soil erodibility factor (t ha h ha-1 MJ-1 mm-1), L is a slope-length factor (unitless), 
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S is a slope-steepness factor (unitless), C is a cover and management factor (unitless), and P is 

a supporting practice factor (unitless; Wischmeier and Smith 1978). Soil loss in the USLE is 

conceptualized as soil loss from an agricultural hillslope resulting from rill and interrill erosion.  

Since the seminal publication of 1978 (Wischmeier and Smith 1978), the USLE has been 

revised (RUSLE; Renard et al. 1991) and succeeded by RUSLE2 and the process-based Water 

Erosion Prediction Project (WEPP; Laflen et al. 1991). The successors of the USLE and new 

models developed in the late 20th century sought to overcome the inherent empirical limitations 

of the USLE and extend the applicability of soil erosion models by representing sediment 

conveyance and depositional processes (e.g., Laflen et al. 1991). These modelling developments 

can be classified into two classes of erosion models: (1) hybrid models that couple the USLE 

factors with a sediment transport model (e.g., Soil and Water Assessment Tool, Arnold et al. 1998; 

Areal Nonpoint Source Watershed Environment Response Simulation, Beasley et al. 1980), or 

(2) process-based models that are independent of the empiricisms of the USLE (e.g., LISEM; De 

Roo et al. 1996, WEPP).  

Despite scientific efforts to derive new process-based models or improve upon the USLE, 

the USLE and revised USLE still remain the de-facto standards for management-oriented soil 

erosion studies (Alewell et al. 2019) both as a standalone tool and via incorporation into hybrid 

models. The USLE has been operationalized for ease of use with Geographic Information 

Systems (GIS) to up-scale the model from predicting soil loss for individual hillslopes to predicting 

soil erosion at national (e.g., Italy; Grimm et al. 2003, Switzerland; Prasuhn et al. 2013), 

continental (e.g., Europe; Panagos et al. 2015a), and global (e.g., Borrelli et al. 2017) scales. 

Among these large-scale applications, the USLE has been used as a decision support tool for soil 

erosion prevention (e.g., Prasuhn et al. 2013), a technical support tool for sustainable 

development (e.g., Van der Knijff et al. 1999; Grimm et al. 2003), and for quantifying the severity 

of soil degradation from soil erosion processes globally (e.g., FAO, 2015). 

Models applied at large spatial extents typically forgo complicated process descriptions, 

which result in higher intrinsic model error but low model input error (Rompaey and Govers 2002). 

The simple structure and parsimonious parameterization of the USLE meets this criterion and has 

driven its widespread use from small (i.e., plot, field) to large (watershed, national, global) spatial 

extents. However, if model applications across large spatial extents are the result of extending a 

model beyond its designed application space, then additional uncertainty is introduced into 

modelling outcomes. Despite the USLE being designed for predicting soil loss from planar 

hillslopes, its implementation in combination with a GIS has taken vastly different methodological 
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approaches (e.g., Fistikoglu and Harmancioglu 2002; Amore et al. 2004; Erdogan et al. 2007; 

Pandey et al. 2007; Dabral et al. 2008; Hui et al. 2010; Devatha et al. 2015; Belasri and Lakhouili 

2016; Rizeei et al. 2016; Singh and Panda 2017) for up-scaling the USLE to large spatial extents 

with little-to-no acknowledgement of the different types of error and uncertainty, or their 

quantification, in the up-scaling process. 

The predictive accuracy of an erosion model can be conceptualized as comprising four 

components: (1) intrinsic model error, (2) model input error, (3) model user error, and (4) 

stochastic error. Intrinsic model error is the error inherent to the model as a result of a simplified 

modelling structure, which manifests itself when a model developer chooses to forgo a parameter 

that affects soil erodibility (e.g., hydraulic conductivity) in favor of a more parsimonious modelling 

structure (e.g., soil texture). Model input error is the error derived from poorly measured or 

estimated model inputs, which typically manifests itself when remote sensing products are used 

in lieu of detailed in-situ measurements. Model user error is a result of an incorrect application or 

parameterization of a model. Lastly, the stochasticity of coupled human-natural systems (e.g., 

variance in replicate plots; Wendt et al. 1986) can result in variation among erosion estimates that 

cannot practically be modelled (i.e., stochastic error). The total error of a model’s prediction is the 

sum of these four error sources. 

All USLE predictions of soil erosion rates will carry some amount and combination of 

intrinsic model error, model input error, model user error, and stochastic error. However, when 

up-scaling the USLE from the hillslope scale to larger spatial extents, model input and user error 

are of particular concern, since data constraints, design choices, and spatial conceptualizations 

of a system will invariably influence model outcomes. Error in erosion predictions can be 

evaluated for studies conducted at larger spatial extents by comparing modelled and measured 

soil erosion rates on a subset of farm fields within a watershed (e.g., Favis-Mortlock, 1998) or 

when there is comprehensive erosion data collected for the watershed (e.g., Jetten et al. 1999). 

Since comprehensive erosion data are typically not available and validating the outcomes of 

spatially-distributed erosion rates is complex, we focus our discussion on the variability in USLE 

model outcomes, rather than error or uncertainty. To exemplify the variability in USLE model 

outcomes, we conduct a case study for up-scaling the USLE in the upper-Nith Watershed, 

Ontario, Canada. We compare our recommended modelling approach with other common 

modelling approaches in literature to answer the following question: what is the variability in model 

outcomes from different model user’s design choices for up-scaling the USLE to large spatial 

extents?  
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6.2. Materials and Methods 

6.2.1. Study Site 

Our case study is situated in the upper reaches of the Nith Watershed in Ontario, Canada. The 

upper-Nith Watershed is an agricultural watershed characterized by row cropping of corn, 

soybean, winter wheat, and alfalfa. In 2015, farm fields covered 39,708 ha (73%) of the 

watershed, with an average farm-field size of 8.46 ha, an average farm-field slope of 1.8 degrees, 

and a standard crop rotation of corn, soybean, and winter wheat. An extensive tile drainage 

system covers the upper-Nith Watershed (Appendix C Fig. C7), which drains 22,660 ha of farm 

fields (57% of farmland). Soils in the northern half of the upper-Nith Watershed are composed of 

clay loam and loam, contrasted by a mosaic of soils in the southern half of the watershed which 

are primarily loam and silty loam.  

The annual precipitation for the upper-Nith Watershed is 958.3 mm yr-1 (2005 – 2014; 

Wellesley Dam meteorological station), with snow melt occurring intermittently throughout the 

winter months and during the early spring. The intermittent snow melts and spring freshet result 

in a high rate of discharge in the upper-Nith River throughout the winter and early spring months, 

with 76.82% of annual discharge occurring from November to April, and the remaining 23.18% of 

annual discharge occurring during the warmer growing season (May to October; 2005 – 2014; 

Environment Canada hydrometric station 02GA018).  

The sediment yield of the upper-Nith River correlates well with discharge. A linear model 

relating sediment yield samples (n = 41; Environment Canada Station 16018403202; Appendix C 

Fig. C6) with discharge (R2 = 0.47) estimated that 87.14% of sediment export occurred during the 

non-growing season (November to April) and the remaining 12.86% of sediment export occurred 

during the growing season (May to October). The 10-year average sediment yield of the upper-

Nith Watershed was calculated at 22,131.35 t yr-1 (2005 – 2014; 0.41 t ha -1 yr-1), with a more 

recent 5-year average of 19,943.07 t yr-1 (2010 – 2014; 0.37 t ha-1 yr-1).  

The upper-Nith Watershed has consistently experienced elevated levels of suspended 

sediments and nutrients (N and P) relative to the other sub-watersheds of the Grand River 

(Loomer and Cooke 2011). Nutrient concentrations measured at the outlet of the upper-Nith 

Watershed of unfiltered P (Environment Canada Station 16018403202) have exceeded water 

quality guidelines (guideline value is 0.03 mg L-1 to prevent eutrophication; Environment Canada, 

2004) in 98% of samples (n = 47) between 2005 and 2014. Elevated levels of suspended 

sediments and P can be associated with eroded agricultural sediments, making the upper-Nith 

Watershed ideal for a case study on agricultural soil erosion and soil loss. 
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Fig. 6.1. Upper-Nith Watershed. Average farm field slope (4 m LiDAR DEM; left), and agricultural 
farm fields overlain by the Nith River and its tributaries (right). Farm field polygons were digitized 
using 2015 Southwestern Ontario Orthoimagery Project (SWOOP) airborne imagery. 

6.2.2. Erosion Modelling 

6.2.2.1. Soil Erosion: USLE 

Our recommended modelling approach implements the USLE as outlined in Agricultural 

Handbook no. 537 to estimate a 5-year average erosion rate (2010 – 2014) for the upper-Nith 

Watershed. While most USLE studies use a raster-based model implementation, our 

recommended modelling approach uses a polygon-based discretization for calculating and 

summarizing results whereby each polygon is representative of an individual farm field and was 

manually digitized using 2015 Southwestern Ontario Orthoimagery Project (SWOOP) airborne 

imagery with a fixed scale of 1:4000 (Fig. 6.1). Each farm field was assigned a static K and LS-

factor for our study period, an R-factor for each year, and a C-factor for each cropstage. The six 

USLE factors in our recommended modelling approach were calculated as follows: 
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Rainfall and runoff (R). The R-factor reflects the impacts that rainfall and runoff have on 

water erosion. The R-factor is a summation of the total kinetic storm energy times the maximum 

30-minute rainfall intensity for all rainstorms in a given year (p. 5; Wischmeier and Smith 1978):    

       𝑅 = ∑(𝐸𝐼30)𝑖

𝑚

𝑖=1

       

where R is the annual rainfall and runoff factor (MJ mm ha-1 h-1 yr-1), m is the total number of 

storms in a year, EI30 is the rainfall erosivity of a single storm event, i (MJ mm ha-1 hr-1), calculated 

as the total kinetic energy of rainfall (E; MJ ha-1) times the maximum 30-minute rainfall intensity 

(I30; mm hr-1). Storms are only included in R calculations that exceed 12.7 mm of precipitation. 

While events smaller than 12.7 mm in size can produce a runoff response if they occur on wet 

antecedent conditions, most erosion and nutrient loss events are associated with high magnitude 

rainfall events (e.g., Macrae et al. 2007a).  

We calculated the rainfall erosivity of each storm event using hourly rainfall data collected 

from the Wellesley Dam meteorological station. The meteorological station is located in the central 

portion of the watershed and we assumed that the spatial distribution of rainfall was uniform over 

the entire watershed. Since the minimum requirement for calculating the I30 of each storm is 30-

minute rainfall data and we only had hourly rainfall data, we used a relationship developed by 

Panagos et al. (2015b) to convert from 60-minute intensities to 30-minute intensities (R30 min = 

1.5597 x R60 min). This conversion was found to be a reasonable approximation for annual 

predictions by Meinen and Robinson (2021) for a field-scale USLE case study in the watershed, 

albeit with a poor characterization of the most intense rainfall events. We only recommend using 

this empirical-scaling approach in the absence of 30-minute rainfall data, since it may be a 

substantial source of uncertainty in modelling outcomes. Our 5-year average R-factor (1923 MJ 

mm ha-1 h-1 yr-1) related very well to the long-term average R-factor calculated by the Ontario 

Ministry of Agriculture and Rural Affairs (1864 MJ mm ha-1 h-1 yr-1; OMAFRA 2012). 

Soil erodibility (K). The K-factor represents the susceptibility of different soil types to 

water erosion (p.10; Wischmeier and Smith 1978): 

100𝐾 = (2.1𝑀1.14 (10−4)(12 − 𝑎) + 3.25(𝑏 − 2) + 2.5(𝑐 − 3))  × 0.1317 

where K is the soil erodibility factor (t ha h ha-1 MJ-1 mm-1), M is the soil particle-size parameter 

(based on soil texture), a is percent organic matter, b is the soil-structure code, and c is the profile-

permeability class.  
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To calculate the K-factor, the spatial location of soil textural classes (M) and other edaphic 

characteristics (a, b, c) were selected from the Ontario Soil Survey Complex polygon (1:50,000 

scale; OMAFRA 2019). The Ontario Soil Survey Complex polygon was rasterized, and the K-

value for each farm field polygon was calculated as the average of the K-factor raster within the 

polygon.  

Slope-length factor (L). The L-factor represents the effect that the length of a hillslope 

has on water erosion. The USLE L-factor was developed to be applicable to planar hillslopes, i.e., 

the shape of the experimental erosion plots, and does not have any provision for complex 

topography (p. 12; Wischmeier and Smith 1978). Due to this simplification of topography, a 

common methodological challenge in up-scaling the USLE stems from the difficulty and 

subjectivity with calculating the L-factor in a GIS (Morgan and Nearing 2011).  

The most common approach for up-scaling the L-factor involves using the concept of 

specific catchment areas (i.e., upslope area of a unit contour divided by the contour width) in lieu 

of planar hillslopes (e.g., Moore and Burch 1986, Griffin et al. 1988, Moore and Wilson 1992, 

Desmet and Govers 1996, Mitasova et al. 1996). When using the concept of specific catchment 

areas, two challenges are immediately presented that have the potential to introduce model input 

and user error: (1) the choice of spatial elevation dataset (i.e., grid cell size, accuracy), and (2) 

the methodology used for discretization of specific catchment areas. The standard approach for 

calculating specific catchment areas in a GIS is using the dataset with the finest spatial resolution, 

hydrologically conditioning the DEM, and using a GIS flow accumulation tool to delineate upslope 

areas (e.g., D8 algorithm; Jenson and Domingue 1988).  

Algorithms like the D8 flow direction and D8 flow accumulation, typically used in a GIS for 

calculating specific catchment areas, are sensitive to topographic variation and require 

depression filling (i.e., hydrologic conditioning) to derive meaningful estimates of hydrological 

connectivity. However, when a DEM is fully hydrologically conditioned, all flow is assumed to be 

connected from any point in the landscape to the lowest point of elevation; there is no 

consideration of natural or anthropogenic barriers that inhibit flow or impede sediment movement 

(Fryirs et al. 2007). While hydrologic conditioning is prudent for many hydrological analyses, it 

removes the depositional cavities in the landscape, which increases the size of specific catchment 

areas by artificially increasing landscape connectivity and results in an overestimation of the L-

factor.  
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For calculating the L-factor in our recommended modelling approach, we use the concept 

of specific catchment areas for up-scaling the L-factor and followed a three-step approach for 

discretizing specific catchment areas: (1) we clipped our DEM to our farm field polygon layer 

before calculating contributing areas to ensure that natural (e.g., wind breaks) and artificial (e.g., 

roadways) barriers between fields correctly inhibited flow paths, (2) we partially hydrologically 

conditioned our DEM (Z fill limit = 0.4 m) to remove spurious artefacts and small microtopographic 

depressions in the DEM while preserving larger topographic depressions where flow would be 

disconnected, and (3) calculated specific catchment areas using a D8 flow algorithm and D8 flow 

accumulation tool. For calculating the L-factor, we use the methodology of Griffin et al. (1988):  

𝐿 = (
𝐴𝑠

22.13
)𝑚 ∗ (𝑚 + 1) 

where L is the slope-length factor (unitless), As is the specific catchment area (upslope 

contributing area divided by the grid resolution), and m is a slope exponent (typically m = 0.4). 

The last part of the equation, i.e., m + 1, was introduced by Griffin et al. (1988) for predicting 

erosion at a point, e.g., for each grid cell on a DEM. Specific catchment areas were calculated 

using a 2 m LiDAR DEM for all agricultural land in the watershed; the 2 m LiDAR DEM was the 

highest-resolution DEM available for our watershed. 

The slope exponent m represents the impacts that slope gradient has on surface runoff 

and is constrained to a range of values between 0.4 – 0.6. We adjusted the value within this range 

from 0.4, which underestimated the L-factor by 35 – 45% relative to the USLE methodology in 

Agricultural Handbook no. 537 (tested on 20 farm fields; p. 12-15; Wischmeier and Smith 1978), 

to 0.6, which provided the closest alignment with the original USLE methodology (± 15%). Once 

we calibrated the slope exponent, each farm field polygon was assigned an L-factor based on the 

average of the L-factor raster for each specific catchment area within the farm field polygon.  

Slope steepness factor (S). The S-factor represents the impact that slope gradient has 

on water erosion. Since the USLE was developed on planar one-dimensional erosion plots, the 

S-factor needs to be reconceptualized for up-scaling to larger spatial extents. Similar to the L-

factor, the choice of spatial elevation dataset (e.g., cell size, accuracy) and methodological 

implementation of the S-factor will have an impact on soil erosion estimates. Decreasing the 

spatial resolution of topographic data, i.e., using coarser data, will decrease slope steepness 

estimates; fine spatial resolutions (e.g., LiDAR DEMs) model the microtopography of the 

landscape while coarse DEMs (e.g., satellite DEMs) model an averaged macrotopography.  
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To calculate the S-factor, we selectively chose to use a 4 m DEM (up-sampled 2 m LiDAR 

DEM) as the most appropriate resolution for calculating the average slope steepness of specific 

catchment areas. Coarse DEMs (e.g., > 10 m) poorly represented slopes on small agricultural 

fields, while finer DEMs (e.g., < 2 m) captured the slope of microtopography rather than the 

predominant slope of the macrotopography. We calculated the S-factor in our recommended 

modelling approach based on the average slope of each catchment area using the methodology 

of Moore and Burch (1986): 

𝑆 =  (
sinθ

0.0896
)

𝑛

 

where θ is the slope of the catchment area, and n is a slope exponent (n = 1.3). Each farm field 

polygon was assigned an S-factor based on the average of the S-factor raster within the polygon. 

Cover and management (C). The effects of farm management on soil erodibility varies 

greatly throughout a year and soil is more susceptible to water erosion during seedbed 

preparation than when a mature crop is present (Wischmeier and Smith 1978). The temporal 

variability in soil loss during each management cycle is partly a function of rainfall erosivity, crop 

cover, and farm management (e.g., tillage). The representation of crop cover and management 

in the USLE, i.e., the C-factor, is equal to the soil loss ratio for a given cropping and tillage system 

multiplied by the percentage of annual EI (E, kinetic energy of rainfall; I, rainfall intensity) for a 

specific sub-annual timestep. The USLE operationalizes the C-factor for individual cropstages 

(i.e., six distinct periods of crop growth) that are represented in Agricultural Handbook no. 537 as: 

(1) rough fallow, (2) seedbed preparation, (3) crop establishment, (4) crop development, (5) 

maturing crop, and (6) residue or stubble. 

A common approach for calculating the C-factor is selecting a lumped annual value using, 

for example, annual C-factor tables (e.g., Table C-3a in the RUSLEFAC handbook; p. 91, Wall et 

al. 2002). However, since the C-factor is a time-integrated factor, a lumped annual value fails to 

represent the varying relationships between rainfall intensity, land management, and crop cover 

throughout the year. While the USLE can be parameterized and yield accurate results using an 

annual C-factor selected from supplementary resources, the annual C-factor tables created by 

the Soil Conservation Service and other agencies are applicable to a specific climate, time period, 

and field management regime (e.g., primary tillage, secondary tillage, planting and harvest dates, 

etc.); recalculating a time-integrated C-factor value specific to a specific study area should always 

yield more accurate results. 
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Since farm fields can have different planting and harvest dates, more than one crop within 

a year (e.g., winter wheat following soybeans), and different land management practices, the 

choice of how these processes are captured will constrain the accuracy of the C-factor. When the 

C-factor is calculated using a GIS, land cover data derived from remotely sensed imagery are 

often used. While the spatial coverage and resolution of these data are typically sufficient for most 

applications, land cover data are typically annual and automated image classification techniques 

cannot identify land management activities (e.g., tillage types). Therefore, most studies calculate 

an annual C-factor (e.g., MLC, Singh and Panda 2017; NDVI, Grimm et al. 2003; unsupervised 

classification, Hui et al. 2010) and ignore variation in tillage, planting and harvest dates, or crop 

rotations.  

To represent the human and natural component of the C-factor in our recommended 

modelling approach, we calculated the C-factor for each cropstage as a function of crop type, 

crop rotation, planting and harvest dates, tillage type, the respective soil loss ratios for each 

management cycle (p. 22 – 26; Wischmeier and Smith 1978), and the percentage of annual EI30 

during each cropstage. In lieu of using annual land-cover data, we used a Monte-Carlo approach 

to generate plausible realizations of each agricultural system. To generate these realizations, we 

inferred land management practices using the 2016 Census of Agriculture in Canada (based on 

the Wilmot, Wellesley, and Perth East counties). The Census data were summarized by four 

dominant crop types (corn, soybean, alfalfa, wheat), three types of tillage (no till, conservation till, 

conventional till), and two types of agricultural land use (pasture, cropland; Table 6.1). The four 

crops comprised 88.5% of all cropland in the watershed with the remaining 11.5% of cropland 

being either ill-defined (e.g., mixed grains) or not have corresponding soil loss ratios in the 

agricultural handbook (e.g., sunflowers). We reclassified the remaining 11.5% crops to one of the 

four dominant crop types based on similarity (e.g., mixed grains assigned to wheat). To 

accommodate for this shift in crop practices, land area under no-till seeding was decreased to 

only winter wheat applications, which is the most common practice in the watershed for winter 

wheat. The decrease in no-till was balanced by an increase in conservation tillage across the 

other three dominant crop types. The similarity in crop types minimizes the effects of these 

amendments to accommodate data limitations on our soil erosion estimates. 

Supporting practices (P). The P-factor represents the effects that different cropland 

practices (e.g., contouring or terracing) have on water erosion. No additional supporting practices 

were present in the watershed, so the P-factor was left at the default of 1 which represents no 

additional supporting practices. 
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Soil erosion (RKCLSP). Our recommended modelling approach uses a polygon-based 

discretization for calculating the average soil erosion rate of the upper-Nith Watershed, where the 

watershed is conceptualized as a collection of farm fields. Since the data in the Canadian Census 

of Agriculture is summarized for each county, rather than spatially for each field, a Monte-Carlo 

simulation was used to randomly assign each farm field polygon a cover and management 

practice based on the proportion of occurrences for each in the watershed. While this approach 

does not allow us to have a deterministic outcome, it has the advantage of being able to identify 

the most erosive farm fields in the watershed and isolate what specific management activities are 

associated with unsustainable rates of soil erosion for each farm field. A prescriptive approach for 

land management activities is largely prohibitive at the watershed scale.  

The Monte-Carlo simulation was run 100,000 times per study year to generate a 

comprehensive distribution of potential soil erosion estimates for the watershed by multiplying the 

USLE factors of each farm field together using each possible arrangement of crop type, tillage, 

and land use. For each simulated year, the estimated soil erosion value for each farm field was 

stochastically modified by ± 20% to coincide with the natural variation in empirical soil erosion 

measurements (e.g., 20% variation in replicate erosion plots; Wendt et al. 1986). 
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Table 6.1. Tillage practices, land use, and the four main crop types in the Wilmot, Wellesley, and 
Perth East counties taken from the 2016 Census of Agriculture in Canada. The three counties 
cover the upper-Nith Watershed and additional agricultural land to the west.  

Crop Types Area (ha) Original  Monte-Carlo Composition 

Corn 28,116 31.3% 35.4% 

Soybean 18,948 21.1% 23.9% 

Alfalfa, Alfalfa mixtures 17,742 19.8% 22.3% 

Wheat 14,636 16.3% 18.4% 

Other 10,318 11.5% 0.0% 

Land Use    

Cropland 89,760 94.7% 94.7% 

Tame/seeded pasture 3,041 3.2% 3.2% 

Natural land for pasture 2,013 2.1% 2.1% 

Tillage    

No-till seeding 17,319 22.7% 18.4% 

Conservation tillage 16,851 22.1% 26.4% 

Conventional tillage 42,066 55.2% 55.2% 

 

6.2.2.2. Soil Loss: USLE and Sediment Delivery Ratios 

Conservation efforts are often focussed on ameliorating the off-site impacts of agricultural soil 

loss, e.g., pollution of adjacent surface waters, rather than on-site sediment redistribution from 

soil erosion. While sediment yield from a watershed is impacted by the amount of arable land and 

cropland within the watershed (Vanmaercke et al. 2015) and it is well established that agricultural 

activities accelerate the rate of soil erosion (Montgomery 2007), extending USLE results outside 

of the models intended design space to predict soil loss from fields to waterways with a sediment 

delivery ratio (SDR) is a dubious task. Relating gross erosion to sediment yield has been 

classically done using a single SDR whereby the fraction of gross erosion that is transported out 

of a watershed is expressed as: 

𝑆𝐷𝑅 =
𝑌

𝐸
 

where Y is the sediment yield at the watershed outlet, and E is the gross erosion of the watershed. 

E is typically represented by USLE soil erosion estimates (e.g., Fistikoglu and Harmancioglu 
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2002, Amore et al. 2004, Pandey et al. 2007, Hui et al. 2010, Rizeei et al. 2016, Singh and Panda 

2017) and the SDR indicates what percentage of eroded agricultural sediments are leaving the 

watershed (USDA 1971).   

The first problem with using the USLE to represent the gross erosion of a watershed (E) 

is that agricultural sediments are not the only source of sediments contributing to sediment yield 

and measurements of sediment yield are only reflective of the fine material transported in the 

waterway. Waterways have a natural baseline sediment yield that is augmented not only by 

eroded agricultural sediments, but also sediment from subsurface tile drainage, in-stream erosion, 

and changes of sediment storage within the system itself. Furthermore, agricultural sediments are 

a highly variable component of watershed sediment budgets. It has been estimated that in tile-

drained agricultural systems, sediment from field drains can account for 28 - 29% (Walling et al. 

2002) to 51 - 55% (Walling et al. 2002) of the catchment sediment yield and can be a significant 

source of particulate P (Macrae et al. 2007b; King et al. 2015), while in other landscapes, in-

stream erosion can be the dominant supplier of sediment and nutrients (e.g., 90 – 94%; Kronvang 

et al. 2013).  

The second problem with using the USLE with an SDR to represent the delivery of eroded 

agricultural sediments to waterways is that not all eroded sediments have an equal probability of 

being conveyed to a catchment outlet. A distributed approach is required to capture the field-to-

field variation in landscape conditions that drive sediment delivery to waterways. Each agricultural 

field has a unique delivery potential based on its relative position to a waterway and the filtering 

efficiency of the adjacent riparian zone. We can express the soil loss from fields to waterways of 

each agricultural field, f, as a function of each catchment within the field: 

𝑆𝐷𝑅𝑓 =
∑ 𝐸𝑗𝐹𝑗

𝑛
𝑗=1

∑ 𝐸𝑗
𝑛
𝑗=1 + ∑ 𝐸𝑖

𝑚
𝑖=1  

 

where SDRf is the sediment delivery ratio of a farm field to a waterway, E is the soil erosion rate 

(t) of an agricultural catchment, F is the filtering efficiency (%) of the riparian zone, j is an index 

for the number of catchments on a farm field that have a potential to produce soil loss to 

waterways, and i is an index for the number of catchments on a farm field that are unlikely to 

produce soil loss to waterways (i.e., the catchment does not direct runoff towards a waterway).  

To calculate the SDRf of each field, our recommended modelling approach uses a 

distributed approach whereby E is the USLE soil erosion rate of an agricultural catchment within 

a field, the average filtering efficiency of riparian zones is defined by Yuan et al. (2009), and j and 
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i are calculated in ArcGIS v10.6.1 based on the direction of overland flow and proximity to 

waterways (Appendix C). When using the USLE to represent the soil erosion rate of a farm field, 

it is important to note that the USLE does not account for depositional processes at the bottom of 

a hillslope, so there will be a disconnect between the soil erosion rate and rate of soil loss from 

the field. To account for this, we re-ran our Monte-Carlo simulation to calculate soil loss from farm 

fields to waterways using a stochastic estimate of in-field depositional processes (-25 to -75%) 

and additionally included a stochastic estimate of the filtering efficiency of riparian zones (± 20%; 

based on Yuan et al. 2009). The range of these stochastic estimates illustrate considerable 

uncertainty associated with predicting soil loss to waterways with USLE, which is beyond its 

intended design. However, the stochasticity is necessary to derive a range of quantitative 

outcomes that capture the behaviour of the agricultural system and do not incorrectly emphasize 

a single estimate.  

6.2.3. Variability in Model Outcomes 

Since there is no standardized and accredited setup for up-scaling the USLE, different 

methodological implementations for up-scaling USLE factors will contribute to uncertainty in 

model outcomes. While certain up-scaling approaches are conceptually poor (e.g., calculating the 

C-factor using a single year of airborne imagery), it is difficult to provide guidance on what 

constitutes a correctly up-scaled implementation of each USLE factor. We focus on quantifying 

the variability in model outcomes, rather than error or uncertainty, because the size of our study 

area precludes a validation of erosion rates. To quantify the variability in model outcomes, we 

compare the recommended modelling approach from our case study with: (1) different design 

choices for implementing individual USLE factors, (2) a model implementation synonymous with 

the most common approach in a sampling of literature, and (3) national (SoilERI, Clearwater et 

al. 2016) and global studies on soil erosion (Borrelli et al. 2017).  

To select different design choices for implementing individual USLE factors, we searched 

Google Scholar with the keywords “USLE”, “Watershed”, and “Erosion” to understand the most 

commonly used USLE methodologies among the first ten relevant papers (Fistikoglu and 

Harmancioglu 2002; Amore et al. 2004; Erdogan et al. 2007; Pandey et al. 2007; Dabral et al. 

2008; Hui et al. 2010; Devatha et al. 2015; Belasri and Lakhouili 2016; Rizeei et al. 2016; Singh 

and Panda 2017), and supplemented this with several hand-selected papers (Van der Knijff et al. 

1999; Grimm et al. 2003; Prasuhn et al. 2013; SoilERI, Clearwater et al. 2016; Borrelli et al. 2017). 

These publications have been cited on Google Scholar a total of 2269 times and use the USLE 

in a GIS environment to evaluate distributed soil erosion rates at large spatial extents.  
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6.3. Results  

6.3.1. Soil Erosion: USLE 

For contextualizing our results, the rate of natural soil regeneration is less than 1 t ha-1 yr-1 

(Montgomery, 2007), with most conservation efforts focusing on keeping soil erosion rates under 

5 to 11 t ha-1 yr-1 (e.g., Ontario guidelines from OMAFRA are < 6.7 t ha-1 yr-1). Our recommended 

modelling approach, summarized across 100,000 Monte-Carlo simulations, calculated a 5-year 

average soil erosion rate of 6.66 t ha-1 yr-1 (Table 6.2) for the upper-Nith watershed, with a lower 

bound of 5.22 t ha-1 yr-1 and an upper bound of 8.18 t ha-1 yr-1. In this context, soil erosion 

represents soil loss from hillslopes to anywhere in the landscape, including both on-site sediment 

redistribution and off-site soil loss.  

Investigating the effects of a conventional tillage versus a conservation tillage 

demonstrated a substantial reduction in erosion rates. When using a conventional tillage system 

for the watershed (i.e., moldboard corn, moldboard soybean, no-till winter wheat; e.g., Meinen 

and Robinson 2021), we identified that 1421 farm fields (29.18% of agricultural land) would have 

an unsustainable rate of soil erosion, i.e., > 11.2 t ha-1 yr-1, while under a conservation tillage 

system (i.e., chisel corn, chisel soybean, no-till winter wheat) only 377 farm fields (6.57% of 

agricultural land) would have a soil erosion rate greater than 11.2 t ha-1 yr-1 (Table 6.3). The 

moldboard plow inverts the topsoil, burying the majority of crop residue and leaving a rough soil 

surface, while the chisel plow breaks up the soil surface but does not invert the topsoil like the 

moldboard plow. Moldboard plows are typically used at a greater depth than chisel plows and do 

not leave sufficient biomass on the field surface to protect against water erosion. 

The average of all our Monte-Carlo simulations calculated that 805 farm fields (15.55% of 

agricultural land) are likely eroding at a rate greater than 11.2 t ha-1 yr-1. The northern half of the 

watershed is characterized by very low erosion rates, whereas fields in the south-western portion 

of the watershed have high soil erosion rates resulting from steeper slopes and soils more 

susceptible to water erosion (i.e., silty loams; Fig. 6.2a). Conservation efforts focussed on the 

fields that have an unsustainable rate of soil erosion (> 11.2 t ha-1 yr-1; Fig 6.2a) would ameliorate 

the economic and environmental impact of soil erosion, while conservation efforts focussed on 

the northern half of the watershed would likely have no significance. 
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Table 6.2. USLE soil erosion rates for the upper-Nith Watershed.  

Soil Erosion 2010 2011 2012 2013 2014 5-year 
Average 

Mean (t ha-1 yr-1) 4.50 5.29 3.19 8.89 11.44 6.66 

St. dev (t ha-1 yr-1) 0.53 0.62 0.37 1.04 1.34 0.77 

Min (t ha-1 yr-1) 3.44 3.99 2.43 6.81 8.70 5.22 

Max (t ha-1 yr-1) 5.67 6.82 4.00 11.19 14.48 8.18 

 

Table 6.3. Soil erosion categories for each farm field in the upper-Nith Watershed using different 
crop and management rotations. A conventional rotation is moldboard (M) corn, moldboard (M) 
soybean, and no-till winter wheat (average C-factor: 0.327). A standard conservation rotation is 
chisel (C) corn, chisel (C) soybean, and no-till winter wheat (average C-factor: 0.147). Both the 
conventional rotation and conservation rotation have a right-skewed distribution (skewness: 2.96). 

Erosion Category Tillage USLE Soil Erosion 
[t ha-1 yr-1] 

Total Area 
[ha] 

Number 
of Fields 

Negligible M, M, no-till < 2.2 1051 212 

Tolerable M, M, no-till 2.2 – 6.7 17987 2088 

Tolerable - unsustainable M, M, no-till 6.7 – 11.2  9084 973 

Unsustainable M, M, no-till 11.2 – 22.4 8217 950 

Unsustainable M, M, no-till > 22.4 3369 471 

Negligible C, C, no-till < 2.2 12332 1560 

Tolerable C, C, no-till 2.2 – 6.7 19614 2162 

Tolerable - unsustainable C, C, no-till 6.7 – 11.2  5154 595 

Unsustainable C, C, no-till 11.2 – 22.4 2361 318 

Unsustainable C, C, no-till > 22.4 246 59 
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Fig. 6.2. Upper-Nith Watershed modelling results for each farm field: (a) USLE soil erosion, and 
(b) USLE/SDRf soil loss to waterways. Individual rates of soil erosion and soil loss per field will 
vary depending on the land management practices specific to that site. Both graphics use an 
average C-factor value for visualization. White areas in the map represent all non-agricultural land 
uses (e.g., urban, forest, roadways).  

6.3.2. Soil Loss: USLE and Sediment Delivery Ratios  

Soil erosion has on-site impacts (e.g., tillage erosion affecting crop yield; Lobb et al. 1995, Van 

oost et al. 2006), while soil loss has both on-site (e.g., lost topsoil affecting crop yield; den 

Biggelaar et al. 2001) and off-site impacts (e.g., eutrophication of local water bodies; Michalak et 

al. 2013). To estimate soil loss from fields to waterways, we applied a field-scale SDRf to our 
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USLE results and summarized the results across 100,000 Monte-Carlo simulations. Our 

modelling results estimated that soil loss from fields to waterways ranged from 6,083 – 12,256 t 

yr-1 (mean ± one standard deviation; SDRf: 2.30 – 4.63%), with a 5-year average soil loss of 9,170 

t yr-1 (SDR: 3.47%; 0.23 t ha-1 yr-1; Table 6.4). Field-scale results showcased that the 20% of fields 

with the highest rates of soil loss were responsible for 77% of the total soil loss, with the tail end 

of this distribution contributing the majority of sediments (Fig. 6.2b); a large portion of farm fields 

with high erosion rates had low estimates of soil loss since they were disconnected from 

waterways (e.g., Fig. 6.3b, c).  

For estimating the environmental impact of soil loss from agricultural fields to waterways 

relative to other sources of sediment we compared the estimated soil loss from farm fields to the 

sediment yield measured at the outlet of the upper-Nith Watershed. If we assume that all the 

sediment that entered the Nith River is transient, eroded agricultural sediments entrained and 

transported via overland flow would represent a maximum of 30.50 – 61.45% of the watershed’s 

sediment yield (SDRf: 2.30 – 4.63%) from 2010 – 2014. Based on a qualitative visual analysis of 

fields in the watershed, we hypothesize that in-field depositional processes are substantial and 

that the soil loss is likely closer to the lower-bound. 

  

Fig. 6.3. (a) 2015 SWOOP imagery overlain by our discretization of farm fields, (b) USLE soil 
erosion results for each farm field, and (c) USLE/SDRf soil loss to waterways from each farm field 
with contributing areas and flow outlets to waterways highlighted in blue. White areas in the map 
represent all non-agricultural land uses (e.g., urban, forest, roadways). 
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Table 6.4. Total modelled soil erosion (USLE) and soil loss (USLE/SDRf). Modelled soil erosion 
indicates soil loss from agricultural hillslopes to anywhere on the landscape, modelled soil loss 
indicates soil loss from agricultural hillslopes to waterways, and measured sediment yield is from 
all sources at the outlet of the upper-Nith Watershed. Modelled soil erosion has a uniform 
distribution (skewness: 0.01) while modelled soil loss has a bell-shaped symmetric distribution 
with a slight right skew (skewness: 0.34).   

 2010 2011 2012 2013 2014 5-year 
mean 

Modelled soil erosion        

Mean (t yr-1) 178,636 210,085 126,631 352,996 454,373 264,568 

St dev. (t yr-1) 20,874 24,601 14,765 41,169 53,124 30,728 

Modelled soil loss       

Mean (t yr-1) 6,194 7,295 4,398 12,258 15,748 9,170 

St. dev. (t yr-1) 2,088 2,465 1,477 4,119 5,314 3,087 

Measured sediment 
yield (t yr-1) * 

9,431 26,560 7,506 32,364 23,854 19,943 

*measured sediment yield is interpolated based on 41 samples (See Appendix C Fig. C6; Environment Canada 
Station 16018403202). 

6.3.3. Variability in model outcomes 

6.3.3.1. Different design choices for individual USLE factors 

To quantify the variability in model outcomes for different implementations of USLE factors, we 

recalculated the average soil erosion rate for the upper-Nith Watershed using different design 

choices for individual USLE factors commensurate with the most common approaches in 

literature. The outcome of using different design choices in a USLE implementation led to a range 

in soil erosion estimates of 3.04 - 11.02 t ha-1 yr-1 for the upper-Nith Watershed, with significant 

spatial discrepancies between model outcomes (Table 6.5). This high level of variability can be 

constrained and challenges with equifinality ameliorated by making improved up-scaling design 

choices, for example: 

C-factor. A correct implementation of the C-factor should include land use, crop type, 

tillage type, and crop rotations; a more detailed time-integrated C-factor should also include 

planting, harvest, and crop stage dates. When using simple look-up tables that did not include a 

human management component (i.e., they only represented crop types), there was a range in 

model outcomes of 9.44 - 9.81 t ha-1 yr-1, which over-predicted soil erosion rates relative to our 

recommended modelling approach, i.e., 6.66 t ha-1 yr-1. The uncertainty of using look-up tables is 

best exemplified when you consider that land management practices are what drive soil erosion 
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in agricultural systems; not including the human dimension indicates that the model user has no 

understanding of the impacts of the human component of agriculture. The polygon-based 

discretization of the landscape used in our recommended modelling approach, rather than a 

raster-based discretization, is a pragmatic approach for spatially assigning the human dimension 

of the C-factor on a field-by-field basis. 

L-factor. In lieu of a topographic-based delineation (e.g., using a GIS) of specific 

catchment areas, a constant hillslope length can be used to avoid propagating model uncertainty 

if the model user only has access to coarse resolution DEMs. Using constant hillslope lengths of 

50 m and 122 m led to model outcomes of 5.76 t ha-1 yr-1 and 8.22 t ha-1 yr-1, respectively, with 

both approaches having a high spatial correlation with our recommended modelling approach. 

Both the range in model outcomes, i.e., 6.18 – 11.02 t ha-1 yr-1, and spatial correlations were much 

poorer when a distributed GIS approach was used with coarse DEMs relative to our 

recommended modelling approach. 

DEM resolution. Since DEM resolution has a significant impact on model uncertainty and 

is used to calculate both the L-factor and S-factor, we recommend using a DEM resolution of no 

less than 10 m for an accurate discretization of specific catchment areas and calculation of slope 

gradients. Coarse DEM resolutions (e.g., 30 m) are unable to model the slope of small 

topographically complex farm fields (e.g., 5 ha) and will lead to a poor discretization of specific 

catchment areas. Implementing the L-factor and S-factor with 90 m DEMs led to model outcomes 

of 11.02 t ha-1 yr-1 and 3.04 t ha-1 yr-1, respectively, and was the largest source of uncertainty in 

modelling outcomes compared to our recommended modelling approach. Coarse DEMs may be 

appropriate for regions that are less topographically complex with larger farm field sizes, but they 

were a poor choice for modelling the upper-Nith Watershed. 
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Table 6.5. Different implementations of USLE factors for the upper-Nith Watershed. The percent 
difference and correlation coefficients are relative to our recommended modelling approach. The 
L-factor and S-factor use the GIS implementation of Moore and Burch (1986). The RUSLEFAC is 
the RUSLE handbook for Canada (Wall et al. 2002). Each of our model implementations had a 
right-skewed distribution (skewness ≈ 3). The worst modelling approaches relative to our 
recommended approach are highlighted in bold font. 

USLE 
Factor 

Details Soil erosion 
(t ha-1 yr-1) 

Difference 
(%) 

Correlation 
(field-scale) 

 Recommended modelling approach 6.66 N/A N/A 

R-factor RUSLEFAC look-up table (R = 1500) 4.31 35.3 1.00 

R-factor OMAFRA look-up table (R = 1864) 6.46 3.0 1.00 

C-factor OMAFRA look-up table, spatially 
assigned using Agricultural Census 
data with a Monte-Carlo simulation 

9.44 41.7 0.94 

C-factor RUSLEFAC look-up table, spatially 
assigned using Agricultural Census 
data with a Monte-Carlo simulation 

9.81 47.3 0.95 

C-factor RUSLEFAC look-up table, spatially 
assigned using the 2015 AAFC crop 
inventory raster  

9.78 46.8 N/A* 

L-factor 10 m (resampled LiDAR DEM) 
hydrologically conditioned, m = 0.4  

6.18 7.2 0.71 

L-factor 30 m (provincial DEM) hydrologically 
conditioned, m = 0.4  

8.17 22.7 0.34 

L-factor 90 m (resampled provincial DEM) 
hydrologically conditioned, m = 0.4  

11.02 65.5 0.27 

L-factor constant hillslope length of 50 m, m = 
0.4 

5.76 13.5 0.91 

L-factor constant hillslope length of 122 m, m = 
0.4 

8.22 23.4 0.91 

S-factor 10 m (resampled LiDAR DEM), n = 1.3 6.13 8.0 0.96 

S-factor 30 m (provincial DEM), n = 1.3 4.35 34.7 0.89 

S-factor 90 m (resampled provincial DEM), n = 
1.3 

3.04 54.4 0.86 

RCKLSP Literature-based model 4.05 39.2 N/A* 

RCKLSP National model; Clearwater et al. 2016 15.73 136.2 N/A* 

RCKLSP Global model; Borrelli et al. 2017 0.72 89.2 N/A* 

*correlation coefficients cannot be computed since land use and management are prescribed in this approach and 
our recommended modelling approach randomly assigns land use and management using a Monte-Carlo simulation. 
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6.3.3.2. Literature-based model implementation 

Using the most commonly represented methodology in our sampling of literature, i.e., a literature-

based model implementation, we calculated a 30 m raster of annual long-term rates of soil erosion 

per pixel in the upper-Nith Watershed. For the literature-based model implementation, the R-factor 

was selected from an annual isoerodent map for Ontario (Figure R-1, p.46; Wall et al. 2002), 

annual C-factors were selected from a look-up table in the RUSLEFAC handbook (Table C-3a; p. 

91; Wall et al. 2002) and spatially assigned using the 2015 30 m AAFC crop inventory raster 

(Fisette et al. 2013; crop types and land cover classes were derived from Landsat-8 optical 

imagery and RADARSAT-2 radar imagery), K-factors were selected from a table provided by 

OMAFRA and spatially assigned using the Ontario Soil Survey Complex polygon, the L-factor 

was calculated on a 30 m fully hydrologically conditioned DEM (provincial DEM) using the 

approach of Moore and Burch (1986; m = 0.4), and the S-factor was calculated on a 30 m DEM 

(provincial DEM) using the approach of Moore and Burch (1986; n = 1.3).  

The literature-based implementation of the USLE calculated an average erosion rate of 

4.05 t ha-1 yr-1 for the upper-Nith Watershed. The similarity in the estimated average soil erosion 

rates of the literature-based outcome (4.05 t ha-1 yr-1) relative to our recommended modelling 

approach (6.66 t ha-1 yr-1; Table 6.5) demonstrates that vastly different model implementation of 

the USLE can have similar results. The literature-based outcome had a compensatory effect 

whereby two factors (S-factor, R-factor) were underestimated, and two factors (L-factor, C-factor) 

were overestimated relative to our recommended modelling approach. This compensatory effect 

can lead to poor spatial outcomes and challenges with equifinality. For example, our 

recommended modelling approach estimated that, on average, 805 farm fields would be eroding 

at an unsustainable rate, i.e., > 11.2 t ha-1 yr-1. The literature-based approach, when summarized 

at the field level, identified that 419 farm fields would be eroding at an unsustainable rate, with 

only 60.4% of those fields being the same as our recommended modelling approach. A simple 

comparison between the literature-based L-factor and the L-factor from our recommended 

modelling approach shows little spatial correspondence, i.e., spatial correlation of 0.34 at the 

farm-field scale, and a visual comparison shows significant discrepancies between model 

outcomes (Fig. 6.4). The uncertainty associated with the literature-based approach relative to our 

recommended modelling approach can be further exemplified by the C-factor. In our 

recommended modelling approach, we used a time-integrated C-factor where each field was 

assigned a detailed description of crop types, crop rotations, planting and harvest dates based on 

crop type, tillage types, and land use, for each cropstage; the literature-based approach 
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calculated an annual C-factor from a single year of airborne imagery, i.e., each cell in the raster 

was assigned a crop type and the remaining management practices were estimated. There is no 

understanding of the land management practices that drive soil erosion in the literature-based 

approach; both the human and natural components to be fully modelled for a meaningful model 

outcome.  

 

Fig. 6.4. Upper-Nith Watershed modelling results: (a) our recommended modelling approach 
depicting the soil erosion rate for each farm field using an average C-factor value for visualization, 
and (b) a literature-based implementation depicting the average soil erosion rate of each 30 m 
pixel. Erosion rates > 11.2 t ha-1 yr-1 are considered unsustainable.  

6.3.3.3. National and global studies  

To further emphasize the disparity among different USLE applications and model 

implementations, we compared the results from our recommended modelling approach to the 

most rigorous national estimate of soil loss in Canada, the SoilERI, created by AAFC, Canada 

(Clearwater et al. 2016). The SoilERI represents soil loss from both water and tillage erosion and 

is calculated using Soil Landscape of Canada (SLC) polygons and a combination of the USLE 

and RUSLE2. When we aggregated the SoilERI to the same spatial aggregation as our 

recommended modelling approach (i.e., summarized the values for each farm field polygon), the 
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SoilERI over predicted the rate of soil erosion by 9.07 t ha-1 yr-1 (136.2% difference) relative to 

our recommended modelling approach (SoilERI estimates: 15.73 t ha-1 yr-1; recommended 

modelling approach: 6.66 t ha-1 yr-1). This is sharply contrasted by the global study of Borrelli et 

al. 2017) that underpredicted soil loss by 5.94 t ha-1 yr-1 (89.2% difference) in the upper-Nith 

watershed relative to our recommended modelling approach (Borrelli et al. 2017 estimate of 0.72 

t ha-1 yr-1). While it is important to acknowledge the considerable data constraints of national and 

global erosion estimates and that the SoilERI estimates of soil erosion will be marginally higher 

since they include a tillage erosion component, there was a significant disparity between all three 

USLE applications despite the same model being applied.  

6.4. Discussion 

6.4.1. Why the USLE? 

For an environmental problem to be a prominent issue on the world stage and to garner the 

interest of conservation groups, rigorous measurements are needed to quantify the severity of 

the problem, socio-economic drivers, and associated costs. Soil erosion is widely recognized as 

a global problem (e.g., Status of The World’s Soil Resources Report; FAO 2015), whereby soil 

erosion has been identified as one of the main threats to agricultural sustainability, but somewhat 

paradoxically, these conclusions are drawn from a paucity of data. The sentiments of Trimble and 

Crosson (2000) aptly reflect why this is a problem, “It is questionable whether there has ever been 

another perceived public problem for which so much time, effort, and money were spent in light 

of so little scientific evidence” (p. 248). These sentiments are echoed by Boardman (2006), “We 

have difficulty in the recognition, description and quantification of erosion, and limited information 

on the magnitude and frequency of events that cause erosion… The inadequacy and frequent 

misuse of existing data leaves us open to the charge of exaggeration of the erosion problem (a 

la Lomborg)” (p. 73). The conclusions drawn from the paucity of data on soil erosion may be 

perceived as pragmatic to garner public interest, albeit rightly open to criticism. 

Criticisms stem primarily from the generalization of plot-based erosion measurements that 

are extremely difficult to source and not suitable for generalization. For example, Pimentel (2006) 

is well cited (1001 citations on Google Scholar) and identifies a worldwide erosion rate of 30 t ha-

1 yr-1, sourcing Pimentel et al. (1995) for the erosion estimate. Pimentel et al. (1995) cites Barrows 

(1991) for an erosion rate for Asia, Africa, and South America of 30 to 40 tons ha-1 yr-1, and an 

erosion rate of 17 tons ha-1 yr-1 for the United States and Europe. However, Barrows (1991) 

estimate is derived from Lal et al. (1989; Table III) using a synthesis of research from 24 countries 

that includes the following disclaimer: “The data used in this table comes from a wide range of 
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sources and is derived through a wide range of sampling methodologies; it is therefore not 

standardized and serves as only a general indication” (Table 10.6; Barrows 1991). While this 

synthesis of research is useful and informative, the soil erosion rates found in Table III of Lal et 

al. (1989) are sourced from eight different documents (Barber 1983, Fournier 1967, Humphreys 

1984, Lal 1976a, Lal 1976b, Ngatunga et al. 1984, Roose 1977, World Resources Institute 1986) 

which are mostly inaccessible, and the few that are available were based on small plot-based 

studies (e.g., Tanzania; Ngatunga et al. 1984). Lal et al. (1989) warn that “the data obtained from 

small plots are often not comparable… misinterpretation and erroneous conclusions are major 

worries when using such data” (p. 58). While the nesting of sources and lack of citing primary 

literature is a concern, the issue lies in the use of data that has explicitly cautioned its use and 

lack of comparability and scalability. 

A similar example is offered when searching for a primary source from the World 

Resources Institute (1986) citation in Table III of Lal et al. (1989). The World Resources Institute 

(1986; Table 5.5, p. 270) sources a compiled list of cropland soil erosion rates from the World 

Resources Institute and International Institute for Environment and Development which has an 

additional 16 references. One of these references is the estimate of soil erosion in Central Belgium 

sourced from Richter (1983), where Richter (1983) is not the primary source but cites Bollinne 

(1982) in-text: “eight year measurements, carried out in central Belgium, showed soil losses of 10 

to 25 tonnes per hectare per year (p. 11; Bollinne, 1982)”. However, Bollinne (1982) did not 

calculate an average erosion rate for Central Belgium but calculated the erosion rates of 12 small 

experimental erosion plots in central Belgium. While the scaling of small plot-based studies to 

large spatial extents may be the only approach at a particular moment in time, it embeds 

substantial errors in the estimate due to the disconnect in space and time between plots and their 

broad areas of application. Boardman (1998) and Crosson et al. (1995) have a more detailed 

discussion on the perpetuation of the poorly sourced estimate of Pimentel et al. (1995). 

Due to a paucity of data on soil erosion measurements and the frequent erroneous up-

scaling of plot-based based studies in both space and time, modelling is required to gain an 

understanding of the extent of erosion at large spatial extents. For example, the most rigorous 

global application of the USLE estimates a global soil erosion rate of 2.8 t ha-1 yr-1 (Borrelli et al. 

2017; all land uses), which is in stark contrast with the widely cited global erosion rate of 30 t ha-

1 yr-1 estimated by Pimentel (2006; cropland and pastures). While the predictive accuracy of 

erosion models can be evaluated at the farm-field scale (Meinen and Robinson 2021), model 

evaluation is much more challenging at large spatial scales due to a lack of spatially-distributed 
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erosion data, and therefore models should be up-scaled in a rigorous manner that does not 

introduce significant uncertainty or error in their outcomes. Without proper model execution and 

rigorous analysis, we are in danger of discrediting our results, which can erode public trust and 

sustainability efforts. 

While the USLE has the ideal characteristics of a large-scale model, i.e., a simple 

parsimonious modelling structure, our modelling results highlight the uncertainty implicit to up-

scaling the USLE to the watershed scale. Our recommended modelling approach calculated an 

average erosion rate of 6.66 t ha-1 yr-1. The outcome of using different design choices led to a 

range in model outcomes from 3.04 to 11.02 t ha-1 yr-1; changing the implementation of all the 

USLE factors with a literature-based methodology led to a modelling outcome of 4.05 t ha-1 yr-1; 

a comparison with literature showed a range in model outcomes from 0.72 t ha-1 yr-1 to 15.73 t ha-

1 yr-1. While the USLE is a simple empirical model, the variability in model outcomes demonstrates 

the challenges in up-scaling the USLE to a large spatial extent. A standardized and accredited 

methodology for up-scaling the USLE is needed to reduce uncertainty in modelling results. Our 

analysis provides a first step toward discussing this standardization by quantifying the impacts of 

different design choices on erosion estimates and when specific design choices should be made. 

6.4.2. Challenges with using the USLE and Sediment Delivery Ratios 

While we present a quantitative model outcome for coupling the USLE with a field-scale SDR, 

i.e., SDRf, to predict soil loss from fields to waterways by defining a wide range of stochastic 

uncertainty in our Monte-Carlo simulation (i.e., -25 to -75% in-field deposition, ± 20% soil erosion 

rate, ± 20% filtering efficiency of riparian zones), the complexity of human-natural systems often 

precludes a quantitative interpretation of results. This complexity and the challenges of modelling 

sediment delivery in agricultural systems are best exemplified when looking at overland flow paths 

on satellite imagery. For example, in the upper-Nith Watershed, overland flow frequently routed 

to artificial drainage structures at field-edges, accompanied by large depositional plumes, and 

drained directly to the Nith River via surface inlets and subsurface tiles or to an adjacent field or 

ditch via a culvert. When we examined historical airborne imagery, we found that the majority of 

fields with visible signs of water erosion, that also had connectivity to the Nith River, were 

associated with artificial drainage issues from culvert and field tiles. Further complicating this, 

drainage patterns and flow connectivity changed considerably over a short-period of time due to 

new land management practices (e.g., Fig. 6.5). The implementation of a more complex 

environmental model in lieu of our SDRf methodology will not provide more meaningful results 

unless field-scale features and their connectivity (e.g., location of drainage structures) are 
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empirically captured and their effects on overland flow explicitly modelled. Studies that couple the 

USLE with an SDR should generally be treated as qualitative due to the complexity of agricultural 

systems, the inability to validate model results, and since the application of an SDR is so far 

outside of the models intended design space.  

 

Fig. 6.5. Example of land cover change that resulted in an artificial drainage issue. Flow drains 
from the northern field into a culvert under a roadway that, (a) in 2006 drained into a tree and 
grass cover filter strip before entering the Nith River, and (b) in 2019 drains over another 
agricultural field directly into the Nith River, forming a large ephemeral gully annually. Source: 
SWOOP 2015 imagery (left) and Google 2019, Maxar Technologies (right).  

6.4.3. Conclusions 

It is imperative that a standardized and accredited USLE setup is firmly established in the literature 

for model up-scaling that has results synonymous with Agricultural Handbook no. 537 

(Wischmeier and Smith 1978) or Agricultural Handbook no. 703 (Renard et al. 1991) for revised 

USLE applications in a GIS. Cross-comparisons of USLE modelling results cannot be conducted 

without a standardized modelling approach. While we cannot provide guidelines for what 

constitutes an appropriate remote sensing dataset for estimating model input parameters or a 

methodology for up-scaling from the field to watershed scale, we provided a first step in this 

direction by demonstrating the impacts of different design choices and up-scaling methodologies 

on model outcomes. Pragmatism alone is not enough to justify a data source or modelling 

endeavour. The ideal model for large-scale environmental assessments of soil erosion will have 

a high intrinsic model error but low model input error; unfortunately, even with the simple 

parsimonious modelling structure of the USLE, poor results can be driven by model input error 

and user error. If the USLE continues to be used for large-scale environmental assessments of 

soil erosion, more rigor needs to be employed by model users to ensure that modelling results 

are not invalidated by poor design choices.  
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Chapter 7. Conclusions  

Agricultural soil erosion continues to be an important area of environmental research. While there 

has been a large amount of scientific literature published in the last two decades on soil erosion, 

three key areas have been identified by Poesen (2018), among others, as being in need of further 

research: “(1) (an) improved understanding of both natural and anthropogenic soil erosion 

processes and their interactions, (2) scaling up soil erosion processes and rates in space and 

time, and (3) innovative techniques and strategies to prevent soil erosion or reduce erosion rates 

(Poesen, 2018).” The research presented in this dissertation was intended to meet these three 

key areas of research by fulfilling our five outlined research objectives.  

7.1. Improving our understanding of soil erosion processes  

Accurate and repeatable measurements of surface change are needed to better understand 

natural and anthropogenic soil erosion processes and their interactions. The majority of soil 

erosion research focusses on studying sheet and rill erosion processes at the plot scale (< 0.1 

ha), ignoring anthropogenic process domains (e.g., tillage erosion) and other natural large-scale 

process domains (e.g., gully erosion). While the focus on plot-scale erosion processes is 

pragmatic for model development (e.g., 10,000 plot years of measurements; USLE, Wischmeier 

and Smith, 1978), it is important that measurements of soil erosion processes capture all process 

domains that contribute to soil movement at the field scale to better understand soil degradation 

from erosion processes. Capturing field-scale soil movement requires new measurement 

techniques and workflows. 

In this dissertation, by meeting Research Objective 1 and 2, we provided a novel 

framework for using the UAV SfM-MVS workflow to model surface change-detection (i.e., erosion 

and deposition) in agricultural systems over the course of one year. As part of our experiential 

investigation into the accuracy of the SfM-MVS workflow, we identified the effects of UAV image 

orientation on the accuracy of camera self-calibration and the resultant SfM-MVS pointcloud by 

testing four different UAV image acquisition schemes that incorporated both nadir and oblique 

imagery of an agricultural field. The coupling of nadir and oblique imaging angles led to the highest 

surface model accuracy in the absence of ground control points (vertical RMSE: 0.047 m, 

horizontal RMSE: 0.019 m), while with a normative distribution of GCPs the nadir-only image sets 

had similar accuracy metrics (vertical RMSE 0.028 m, horizontal RMSE 0.017 m) to surface 

models generated with nadir and oblique imaging angles ([NC26] vertical RMSE 0.028 m, 

horizontal RMSE 0.013 m). Homologous keypoint matching between nadir and oblique imagery 

was poor when the survey conditions were bright and the surface texture of the field was 
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homogeneous, leading to broad-scale vertical noise in the generated surface models. In 

agricultural systems, a nadir-only imaging scheme is recommended due to the low amount of 

image content (e.g., soil) and vegetated surfaces (e.g., rows of corn), and the comparable results 

between nadir and oblique imaging angles when a sufficiently dense deployment of GCPs was 

used. When we employed the UAV SfM-MVS workflow with nadir-only imagery in Chapters 2 and 

3, we reported vertical checkpoint errors (i.e., RMSE) in our pointclouds of 0.021 – 0.039 m. Given 

a standard nadir UAV image acquisition, an RTK-GNSS ground control survey, and the use of a 

self-calibrating bundle adjustment in an SfM-MVS software application, we expect the vertical 

accuracy (RMSE) of pointclouds to be 2–3× the GSD with a practical upper limit of 0.01 m; the 

vertical accuracy will converge on 2× the GSD if the ground control network is sufficiently dense.  

Based on these accuracy metrics, we recommend following our workflow from April 25, 

2019, to recreate the topography of an agricultural field to quantify the development of erosion 

processes: a nadir image acquisition scheme, UAV height of 60 m AGL, 0.011 m GSD, 70% 

image overlap, 3 GCPs per hectare (expected vertical RMSE: 0.021 m). While small-scale 

process domains cannot be directly measured with this workflow, since we identified a threshold 

for topographic change at > 0.04 m in depth, we demonstrated in Chapter 4 that down-slope 

depositional zones can be used as a proxy for small-scale (i.e., sheet and rill) upslope erosion 

processes. This provides a comprehensive field-scale evaluation of erosion processes. 

To improve upon our recommended workflow, it should be possible to directly measure 

sheet and rill erosion by using stable GCPs, i.e., permanently fixed throughout an entire study. 

The accuracy of our ground control survey constrained the maximum vertical accuracy of each 

surface model to the accuracy of the surveying technique (i.e., a maximum achievable vertical 

accuracy of 0.01 m with RTK-GNSS); sub-cm accuracies can only be achieved if the reference 

system is stable. Stable GCPs allow for both a precise co-registration of surface models and 

remove RTK-GNSS accuracy constraints. The GSD must also be commensurate with the 

accuracy desired, i.e., the GSD of the aerial survey will need to be increased to reach sub-cm 

accuracies. It is important to note that as the GSD increases, the field-of-view of the camera is 

constrained to a smaller area and a larger number of GCPs are required to avoid adverse surface 

deformation. Future research should be directed at refining the UAV SfM-MVS workflow for 

measuring sub-cm erosion processes following our recommendations of using a higher GSD, 

fixed GCPs, or exploring the application of RTK-GNSS enabled UAVs. Once an accredited 

workflow is established, future research can be directed towards long-term soil erosion monitoring 
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at the farm-field scale and quantifying the relative impacts of different natural and anthropogenic 

erosion processes. 

7.2. Scaling up soil erosion processes in space and time: The necessity of field-

scale studies 

An important avenue of future agricultural research is differentiating between soil erosion and soil 

loss, and how landscape connectivity affects soil movement. High rates of water erosion in a 

disconnected system have a lower environmental impact that low rates of water erosion in a well-

connected system. Since most erosion studies are limited by their size, i.e., constrained to 

experimental research plots, it can be difficult to scale up the results in both space and time to 

represent landscape connectivity and large-scale process domains. A key challenge in soil 

erosion studies is understanding the movement of soils from farm fields to waterways, the 

transport of eroded agricultural sediments in waterways, and the sediment yield at the outlet of a 

waterway. Poesen (2018) identifies that the accurate prediction of sediment yield is a major 

research need and “one of the main challenges in geomorphological research”. In order to better 

understand soil erosion and soil movement in agricultural systems, research needs to be 

conducted at the correct temporal and spatial timescale, i.e., on a storm-by-storm basis at the 

farm field scale. 

In this dissertation, we used a UAV SfM-MVS workflow to model the topography of an 

agricultural farm field and monitor field-scale erosion processes over the course of one year. This 

novel workflow allowed us to directly quantify the seasonal distribution of soil erosion processes 

across an entire farm field, rather than trying to up-scale a plot-based study to the field scale. In 

conjunction with our field-scale erosion measurements, we used our surface models of the farm 

field as topographic inputs for a simple hydrology model to give us further insights into the 

hydrology and connectivity of our agricultural system. While the moldboard plow is usually 

associated with accelerated rates of soil erosion, our hillslope-scale hydrology simulations 

showcased that the moldboard plow hydrologically disconnected large areas of each hillslope, 

resulting in higher rates of surface ponding and a decrease in surface runoff relative to a cultivated 

surface. Conditions were more favorable for surface runoff and soil loss immediately following 

cultivation. This could explain the surprising temporal distribution of our erosion measurements; 

86% of the total soil movement from upslope areas to catch basins occurred between May 17, 

2018, and September 19, 2018, with the majority of water erosion happening from spring storm 

immediately following cultivation. While the field surface was barren over the winter fields 

following a moldboard plow, very little soil erosion occurred through the winter months.  The rough 



115 

 

microtopography created with the moldboard plow played an important role in restricting the flow 

of surface runoff and subsequent soil movement. The complex interactions between 

microtopography and surface runoff were not visible at the plot scale, but only became evident at 

the hillslope scale. 

An improved understanding of the interactions between land management practices and 

landscape connectivity is an important area of research for future soil erosion studies, since 

modelling the links in the landscape between systems is just as important as understanding 

absolute soil erosion rates. Since plot-based studies cannot model landscape connectivity, it is 

important that watershed-scale models be empirically informed from field-scale studies to better 

understand soil movement between systems. We demonstrated an approach for measuring field-

scale erosion processes in Research Objective 1 – 3, demonstrated an approach for modelling 

landscape connectivity using very-high resolution DEMs in Objective 4, and we provided a 

workflow for estimating soil loss and modelling landscape connectivity by coupling the USLE with 

a field-scale SDR in Objective 5. The starting point of agricultural soil erosion studies needs to be 

at the scale of the agricultural decision maker, i.e., the individual farm field. This approach allows 

for an accurate representation of the connectivity of each agricultural system and facilitates a 

proper representation of the human dimension (i.e., cropping and management practices) in 

erosion estimates. 

7.3. Strategies to prevent soil erosion or reduce erosion rates: Modelling 

Modelling is often used to evaluate the implementation of new best management practices that 

can ameliorate high rates of soil erosion, but models must be evaluated to ensure they are 

behavioral for a proper evaluation of new best management practices. In this dissertation, we 

evaluated soil erosion estimates from the USLE and WEPP to fulfill Research Objective 3. The 

depositional plume in each of the six catch basins on our study site was used as a proxy for the 

upslope erosion rate of each basin. Our field-scale measurements showcased that the installation 

of catch basins were able to stop 159.52 t of sediment from entering the waterway adjacent to the 

study site over the course of one year, corresponding to an erosion rate of 18.83 t ha−1 yr−1 across 

the six measured basins. Modelling predictions of soil erosion rates were 26.23 t ha−1 yr−1 and 

16.41 t ha−1 yr−1 for the USLE and WEPP, respectively. The WEPP was specifically designed to 

replace the USLE by improving short-term soil loss estimates by a process-based representation 

of climate and hydrology; our study corroborated that the WEPP outperforms the USLE at shorter 

timescales at the farm-field scale, most notably for sub-annual predictions. Both annual and sub-
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annual erosion rates modelled with WEPP were within the upper limit of predictive accuracy, while 

the USLE tended to systematically overestimate soil erosion rates. 

The accurate predictions of the WEPP, when validated with our field-scale measurements, 

allowed us to simulate long-term management practices across our study site which provided 

insights into the temporal distribution of erosion processes and the efficacy of new best 

management practices. Most notably, the WEPP estimated a 10-year average erosion rate for 

the full 15.9-ha study site at 8.12 t ha−1 yr−1 when using a fall moldboard plow, and a reduction in 

soil erosion rates for two different types of chisel plows: 4.65 t ha−1 yr−1 (chisel plow with coulters 

and shovels) and 2.91 t ha−1 yr−1 (chisel plow with coulters and sweeps). Modelling results 

showcased that the majority of soil erosion occurred during the early growing season on our study 

site, with an average of 6.4 days per year with soil erosion; winter events and snowmelt 

constituted 70% of the average long-term runoff with 14.1 days per year with runoff, but winter 

runoff events were rarely associated with soil loss. These modelling outcomes were consistent 

with our in-situ observations and field measurements.  

Future research on the implementation of best management practices in agricultural 

systems that use a modelling approach should start with a model evaluation or validation. Our 

presented UAV SfM-MVS workflow can be used to provide detailed temporally-distributed data 

for model evaluations. While not presented in this thesis, the UAV SfM-MVS workflow can also 

provide a number of additional outputs that are useful for agricultural soil erosion research and 

model evaluation. We used our pointclouds for mapping crop heights (± 0.15 m accuracy on 

mature corn), qualitatively mapping erosion features (e.g., sheet, rill, ephemeral gully erosion), 

soil mapping (e.g., desiccated clays, sand), field management mapping (e.g., sub-surface tile 

drainage lines, surface inlets, soil berms), and crop health (e.g., NDVI). These additional datasets 

can be explored as additional points of a priori or qualitative model validation in future UAV-based 

research.
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Appendix A: Chapter 3 supplementary material 

   

Fig. A1. Skyranger R60 UAV system used for all data acquisitions (left) and a ground control 
point (GCP; right).  

    

Fig. A2. Aerial picture of the northern half of the study site on June 15, 2018 (left), and July 14, 
2018 (right).  

  

Fig. A3. Depositional plume in the catch basin of Basin B after multiple spring-time erosion events 
(left; June 15, 2018) and after a winter of erosion events (right; May 16, 2019). 
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Fig. A4. Depositional plume in the catch basin of Basin E after multiple spring-time erosion events 
(left; June 15, 2018) and after a winter of erosion events (right; May 16, 2019).  

  

Fig. A5. Water erosion in Basin A after multiple spring-time erosion events (June 15, 2018). 

  

Fig. A6. Tile outlets at the field edge.
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Appendix B: Chapter 4 supplementary material 

Table B1. 2018 – 2019 USLE R-derivation Table. Rs of 238.02 not included in R calculations. 

Date E (MJ ha-1) I30 (mm h-1) EI30 (MJ mm ha-1 h-1) 

5/20/2018 3.11 15.29 47.59 

5/31/2018 3.35 13.41 45.00 

6/23/2018 1.96 5.93 11.61 

6/24/2018 6.01 13.41 80.68 

7/16/2018 8.11 49.60 402.11 

7/21/2018 2.05 6.55 13.41 

8/6/2018 4.09 27.76 113.68 

8/8/2018 5.83 23.40 136.48 

8/17/2018 13.18 40.55 534.44 

8/21/2018 4.67 22.15 103.38 

8/25/2018 2.69 11.54 31.03 

10/1/2018 3.65 3.74 13.65 

10/31/2018 4.78 10.92 52.22 

11/2/2018 3.27 4.68 15.32 

11/26/2018 2.81 4.68 13.14 

12/21/2018 2.29 5.93 13.58 

1/23/2019 4.68 15.60 73.05 

3/30/2019 5.69 6.55 37.28 

4/8/2019 2.41 7.49 18.07 

4/14/2019 1.60 3.43 5.51 

4/19/2019 2.92 5.61 16.41 

4/20/2019 1.67 5.30 8.84 

4/26/2019 4.19 8.42 35.32 

5/1/2019 2.30 4.68 10.78 

5/10/2019 3.72 13.10 48.68 

  Total (R): 1881.26 
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Table B2. USLE crop-stage soil losses (t): Seedbed (SB), Establishment (1), Development (2), 
Maturing Crop (3), Stubble (4), Rough fallow (F). 

Basin  Size (ha) SB 1 2 3 4 F Total 

A-1 0.87 1.11 2.61 5.67 7.19 0.11 4.23 20.92 

A-2 0.63 1.22 2.87 6.22 7.88 0.12 4.64 22.94 

A-3 1.77 2.97 6.99 15.18 19.23 0.29 11.31 55.98 

B-1 1.30 1.77 4.17 9.04 11.46 0.17 6.74 33.35 

B-2 0.42 0.84 1.99 4.31 5.46 0.08 3.21 15.90 

B-3 0.97 1.61 3.78 8.21 10.40 0.16 6.12 30.26 

C 0.22 0.08 0.19 0.41 0.51 0.01 0.30 1.50 

D 0.48 0.33 0.78 1.68 2.13 0.03 1.25 6.21 

E 0.73 0.70 1.64 3.55 4.50 0.07 2.65 13.10 

F 1.09 1.19 2.79 6.06 7.67 0.12 4.52 22.34 

       Total: 222.50 
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Appendix C: Chapter 6 supplementary material 

USLE recommend modelling approach 

USLE calculations were conducted in ArcGIS 10.6.1 and the details of each processing step are 
included in this appendix. For the discretization of the upper-Nith Watershed, a fixed 1:4000 scale 
was used to draw each farm field boundary using SWOOP 2015 airborne imagery. Farm fields 
with no barriers between them were digitized as adjacent polygons, whereas farm fields with a 
windbreak or barrier that would block sediment flow were digitized with a gap between polygons 
where the barrier was. The accuracy of the farm field polygon layer is ± 2 m for identifying farm 
field edges. All the USLE factors were summarized as attributes for each farm-field polygon and 
calculated using the following methodology: 

L-factor:  

Data inputs: 2mDEM (2 m Digital Elevation Model), farm_fields (polygon of discretized farm 
fields) 

(1) Extract by mask (Input raster = 2mDEM, feature mask data = farm_fields, output raster 
= clipped_DEM) 

(2) Fill (input surface raster = clipped_DEM, output surface raster = filled_DEM, z limit = 0.4 
m)  

(3) D8 flow direction (input surface raster = filled_DEM, output flow direction raster = 
D8_flow) 

(4) D8 flow accumulation (input flow direction raster = D8_flow, output accumulation raster 
= D8_accumulation) 

(5) Raster calculator. Expression: (Power((“D8_accumulation” * [2] / 22.13),0.6)). Output 
raster = L_factor 

Note: 22.13 refers to the length of a unit plot (meters), [2] is the spatial resolution of the 
data set, and 0.6 refers to the exponent (m = 0.6). The exponent m is most commonly 
set to a value of 0.4 in literature.   

S-factor:  

Date inputs: 2mDEM (2 m Digital Elevation Model), farm_fields (polygon of discretized farm 
fields), farm_basins_poly (polygon of basins; see the SDR Methodology for calculation of this 
layer) 

(1) Aggregate (Input raster = 2mDEM, output raster = 4m_DEM, cell factor = 2, aggregation 
technique = mean) 

(2) Slope (Input raster = 4m_DEM, output raster = deg_slope, output measurement = 
DEGREE) 

(3) Resample (Input raster = deg_slope, output raster = deg_slope_2m, X = 2, Y = 2, 
resampling technique = NEAREST) 

Note: resampling to the same spatial resolution as the L_factor. 

(4) Zonal Statistics (Feature zone data = farm_basins_poly, zone field = FID, input value 
raster = deg_slope_2m, output raster = deg_basin_slope, statistics type = MEAN) 
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Note: we are calculating the average slope for each catchment area, not for each cell or field 
polygon. 

(5) Raster calculator. Expression (Power(((Sin("deg_basin_slope"*0.01745))/0.0896), 
1.3)). Output raster = S_factor. 

Note: 0.01745 is a conversion factor for degrees to radians, and 1.3 refers to the exponent (n = 
1.3). 

 

LS-factor:  

(1) Raster calculator. Expression (L_factor * S_factor * 1.6).  

The LS-factor is based off Griffin et al. (1988; m= 0.6, n = 1.3) for calculating erosion at a point: 

𝐿𝑆 = (
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝐶𝑎𝑡𝑐ℎ𝑚𝑒𝑛𝑡 𝐴𝑟𝑒𝑎

22.13
)0.6 ∗ (

sinθ

0.0896
)

1.3

∗ (1.6) 

K-factor: 

Data inputs: Soil_poly (Ontario Soil Survey Complex Polygon) 

(1) Field calculator (Soil_poly): 

100𝐾 = (2.1𝑀1.14 (10−4)(12 − 𝑎) + 3.25(𝑏 − 2) + 2.5(𝑐 − 3))  × 0.1317 

a = 4% (organic matter content; estimated average) 
b = 2 (fine granular) 
c = 1, 2.5, 4.5, or 6 (profile permeability class) 
 
c is calculated from the HYDRO1 attribute, whereby HYDRO1 “A”, c = 1, HYDRO1 “B”, c = 
2.5, HYDRO1 “C”, c = 4.5, HYDRO1 “D”, c = 6. 
 
M is calculated from the ATEXTURE1 attribute, whereby the textural class is assigned as 
clay loam, fine sandy loam, loam, silty clay loam, silt loam, sandy loam, or organic. 

 
R-factor: 

Data inputs: Precipitation.xls (Wellesley Dam meteorological station hourly precipitation data) 

(1) Calculated using the methodology outlined in Agricultural Handbook no. 537 (p. 5 - 7, p. 
50 – 51; Wischmeier and Smith 1978) using hourly rainfall data with the conversion of 
Panagos et al. (2015b) to convert from 60-minute intensities to 30-minute intensities. 
This correction will introduce some amount of uncertainty and is only recommended if 
30-minute rainfall data is not available.  

Table C1. R-factor (MJ mm ha-1 hr-1 yr-1) for each year. Average annual R-value: 1923. 

 2010 2011 2012 2013 2014 

R-factor 1336 1438 870 2763 3210 
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C-factor: 

Data inputs: census.xls (Canadian 2016 Census of Agriculture) 

(1) Calculated using the methodology outlined Agricultural Handbook no. 537 (see p. 22-26 
and Table 8, p.30; Wischmeier and Smith 1978) using land use and management data 
from the 2016 Canadian Census of Agriculture.  

Table C2. USLE C-factor derivation table. Assuming a 40% cover after plant for chisel system, 
70% disked residue for wheat, and 10% residue left on field for an alfalfa plant in a moldboard 
system. Alfalfa has a spring seeding with no nurse crop and is cut in September. Alfalfa stands 
are 4-years long. Wheat has a fall seeding after soybeans are harvested and is cut in July of the 
following year. Plowing implement abbreviations: moldboard [M], chisel [C], and no-till [NT]. All 
crop stages and planting and harvest dates are estimated based on precipitation patterns and 
local knowledge. 

Corn [M] 2010 C 2011 C 2012 C 2013 C 2014 C 

Fallow  0.106  0.067  0.000  0.035  0.043 

Seedbed 20-May 0.045 12-May 0.082 24-May 0.062 17-May 0.133 27-May 0.010 

Establishment 10-Jun 0.053 2-Jun 0.203 14-Jun 0.042 7-Jun 0.053 17-Jun 0.303 

Development 11-Jul 0.126 3-Jul 0.000 15-Jul 0.117 8-Jul 0.020 18-Jul 0.067 

Mature 10-Aug 0.037 2-Aug 0.047 14-Aug 0.082 7-Aug 0.049 17-Aug 0.016 

Fallow 11-Nov 0.095 6-Nov 0.116 10-Nov 0.220 15-Oct 0.142 14-Oct 0.040 

Total:  0.462  0.516  0.523  0.431  0.479 

Corn [C]  2010 C 2011 C 2012 C 2013 C 2014 C 

Fallow  0.046  0.029  0.000  0.015  0.019 

Seedbed 20-May 0.010 12-May 0.019 24-May 0.014 17-May 0.031 27-May 0.002 

Establishment 10-Jun 0.013 2-Jun 0.050 14-Jun 0.010 7-Jun 0.013 17-Jun 0.074 

Development 11-Jul 0.036 3-Jul 0.000 15-Jul 0.034 8-Jul 0.006 18-Jul 0.020 

Mature 10-Aug 0.019 2-Aug 0.024 14-Aug 0.041 7-Aug 0.024 17-Aug 0.008 

Fallow 11-Nov 0.041 6-Nov 0.050 10-Nov 0.095 15-Oct 0.061 14-Oct 0.017 

Total:  0.165  0.172  0.194  0.150  0.140 

Alfalfa [M] 2010 C 2011 C 2012 C 2013 C 2014 C 

Fallow  0.108  0.069  0.000  0.036  0.044 

Seedbed 20-May 0.039 12-May 0.071 24-May 0.054 17-May 0.115 27-May 0.009 

Establishment 10-Jun 0.043 2-Jun 0.165 14-Jun 0.034 7-Jun 0.043 17-Jun 0.246 

Development 11-Jul 0.099 3-Jul 0.000 15-Jul 0.092 8-Jul 0.016 18-Jul 0.053 

Mature 10-Aug 0.004 2-Aug 0.005 14-Aug 0.008 7-Aug 0.005 17-Aug 0.002 

Fall cut 21-Sep 0.004 9-Oct 0.005 29-Sep 0.010 29-Sep 0.006 29-Sep 0.002 

Total:  0.297  0.314  0.198  0.220  0.355 

Soybean [M], wheat 
[NT] 

2010 C 2011 C 2012 C 2013 C 2014 C 

Fallow  0.108  0.069  0.000  0.036  0.044 

Seedbed (soy) 20-May 0.048 12-May 0.087 24-May 0.066 17-May 0.141 27-May 0.011 

Establishment 10-Jun 0.057 2-Jun 0.219 14-Jun 0.046 7-Jun 0.057 17-Jun 0.326 
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Development 11-Jul 0.126 3-Jul 0.000 15-Jul 0.117 8-Jul 0.020 18-Jul 0.067 

Mature 10-Aug 0.032 2-Aug 0.040 14-Aug 0.070 7-Aug 0.041 17-Aug 0.014 

Seedbed (wheat) 21-Sep 0.003 9-Oct 0.011 29-Sep 0.005 29-Sep 0.009 29-Sep 0.002 

Establishment 12-Oct 0.001 30-Oct 0.000 20-Oct 0.006 20-Oct 0.028 20-Oct 0.005 

Development 12-Nov 0.004 30-Nov 0.001 20-Nov 0.002 20-Nov 0.001 20-Nov 0.000 

Total:  0.379  0.427  0.311  0.334  0.469 

Soybean [C], wheat 
[NT] 

2010 C 2011 C 2012 C 2013 C 2014 C 

Fallow  0.041  0.026  0.000  0.014  0.017 

Seedbed (soy) 20-May 0.012 12-May 0.022 24-May 0.016 17-May 0.035 27-May 0.003 

Establishment 10-Jun 0.017 2-Jun 0.065 14-Jun 0.014 7-Jun 0.017 17-Jun 0.097 

Development 11-Jul 0.056 3-Jul 0.000 15-Jul 0.052 8-Jul 0.009 18-Jul 0.030 

Mature 10-Aug 0.032 2-Aug 0.040 14-Aug 0.070 7-Aug 0.041 17-Aug 0.014 

Seedbed (wheat) 21-Sep 0.003 9-Oct 0.011 29-Sep 0.005 29-Sep 0.009 29-Sep 0.002 

Establishment 12-Oct 0.001 30-Oct 0.000 20-Oct 0.006 20-Oct 0.028 20-Oct 0.005 

Development 12-Nov 0.004 30-Nov 0.001 20-Nov 0.002 20-Nov 0.001 20-Nov 0.000 

Total:  0.166  0.165  0.164  0.154  0.167 

Wheat [NT] 2010 C 2011 C 2012 C 2013 C 2014 C 

Development  0.026  0.019  0.000  0.011  0.011 

Mature 11-Apr 0.010 29-Apr 0.010 19-Apr 0.004 19-Apr 0.006 19-Apr 0.012 

Cut 26-Jul 0.052 20-Jul 0.068 31-Jul 0.165 23-Jul 0.119 24-Jul 0.063 

Total:  0.088  0.096  0.168  0.136  0.085 

Pasture 
[established] 

2010 C 2011 C 2012 C 2013 C 2014 C 

Total:  0.011  0.011  0.011  0.011  0.011 

Alfalfa [established] 2010 C 2011 C 2012 C 2013 C 2014 C 

Total:  0.020  0.020  0.020  0.020  0.020 
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Recommended SDR methodology: 

Date inputs: 2mDEM (2 m Digital Elevation Model), farm_fields (polygon of discretized farm 
fields), Nith_River (polygon) 

 

Fig. C1. SDR workflow: farm_fields polygons and Nith_River polygon. 

(1) Create flow accumulation and basin rasters.  

a. Extract by mask (Input raster = 2mDEM, feature mask data = farm_fields, 
output raster = clipped_DEM) 

b. Fill (input surface raster = clipped_DEM, output surface raster = filled_DEM, z 
limit = 0.4 m)  

c. Flow direction (input surface raster = filled_DEM, output flow direction raster = 
D8_flow, flow direction type = D8) 

d. Flow accumulation (input flow direction raster = D8_flow, output accumulation 
raster = D8_accumulation, flow direction type = D8) 

e. Basin (input flow direction raster = D8 flow, output raster = farm_basins)  

(2) Create a polygon (points) of all the locations where flow leaves farm fields. 

a. Reclassify (Input raster = D8_accumulation, reclass field = VALUE, “0 – 400” -> 
NoData”, output raster = flow_paths) 

Note: this step is filtering out very small flow paths that are unlikely to convey 
sediment; the value used of ‘400’ is subjective and should be altered to a lower 
or higher number indicative of the conditions of your watershed. 
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b. Zonal statistics (Input raster = farm_basins, zone field = VALUE, input value 
raster = flow paths, output raster = maxVal, statistic type = MAXIMUM) 

c. Raster calculator. Map Algebra Expression: (Con("flow_paths" == 
"maxVal","flow_paths")). Output raster = flow_outlet_ras 

d. Raster to point (Input raster = flow_outlet_ras, Field = VALUE, output point 
features = flow_outlets) 

 

Fig. C2. SDR workflow: flow_outlets. 

(3) Calculate the width of riparian zones at the point where flow leaves the field for each 
basin. Filter out all locations where flow outlets are not within 50 m of a waterway. 

a. Select Layer by location (Input feature layer = flow_outlets, relationship = 
WITHIN A DISTANCE, selecting features = Nith_River, search distance = 50 m, 
selection type = NEW_SELECTION) 

Note: 50 m search distance is used to indicate that riparian zones with a width of 
50 m or greater will filter out 100% of sediments. 

b. Flow_outlets, Data -> Export Data (Export: selected features, output feature class 
= sedConnectivity) 

c. Near (Input features = sedConnectivity, near features = Nith_River, method = 
PLANAR) 

Note: this is calculating the distance from each flow path leaving the field to a 
waterway. 

d. Raster to polygon (Input raster = farm_basins, Field = Value, output polygon 
features = farm_basins_poly, create multipart features) 
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Note: Do not simplify polygons 

e. Select layer by location (Input feature layer = farm basins poly, relationship = 
INTERSECT, selecting features = sedConnectivity, selection type = 
NEW_SELECTION) 

  

Fig. C3. SDR workflow: sedConnectivity. 

f. Farm_basins_poly, Data -> Export Data (Export: selected features, output feature 
class = contributingBasins) 

g. Spatial join (Target features = contributingBasins, Join features = 
sedConnectivity, output feature class = contributingBasins2, match option = 
INTERSECT) 
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Fig. C4. SDR workflow: contributingBasins2 polygon.  

(4) Calculate the SDR specific to each basin as a function of the width of the riparian zone. 

a. Create a new field in the attribute table of contributingBasins2 called “SDR” with 
type “DOUBLE”. 

b. ContributingBasins2, NEAR_DIST -> Field Calculator, Parser = Python 

def reclass(x): 

 if (x < 1.0): 

  x = 1.0 

 return x 

 

NEAR_DIST = reclass(!NEAR_DIST!) 

Note: setting the minimum width of each riparian zone to 1 m so the equation of 
Yuan et al. (2009) does not return a negative value. 

c. ContributingBasins2, SDR -> Field Calculator. SDR = 1 – (0.0714 * ln 
([NEAR_DIST]) + 0.6774) 

Note: we are calculating the filtering efficiency of the riparian zone and the SDR 
of each basin using a simple regression relationship developed by Yuan et al. 
(2009). NEAR_DIST represents the width of the riparian zone. A more accurate 
sediment filtering equation based on the vegetation of the riparian zones will yield 
more accurate results and should be used if the type of vegetation is known. 

Reference: 
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Yuan, Y., Bingner, R. L., & Locke, M. A. (2009). A review of effectiveness of 
vegetative buffers on sediment trapping in agricultural areas. Ecohydrology: 
Ecosystems, Land and Water Process Interactions, Ecohydrogeomorphology, 
2(3), 321-336. Doi: 10.1002/eco.82 

(5) Calculate contributing area and SDR of each farm field using the ContributingBasins2 
polygon. 

a. Polygon to Raster (Input features = contributingBasins2, value field = SDR, 
cellsize = 10, output raster dataset = contributingBasins2ras) 

b. Raster to Point (Input raster = contributingBasins2ras, field = VALUE, output 
point features = SDRpoints) 

c. Spatial join (Target features = farm_fields, join features = SDRpoints, output 
feature class = farm_fields2, grid_code [right click on layer] merge rule = MEAN, 
Match option = INTERSECT) 

d. Create two new fields in the attribute table of farm_fields2: 

i. Name = SDR, type = DOUBLE 

Field Calculator (SDR = [grid_code]) 

ii. Name = ContributingArea, type = DOUBLE 

Field Calculator (ContributingArea = ([Join_Count] * 0.01) 

 Note: 0.01 is in hectares, representing the area of a 10x10m cell 

Note: we are calculating the SDR and contributing area of each farm field based 
on the contributing basins found within each field. 

e. Delete all extra fields in the attribute table of farm_fields2. This is your final 
polygon representing the SDR and contributing area of each farm field.  

 

Fig. C5. SDR workflow: example attribute table of farm_fields2. SDR represents 
the percentage of soil lost from the field to a waterway (e.g., SDR = 0.07 
indicates that 7% of total soil erosion from ContArea will become soil loss). Note: 
USLE factor values are imperial in this table. 
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Additional Figures and Data 

Sediment Yield 

Input Data: Sediment yield samples (2010 – 2014, n = 41; Environment Canada New Hamburg 
Station 16018403202), discharge measurements (2010- 2014; Environment Canada Nith River 
at New Hamburg 02GA018). To calculate the average annual sediment yield, we did a simple 
linear regression relating discharge (Y; m3 s-1) to particulate concentration (x; mg L-1); Y = 
1.9158x + 28.198 (R2 = 0.47). The concentration of particulates linearly increases as discharge 
increases.  

 

Fig. C6. Measured hydrograph and modelled sedigraph (R2 = 0.47) at the outlet of the upper-
Nith watershed. Average annual sediment yield (2010 – 2014): 19,943.07 t yr-1 (0.37 t ha-1 yr-1). 
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Fig. C7. Tile-drainage in the upper-Nith Watershed. Source: Ontario Ministry of Agriculture, 
Food, and Rural Affairs (OMAFRA) tile-drainage shapefile. 


