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ABSTRACT 

Cannabinoid receptor 1 (CB1), one of the most populated G-protein coupled receptors (GPCR) 

present within the brain, is involved in various physiological and homeostatic processes. These 

pathways include metabolism and hunger, locomotion, memory processing, and the onset of 

psychoactive effects. In recent decades, it has been uncovered that (both endogenous and 

exogenous) ligands and protein-CB1 interactions can elicit specific cellular pathways via biased 

intracellular signalling. Biased signalling is commenced by inducing various receptor 

conformations through protein/ligand-based interactions. These receptor conformations promote 

CB1 coupling with different G-proteins. Coupling to various G-proteins mediates potential 

therapeutic or adverse side effects. However, the full details on how CB1 controls these pathways 

and produces its psychotropic effects (upon cannabis consumption) are not fully understood. 

Numerous attempts have been conducted to comprehend the CB1 receptor and its signalling 

mechanism. Unfortunately, due to the complexity and novelty of the field, many knowledge gaps 

remain.  

Another prominent issue in the cannabinoid field is the lack of diverse and complete 

crystallographic structures. To date, the isolation of a complete human crystallographic CB1 

structure—free from alterations (i.e., truncations, mutations, and insertion of stabilizing domains) 

—has not been solved. Moreover, there’s a limited crystallographic database on the reported CB1 

interacting proteins, thus further restricting the accuracy of computational studies. For these 

studies, the ligand-receptor and protein-protein binding interactions and their adopted 

conformations under the influence of the complete receptor are unknown. These aspects further 

shroud the cannabinoid field in mystery and limit its clinical utility.  

However, advancements in crystallographic and computational techniques it has facilitated a novel 

avenue in the generation of more accurate three-dimensional (3D) computational models and 

results. This MSc thesis project addressed two major aims – i) developing a comprehensive 

atomistic model of the human CB1 receptor and investigating its effects on ligand binding, in 

addition to ii) modelling the interactions of the human CB1 receptor with one of its protein binding 

partners using computational tools. 

To investigate the impacts of ligand-CB1 binding interactions, the first complete atomistic model 

of the human CB1 receptor was built. Three chemically similar ligands were docked to the receptor 

and subjected to classical molecular dynamic (MD) simulations and binding-free energy 
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calculations. The role of the N-terminus in orthosteric ligand binding was observed and determined 

for each ligand. These examinations postulated the potential importance of incorporating the 

complete receptor in computer-aided drug design (CADD) studies.  

Moreover, the recently published first mammalian cannabinoid interacting protein 1a (CRIP1a) 

crystallographic structure provided a productive template (~96% identity with that of the human 

CRIP1a protein) for this study. Construction of the complete activated human CB1 receptor and 

CRIP1a models’ interactions were investigated utilizing docking approaches. The complexes were 

subjected to classical MD simulations and binding-free energy calculations that allowed for 

subsequent ranking of the best complex. Residues involved in the molecular recognition process 

between human CB1 and CRIP1a were all confined within the experimentally determined binding 

region, thus validating the model.  

Overall, this thesis supports previous experimental and computational findings on CRIP1a-CB1 

binding interactions and the role of the N-terminus in protein-ligand binding. These results 

demonstrate the significance of modelling the complete human CB1 receptor to comprehend the 

protein-protein and protein-ligand interactions within the receptor. Outcomes we can extract from 

this thesis are i) the entire N-terminal segment is necessary for CADD, docking, and affinity-

binding predictions studies. Furthermore, we concluded that ii) the residues involved in the 

molecular recognition process between that of CRIP1a and CB1 are all within the confines of the 

experimentally determined regions (residues 34-110 for CRIP1a, and residues within the distal 

nine amino acids in CB1). Outcomes from this thesis can aid when driving future mutational in 

vitro studies or designing small molecules to target the CRIP1a-CB1 interface. These small 

molecules can be significant in the generation of anti-nociceptive therapeutical drugs.  
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1.1 The Endocannabinoid System 

The psychedelic effects mediated by Cannabis sativa are largely due to Δ9-tetrahydrocannabinol 

(Δ9-THC), the major psychoactive constituent within the plant, which mediates its effects within 

the endocannabinoid system. 1–3 Numerous attempts for the isolation of the active constituents in 

cannabis were carried out for over a century.4 It wasn’t until 19641, that Δ9-THC was finally 

extracted, due to the advance in modern separation techniques.5 With the discovery and elucidation 

of the first chemical constituents of cannabis, Δ9-THC, it became widely available for research in 

the mid-1960s, when it was believed that the medicinal activity of the plant could be separated 

from its psychotropic effects.4,5  For these reasons, most efforts were dedicated to understanding 

the mechanism of action of Δ9-THC, and its potential toxicological and addictive effects.5–9 Studies 

on Δ9-THC11–13 used its structure as a prototype in the discovery of various synthetic analogues 

and novel compounds such as CP-55,94014, which then led to the detection of the main constituents 

of the endocannabinoid system, the cannabinoid receptors (CBRs): cannabinoid receptor 1  (CB1) 

and cannabinoid receptor 2 (CB2), within the brain15 and spleen16, respectively. The identification 

of the CBRs and their chemically derived chemical modulators suggested that endogenous 

molecules stimulate (agonists) or inhibit (antagonists) the receptors present in the body, thus 

leading to the isolation of the naturally occurring cannabinoids anandamide (AEA) and 2-

arachidonoylglycerol (2-AG), later termed the endocannabinoids.5,17–19 The endocannabinoid 

system, is composed of the G-protein coupled CBRs, the endocannabinoids anandamide (AEA) 

and 2-arachidonoylglycerol (2-AG), as well as the enzymes that synthesize and degrade 

endocannabinoids. The enzymes that are part of the endocannabinoid system include N-acyl-

phosphatidylethanolamine-hydrolysing phospholipase D (NAPE-PLD), sn-1-specific 

diacylglycerol lipase-α (DGLα), DGLβ, fatty acid amide hydrolase 1 (FAAH) and 

monoacylglycerol lipase (MAGL; also known as MGL). Therefore, the efforts to understand the 

pharmacological actions of Δ9-THC led to a wealth of insights into the physiological roles of the 

endocannabinoid system.5 Mainly, the endocannabinoid system was found to be involved in the 

homeostatic balance of the nervous and immune systems, as well as many other organ systems 

within the body.3 Endocannabinoids were found to be responsible for regulating the 

neurotransmitter release through an interplay between the different components within the 

endocannabinoid system, thus allowing for the system to be conceived as a drug target for 
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regulating pathogenic diseases and conditions.20 Throughout various in vitro and in vivo models, 

the endocannabinoid system was confirmed to play a role in various homeostatic roles such as 

memory processing21,22, hunger23, locomotor coordination24,25 and the maintain a role in the 

inception of various psychological26,27 and physiological28–30 disorders. Alterations in 

endocannabinoid signalling, are caused due to changes in the expression and function of the CBRs, 

as well as the concentration of endocannabinoid enzymes. These changes are associated with 

various pathological conditions.5 Thus, therapies that exploit or correct such alterations, may be 

developed from the modulators of the CBRs.5 The road to the clinical development of safer 

synthetic cannabinoids has yet to be fruitful in its discoveries, due to the lack of understanding of 

the receptor and atomistic interactions with its ligands.5   

1.2 Cannabinoid Receptor Type-1 

The unearthing of the CB1 and CB2 receptors in 199015 and 199316, respectively, led to the 

uncovering of their effects within various parts of the body. CB2 is located within the peripheral 

cells, particularly immune cells, and involves in immunomodulation. Conversely, CB1 is 

predominantly located within the central nervous system (CNS) and thus is associated with the 

psychedelic effects of Δ9-THC. Uniquely, a low concentration of CB1 is also expressed within 

various peripheral organs, where it partakes in a wealth of roles including in gastro-intestinal 

mobility31, prenatal development32–34, and metabolism23. Likewise, the type-2 receptor (i.e., CB2) 

was also found to be expressed in the CNS in small numbers, where it involves the regulation of 

neuroinflammation and increases the instances of brain injury.35 However, due to the predominant 

roles of CB1 in CNS and its association with Δ9-THC-mediated psychoactive effects, more studies 

have focused on understanding the structure and regulation of CB1. 

CB1, a 472 amino acid long transmembrane (TM) receptor, encoded by the CNR1 gene, with a 

48% sequence identity with that of its counterpart, CB2, is the most abundant GPCR within the 

brain.36 CB1 maintains its highest density within the basal ganglia, substantia nigra, globus pallidus, 

cerebellum, and hippocampus of rodent brains.4 It displays moderate expression in the cerebral 

cortex, septum, amygdala, hypothalamus, and parts of the brainstem and dorsal horn of the spinal 

cord, where it can regulate the sensation of hunger. Whereas regions such as the thalamus and 

ventral horn of the spinal cord have low expression of CB1. The CB1 receptor is also expressed to 

a lower extent in astrocytes, oligodendrocytes, and microglia, where it has been shown to mediate 
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synaptic transmission. These regions of high abundancy are presented within the sensory and 

motor regions which are consistent with the principal role of CB1 receptors in motivation and 

cognition.4,37 Also present within the peripheral nervous system (PNS), CB1 is mostly located in 

the sympathetic nerve terminal, while also being observed in the trigeminal ganglion, dorsal root 

ganglion and dermic nerve endings, where it regulates nociception from afferent nerve fibres.37 

CB1 is also located in the GI tract where it modulates the mobility of the intestines, and the 

secretion of gastric acids, fluids, neurotransmitters, and hormones. In conjunction with the 

hypothalamus, CB1 participates in the regulation of energy balance and metabolism. Given the 

diverse physiological roles  associated with CB1  processes, it remains an attractive drug target 

and,  consequently,  there is a growing interest in therapeutic benefits of cannabinoids that 

modulate CB1 signalling.38  

 

 

1.3 Localization and Cellular Signaling Effects of CB1 

Electrical activity in the CNS is regulated by neurotransmitter release at synapses (Figure 1.1). 

Endocannabinoids, naturally occurring cannabinoid ligands, are responsible for regulating 

neurotransmitter release through an interplay between the different components within the 

endocannabinoid system.20  
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Figure 1.1: CB1’s Signalling mechanisms when activated by endogenous or exogenous 

cannabinoids. Events within the pre-synaptic and post-synaptic cell are visualized. Within the 

pre-synaptic cell, enzymes synthesize the endogenous cannabinoid ligands, which then travel in a 

retrograde manner to activate the CB1 receptors on the post-synaptic cell. (Created with 

BioRender.com) 

 

AEA, one of the endocannabinoids, was discovered to be a high-affinity, partial-agonist of CB1 

while displaying predominate inactivity at CB2.
24 In contrast, 2-AG, the second endocannabinoid, 

has been reported to act as a full agonist at both receptors. 24 Despite their differences in receptor 

selectivity, these endocannabinoids are produced on demand in response to increased intracellular 

Ca2+ concentration, thus affecting the neurotransmission process. For instance, depolarization-

induced suppression of inhibition (DSI) and excitation (DSE)  in the GABAergic and 

glutamatergic neurons, respectively, was the first conclusive evidence to support endocannabinoid 

signalling.39 This phenomenon, occurs from the release of retrograde endocannabinoids (from the 

post-synaptic cell) binding and activation to the CBRs, to then reversibly inhibit afferent 

synapses.39 Later it was discovered that the endocannabinoid system was not only involved in 

short-term depression but long-term depression (LTD) at excitatory and inhibitory synapses.39 In 

https://biorender.com/
https://biorender.com/
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response to increased Ca2+ concentrations, 2-AG, synthesized at the post-synaptic cleft, serves as 

a retrograde synaptic messenger where it binds to CB1 at the presynaptic terminal and suppresses 

the release of neurotransmitters and their systems in two ways: 1) inhibition of voltage-gated Ca2+ 

channels thus reducing Ca2+ influx, and 2) inhibition of adenylyl cyclase and the subsequent 

cAMP/PKA pathway that is involved in LTD.4 CB1 is also one of the most important receptors 

involved in the neuro-regulation of γ-aminobutyric acid (GABA) and glutamate, due to its location 

on the GABAergic and glutamatergic central and pre-synaptic neurons.40,41 The localization of 

these receptors aids in one of their major functions of the endocannabinoid system and the 

receptors, to inhibit neurotransmitter release. The termination of the signalling requires the 

degradation of the cannabinoid ligands.37  

From the initial discovery and precipitation of the CBRs, considerable research has been carried 

out to elucidate and understand their molecular signalling pathways using a variety of endogenous 

and exogenous ligands.38 Upon activation, CB1 signals through the pertussis toxin (PTX)-sensitive 

Gαi/o-type G protein to inhibit the production of 3’, 5’ adenosine triphosphate (cAMP) by adenylate 

cyclase.38 This activation promotes the Gβγ subunit dissociating from the Gα subunit, which 

subsequently promotes the opening of inwardly rectifying potassium channels and the inhibition 

of N-type and P/Q type calcium channels. Besides that, of the canonical Gi/o receptor, CB1 has also 

been found to associate with non-canonical receptors such as the Gs and Gq/11 subunit, which can 

increase in association with exposure to certain synthetic cannabinoid ligands such as AB-

CHMINACA, as well as in a cell-type dependent manner, through functional selectivity or biased 

agonism.38,42 Biased agonism describes the ability of ligands to elicit differential activation of 

signalling pathways through stabilization of distinct receptor conformations and promoting various 

G-protein couplings which drive different downstream signalling cascades. For instance, AB-

CHMINACA was able to increase cAMP concentrations dose-dependently in HEK cells, 

attributing AB-CHMINACA’s ability to regulate CB1-mediated activation of the Gs pathway more 

efficiently than in comparison to CP 55,940 and WIN55,212-2 which inhibited elevated cAMP 

concentrations under the same conditions.38,43 Moreover, another instance of cannabinoid non-

canonical bias in G-protein coupling was observed with WIN 55,212-2 and HU-210, which 

displayed equipotent coupling of the CB1 receptor to the Gαi and Gαs subunit, while CP55,940 

favourably promoted CB1 coupling to Gαi protein.44 Due to the plethora of diverse classes of 

synthetic compounds, it is unclear how their structural diversity may induce a range of 
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pharmacological effects. Therefore, understanding the binding mode and interactions of the 

cannabinoid ligands against CB1 may provide insights into these effects.  

1.4 Introduction of CRIP1a and its in vitro Implications on CB1 

In recent years, it was discovered that CB1 mediates a wide variety of protein-protein interactions 

through its C-terminal tail which is important for CB1-intracellularization, cellular signalling, as 

well as its overall functional state (Figure 1.2). One example of such protein-protein interactions 

is the cannabinoid receptor interacting protein 1a (CRIP1a). CRIP1a arrives from the alternative 

splicing of the CRIP1 gene located on the human chromosome 2,20 generating two isoforms: 

CRIP1a and CRIP1b.  

Figure 1.2: Cellular transduction alterations induced by CRIP1a-CB1 interactions. CRIP1a 

upregulates the association with the Gα½ subunit while decreasing the CB1 association with the 

Gαo/i3 subunit. Increased CRIP1a expression, also increases Ca2+ influx into the cell, which in turn 

increases the cellular neurotransmitter release. CRIP1a also promotes increased cAMP cellular 
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concentrations. In contrast, heightened association with β-arrestins promotes CB1 internalization. 

(Created with BioRender.com) 

 

CRIP1a is highly expressed in the central nervous system and is co-localized with CB1 in pre-

synaptic compartments of excitatory glutamatergic and inhibitory GABAergic neurons.20 Previous 

experiments report that the last nine C-terminal amino acids of CB1 are responsible for binding 

with CRIP1a, and this molecular recognition alters the G-α protein coupling of CB1 and its 

intracellular signalling effects.45 CRIP1a promotes the selectivity of the Gαi subtype activation 

with the Gα1/2 subunit while discouraging CB1 coupling to that of the Gi3 and Go subunit46. Gi3 and 

Go activation are associated with the common CB1 agonist-induced intracellular signalling such as 

cAMP inhibition, Ca2+ channel inhibition, MAPK activation, and reduced glutamate or 

neurotransmitter release into the presynaptic cleft.20,46,47 In contrast, overexpression of CRIP1a 

suppresses CB1-mediated tonic inhibition of N-type voltage-gated Ca2+ channels in superior 

cervical ganglion neurons, increasing glutamate release and decreasing CB1-stimulated 

[35S]GTPγS binding to Gi3/o.
20,48 Thus, the CRIP1a association promotes the commonly associated 

inactivating cellular effects induced by CB1, which alters agonist-induced receptor internalization 

through competitive interactions with β-arrestin proteins.48 With the constant over-activation of 

the receptor, there is a recruitment of β-arrestins (β-arrestin 1 and 2) to the phosphorylated C-

terminus by GPCR kinases.20,38 Interaction with β-arrestins has modulatory effects on downstream 

signalling and regulation (desensitization and internalization) of the GPCRs.  Competition with β-

arrestin provides a functional interference with the clathrin- and dynamin protein mechanisms that 

aid in the internalization process.48 Phosphorylation of CB1 C-terminal peptides through affinity 

pull-down studies identified that phosphorylated threonine-468 at the CB1 distal C-terminus 

reduced CB1-CRIP1a association but increased the competition for the CB1 association with β-

arrestins.48 Moreover, mutation of potential phosphorylation sites in the distal CB1 C-terminus, as 

well as five distal residues with the C-terminus (D466, T467, S468 and A471, L472) that are 

associated with internalization, reduced receptor endocytosis.20 Thus, competitive binding to the 

critical sites for internalization in CB1, serves to functionally attenuate agonist-mediated β-

arrestins recruitment, postulating the functional influence of CRIP1a on agonist-driven CB1 

internalization cellular signalling efficacy, surface density and tolerance.48 CRIP1a has many 

https://biorender.com/
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pharmacological benefits20,47,49 such as mitigating some of the pathological side effects induced 

by synthetic agonists, for example, increased tolerance, abstinent from inducing toxicological or 

psychoactive effects in the body, as well as being a more natural drug target, and thus may avoid 

the off-target side and psychoactive side effects.20,45,47,49  Due to the inactivated state that this 

protein-protein interaction entails, it aids in treating certain pathological states such as 

inflammatory diseases and conditions, like rimonabant or other cannabinoid inactivators. For 

instance, CRIP1a-CB1 interactions can aid those experiencing obesity, by decreasing the 

stimulation of hunger through the endocannabinoid system’s role in metabolism and regulating 

leptin concentrations.23 Overactivation of the endocannabinoid system may contribute to the 

development of diabetes through increased feeding, which leads to a higher energy intake and 

storage.50 These events impair glucose and lipid metabolism, by exerting pro-apoptotic effects in 

pancreatic β-cells and inflammation in pancreatic islets.50  Therefore, the association of these two 

proteins may prove beneficial in treating diabetes. CRIP1a provides a new offset drug target that 

can indirectly control the signalling transduction capabilities of the human CB1 receptor, thus 

generating a new approach that pharmaceutical companies can take when mitigating or enhancing 

the effects of the CB1 receptor. 

1.5 Pathological Roles of CB1 

Due to the many expressed locations of CB1, it can participate in a wide range of roles and 

functions within the body., which allows CB1 to possess a direct involvement and therapeutic role 

in many pathological processes. In particular, CB1 has been discovered to play a role in pain and 

nausea51–55, seizures, cancer17,56–60,inflammatory diseases61–63,gastro-intestinal31,64–68 and 

cardiovascular disorders28,29,63,69,70, as well as infertility 32,33,71–73. Thus, targeting CB1 provides 

therapeutic potential in a plethora of various conditions.  

CB1 regulates energy homeostasis through the central and peripheral mechanisms, where 

inactivation of the receptor in the periphery ameliorates the development of visceral obesity and 

diabetic-induced metabolic complications.74 Within the hypothalamus CB1 regulates the 

concentration of leptin through a negative feedback loop with the endocannabinoid levels.23 High 

levels of endocannabinoids reduce the level of leptin, thus decreasing the number of anorexigenic 

hormones throughout the body.23 In contrast, the inactivation of the CB1 receptor, allows for 

elevated leptin levels, thus reducing the sensation of hunger and feeding.23 Generally, the presence 
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of CB1 in the periphery is low but was reported to be elevated under pathological conditions such 

as obesity and diabetes, under which conditions increased CB1 was observed in adipose tissues.75 

Blockade of the CB1 receptor, attenuates lipid metabolism downregulation in visceral adipose 

tissue76 while enhancing insulin receptor signalling thus increasing β-cell proliferation77.  

Inactivation of the CB1 receptor is also associated with improved obesity-related kidney injury.78 

Obesity-promoted renal inflammation and oxidative stress can lead to kidney failure, 

glomerulosclerosis and tubulointerstitial fibrosis.74,78,79 Exposure to CB1-inactivating molecules 

such as rimonabant or AM251 were able to delay the development of proteinuria and glomerular 

and tubulointerstitial lesion in obese rats.80,81  

The blockage of the CB1 receptor was also reported to be of potential therapeutic value in 

cardiovascular disorders such as myocardial infarction, hemorrhagic and septic shock.63 Elevated 

endocannabinoid levels were observed under such a cardiovascular pathological state.63 

Endocannabinoids were reported to stimulate the vasodilatory effects through blockage 

of norepinephrine from perivascular nerves in the sympathetic nervous system.70 For instance, 

Pacher and co-workers28,69 observed that the hypotensive effects mediated by AEA, an 

endocannabinoid agonist,  were elicited through activation of the CB1 receptor during myocardial 

function.28,82 Thus inactivation of the CB1 receptor may be able to mitigate the effects of reduced 

heart contractility and hypotension in patients with cardiovascular disorders.29  

The peripheral CB1 system is an important therapeutic and prognostic tool concerning various 

metabolic and cardiovascular diseases. Reported agonistic and antagonistic peripheral therapeutic 

effects at the CB1 receptor 83–86 have facilitated a complex network of therapeutic roles that the 

receptor could be involved in, depending on the inactivation or activation of the signalling 

transductions of the receptor. Thus, further research is necessary to understand the contributing 

roles that the endocannabinoid system plays a part in within certain pathological diseases so that 

clinical utilization of cannabinoid antagonists/agonists can be made plausible.  

1.6 Progress in the Discovery and Development of CB1 Receptor Modulators as Therapeutics 

Since CB1 is linked with various physiological and pathological processes in humans, several 

ligands (or cannabinoids) have been developed and pursued since the 1940’s38 to mediate different 

functional states of this receptor. However, the pharmaceutical applications of these cannabinoids 

have been hindered due to their adverse effects. For instance, synthetic agonists and partial 
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agonists of the CB1 receptor (Figure 1.3) were developed to explore the therapeutic benefits of 

CBR activation, such as its anti- nociceptive51 and anti-emesis87 effects. However, more recently, 

concerns surrounding the abuse of the compounds for recreational use as well as incidences of 

toxicity have prompted their withdrawal or abstinent from clinical use. Examples include synthetic 

agonists such as JWH compounds—a subclass of synthetic cannabinoid agonists called 

naphthoylindoles, which include compounds like JWH-01888 and JWH-13389 —, WIN55,212-2, 

and CP55,940, Δ9-THC (a phyto-cannabinoid), as well as endocannabinoids (2-AG and AEA). 

Figure 1.3: Common cannabinoid ligands. WIN 55,212-2, JWH compounds (JWH-018 and 

JWH-133), and CP 55,940 are agonist ligands (compounds which activate the receptor). ∆-9 THC 

is a partial agonist (a compound that is only able to activate the receptor sometimes). Lastly, AEA 

and 2-AG are examples of the two endocannabinoids within our biological systems that activate 

the receptor.  
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On the other hand, cannabinoid antagonists and adverse agonists (i.e., ligands that decrease the 

basal signalling rate of the receptor) were also developed to inactivate CB1 for therapeutic benefits 

against inflammatory-based conditions and obesity, for example.61,90 However, these cannabinoids 

also triggered adverse effects such as enhanced progenesis of mood disorders, as well as 

gastrointestinal concerns such as the onset of increased diarrhea.91  The most well-known example 

of an antagonist of CB1 is Rimonabant (also known as SR141716) which underwent various 

clinical trials and was market-approved for anti-obesity treatment in Europe in 2006-2008.92–95 As 

a drug, rimonabant was found to be effective at reducing food intake, BMI, waist circumference 

as well as improving obesity-induced insulin and leptin resistance, restoring glucose homeostasis 

and dyslipidemias, as well as reducing hepatic fat accumulation in obese individuals, improvement 

in cardiovascular risk factors (improved HbA1c &TG, HDL-C, increased glucose tolerance and 

insulin levels).30,90,96,97 However, in 2008, the European Medicines Agency (EMEA) suspended 

the market approval of Rimonabant due to its severe side effects and its role in the onset of mood 

disorders.94,95 Likewise, Rimonabant also failed to secure market approval by the US Food and 

Drug Administration (FDA) based on the same grounds of psychological side effects, as well as 

the high dropout rate during the North American  Rimonabant in Obesity (RIO) clinical trial.93,97  

Rimonabant in Obesity (RIO)— RIO Europe, RIO Lipids, RIO Diabetes and RIO North 

America—were carried out for a total of 1-2 years97. Due to CB1’s abundancy on the presynaptic 

nerve terminals, it was not only involved in controlling food intake and energy expenditure but 

also reward-related responses, thus explaining the well-documented adverse effects amongst cross 

RIO studies such as nausea, vomiting, diarrhea, headaches, dizziness, anxiety, depressed mood as 

well as depression, anxiety, and suicidal ideation. 74,94,97 Despite, many of the RIO trials making 

their way into Phase 3, increased suicidal tendencies within patients ultimately resulted in its 

failure. Two patients in the clinical trials had committed suicide—one in the RIO-North American 

trial taking 5 mg of rimonabant and another in the STRADIVARIUS study for taking 20 mg.93,97 

The US FDA committee has expressed concerns over the increased risk of psychiatric adverse 

effects, which the RIO trials had not initially considered when conducting their studies.  The results 

with rimonabant not only led to the withdrawal of the drug from the market but the subsequent 

discontinuation of the development of CB1 inactivators by many pharmaceutical companies, 

fearing the therapeutic potential vs. harm of these classes of compounds.74,98 Evidently, the 

outcomes of the RIO trials have highlighted the increased need in understanding the interplay 
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between the synthetic cannabinoid binding interactions and the mediated effects within the body. 

Potentially synthesizing a ligand that can bind in such a way, to mediate the therapeutic effects 

within the body without the adverse effects would be most optimal.  Another therapeutic potential 

could be choosing different off-target drug targets that can alter the signalling of the receptor 

indirectly, through allosteric modulators or protein-protein interactions, to help mitigate the potent 

orthosteric enhanced efficacy effects mediated by synthetic ligands.  
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Objectives and Hypothesis 2.1 

CB1, (Figure 2.1) a class A GPCR, composed of 472 amino acids, contains seven transmembrane 

segments, which are connected through subsequent extracellular (ECL) and intracellular loops 

(ICL). ECL2 is the largest ECL (composed of 17 amino acids) in CB1 that contributes to 

orthosteric-ligand binding and stability, while the ICL3 is the largest ICL (composed of 44 amino 

acids) which has a role in G-protein coupling and potential CRIP1a interactions99. CB1 also 

contains a large N-terminus (116 residues long), and a C-terminal domain (72 residues long) which 

consists of two short helices, termed helix 8 and 9. The publication of crystallographic structures 

has revealed the structural morphology of primarily the transmembrane segment of the CBRs to 

scientists.  

 

 

Figure 2.1: Snake diagram of cannabinoid receptor 1. Visualization of the seven TM helices, 

as well as the long N-/C- termini and the ICL3.100,101  
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Since 2016, various crystallographic CBR structures are being published, which have provided an 

understanding of the conformational states adopted by the receptor and at its orthosteric and 

allosteric sites, before, and during ligand binding via computational, structural, and biochemical 

methods. Understanding the dynamical adopted conformations of the receptor and how these 

modes implicate and are altered under protein-protein and protein-ligand interactions, are 

fundamental to understanding the biological system. Ligand binding is not a static process and 

involves a wealth of dynamic transitions that a protein accommodates to facilitate ligand binding, 

these concepts are of great importance when contributing to the fields of cannabinoid medicinal 

and pharmaceutical-based chemistry. The acquired conformation induced by each cannabinoid 

ligand in addition to their intra-molecular mediated interactions within the receptor is unique. 

Therefore, concerns arise, when the crystallographic structures available on the PDB database 

provide a static image of the receptor under the influence of a single ligand. In essence, these static 

images represent a single time-point of the receptor, leaving most of its assumed conformations, 

in addition to adopted conformations for other ligands and protein interactions unaccounted for. 

These same crystallographic structures are subjected to the introduction of various modifications—

such as truncations, point mutations and insertion of stabilizing domains— which are necessary to 

increase the stability of the receptor in the crystallization process. These modifications alter the 

conformational state of the receptor and generate a modified but stabilized protein or protein 

complex. Consequently, the larger segments in CB1 crystallographic structures, such as the ICL3, 

the N- and C- termini are often subjected to severe modifications, where there has yet to be 

isolation and crystallization of the entirety of these segments. To date, only portions of the ICL3 

(PDB accession codes: 1LVR, and 1LVQ), the membrane-proximal region (MPR) (residues 90-

110) of the N-terminus and the helical 8 segment of the C-terminus (residues 400-411), have been 

crystallized. Thus, crystallographic structures deliver only a partial story of the receptor’s 

dynamics and structure. For these reasons, additional steps are crucial in the re-building of the 

disordered and large regions within the system, in addition to utilizing appropriate force fields, to 

generate the greatest accuracy of the protein and its conditions. By doing so, reproducibility of the 

receptor dynamics to that of in vivo proteins can be obtained, therefore allowing for an increased 

understanding of, and accurate analysis of the biological system.  

In addition to the altercations within the receptor, there exists a limitation within the diversity of 

available cannabinoid structures, further shrouding the CBRs and their modes of interaction in 
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mystery. To date, only three crystallographic structures contain allosteric modulators (PDB 

accession code: 7FEE,7WV9 and 6KQI) negative allosteric modulator (NAM) ORG27569, and 

positive allosteric modulator (PAM) ZCZ011, while four structures exist with the Giα protein 

subunit (PDB accession codes: 6KPG,6KPF,7WV9,6N4B). Moreover, there has yet to be the 

crystallization of any cannabinergic protein-protein complexes, other than that of the Giα-βγ 

subunit, thus leaving most cannabinergic protein-protein interactions—and the understanding of 

their intra-residue interactions involved in the molecular recognition process, the binding mode 

conformations and overall structural morphology and orientation of the proteins within the 

complex—to remain elusive. Crystal structures, of a singularized protein, do not define nor 

distinguish protein-protein interfaces, and therefore the prediction of the protein-protein interfaces 

is often not straightforward.102 Despite the existence of computational approaches for 

distinguishing these protein-protein interfaces,  these are often subjected to errors and artifacts 

leading to data misprepresentation.102 Therefore, experimental data, in addition to computational 

approaches, when defining the protein-protein contact surface is of great importance when 

outlining protein-protein contact surfaces. Protein-protein interactions are essential for all cellular 

processes, in a which high-resolution crystallographic structure can reveal the details of their 

association and function. These details provide a basis to help drive many computational and 

experimental approaches. The generation of biological to non-biological contacts and the 

construction of an accurate in-tact complex is often challenging. However, even upon successful 

extraction of crystallographic protein-protein complexes, these often provide limited information 

on the biological recognitions between the two structures. Macromolecular X-ray crystallography, 

a popular method to obtain high-resolution structural information on protein-protein complexes, 

does not define the entire contacts formed in solution, therefore generating an inconclusive 

story.102 Crystal protein-protein structures also introduce crystal contacts or crystal-packing 

interfaces, that get introduced during the process of crystallization, which is not a part of the 

biological contacts.103 This creates a fundamental difficulty in differentiating between biological 

and crystal contacts, where more crystal contacts have been shown to have larger interface areas 

than biological associations.102 Additionally, PDB’s files (BIOMT records) contain information 

on generating the biological complex, however, often this information is error protein being at 

least 9%.104 Computational methods, together with experimental data, predict and improve the 

reliability of the biological complex formation beyond that of other methods.104 This is especially 
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true for protein-protein complexes such as CRIP1a-CB1 in addition to β-arrestins and CB1 C-

terminal tail complex formation. Due to the lack of crystallographic data on these complexes, 

computational biologists need to predict the binding mode interactions through various docking 

programs utilizing structural and energy constraints in addition to experimental data. The 

combination of computational and experimental methods allows for the understanding of plausible 

modes of interaction, the generation of more accurate models and development of a deeper 

comprehensive understanding of these mediated interactions.  

The full cognizance of how the assumed conformations by various cannabinoid ligands, allosteric 

modulators and protein interactions affect CB1 cellular signalling, the onset of adverse effects (i.e., 

psychoactive effects), promotion of Gα-CB1 biased coupling, are some of the knowledge gaps on 

the cannabinergic field, which can be further unearthed using computational methods. MD and 

computational protein analyses, provide the initial building blocks to generate a more 

comprehensive understanding of the conformational poses CB1 adopts during intra-molecular 

interactions, how these adopted conformations affect the activated state of the receptor, and how 

the different structural components and residue present within CB1, interact, and stabilize the CB1 

protein-protein or protein-ligand interactions, beyond that of the static crystallographic snapshots.  

For instance, in silico studies46,47,105 conducted by Singh and co-workers in 2019 and 2017, as well 

as Ahmed et al., (2014)47 had looked at the binding morphology between that of CB1 and CRIP1a, 

to gain a deeper understanding of the residues involved within the molecular recognition and 

binding process between the two proteins. By utilizing classical MD trajectories and binding 

affinity calculations, further information and dynamics of these protein contacts were able to be 

extracted. However, despite these two teams’ efforts, their models were based on a low-quality 

template, potentially introducing inaccuracies in their results. Exemplifying the importance of 

generating accurate models and the limitations of computational models without the presence of 

experimental structural data. Works conducted by Jakowiecki and co-workers (2021)106 and Chung 

et al., (2019)107 are examples of successful computational studies that have further explained the 

molecular-level interactions and dynamics present between receptor-ligand and allosteric 

interactions, utilizing experimental structural information data conducted by Laprairie et al., 

(2015)108. The in vitro study by Laprairie and colleagues108 concluded that the MPR was important 

in the binding to allosteric modulator CBD, which has been proposed to bind around the orthosteric 
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pocket of the receptor.  Utilizing binding-free energy calculations along with classical MD 

simulations, Chung et al., (2019)107 and Jakowiecki and co-workers (2021)106 were able to show 

the importance of the presence of the MPR and entire N-terminus, respectively, in addition to 

showing a network of important contacts that are formed between the ligand, allosteric modulator, 

the N-terminal segment and residues within the receptor.  Results from these computational studies 

demonstrate the utility of the extent of information which can be retrieved through in silico 

methods, which is unable to be captured through experimental studies alone.   

With the quick advancements in the cannabinergic field, more and more structural information and 

crystallizations are being published allowing for increased accuracy and analyses for future 

computational and experimental studies. Therefore, we hypothesize that the combination of 

computational techniques with previous recently published experimental structural data should 

help to provide novel structural and dynamics insights that are sometimes difficult to be captured 

by experiments alone and their usefulness in safe-therapeutics design. 

Ultimately, within this thesis we aimed to 1) build the complete atomistic models of the human 

CB1 receptor (both activated and inactivated conformations), in addition to the human CRIP1a 

protein. Utilizing these computational models, we then 2) analyzed the binding-affinity 

relationships between inverse-agonist under the presence of the complete CB1 receptor and how 

the presence of the N-terminus affects the stability and binding affinity of the orthosteric ligand in 

the receptor complex. Lastly, we focused on the 3) residues involved in the CRIP1a-CB1 protein-

protein binding interactions, their modes of association, and the newly adopted dynamical 

interplay between both proteins during their formation in comparison to their isolated systems.  
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3.1 Introduction 

CB1 contains one of the longest N-terminal domains (116 amino acids-long segment) amongst the 

class A GPCRs. Its structure and role in ligand binding are not clear and are shrouded in mystery. 

Given its larger size and highly dynamic nature, it is often difficult to characterize it using structure 

determination techniques such as X-ray crystallography or cryo-EM technology. For these reasons, 

only a small portion, commonly known as the membrane-proximal region (MPR), of the N-

terminus has been resolved in the known experimental structures of CB1.
109,110 The MPR, 

encompassing residues ~90-110, has been shown to participate in an important role in ligand 

stability and solvent exclusion, within inverse-agonist/antagonist- crystallographic structures 

(PDB accession codes: 5TGZ109 and 5U09110). Particularly, the MPR has been observed to form a 

‘V-shaped’ plug into the orthosteric pocket, shielding the lipophilic-based core from solvent 

molecules and limiting entry.110–112 Additionally, the MPR has also been identified to mediate 

interactions with the antagonists binding to the orthosteric site in CB1, thus playing a role in 

inverse-agonist/antagonist binding.110 A mutational study conducted by Laprairie et al.,108 has 

highlighted the MPR’s ability to impair CB1’s capacity to bind ligands due to the existence of a 

disulfide bond Cys98-Cys107 within the confines of the MPR. This disulfide bond was also shown 

to play a role in modulating ligand binding to orthosteric and allosteric sites of the receptor.108 

Both in silico106 and experimental108 studies have outlined the importance of the entire N-terminus 

and MPR segments, respectively, in context to allosteric ligand binding, particularly to that of 

CBD, Org 27569 and PSNCBAM-1.113 Thus, this begs the question: if the entire N-terminus also 

plays a role in the binding toward inverse agonists and antagonists modulators beyond that of the 

MPR.  

Typically, the importance of the N-terminus has been underestimated in terms of its significance 

in protein binding and dynamics, as most previous simulation-based efforts were only focused on 

the TM model ignoring the terminal segments.107,114–116 Jakowiecki and co-workers106 were the 

first to report the full N-terminal domain in silico using the replica exchange molecular dynamics 

with solute tempering (REST2) approach to their model. Within their work, they studied the 

impacts of the N-terminal domain on negative allosteric modulator (CBD) and partial-agonist 

binding. It was observed that the N-terminus was more stabilized under the influence of duo 

ligands: a negative allosteric modulator (CBD) and a partial agonist (Δ9-THC) bound to CB1. In 
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contrast, the N-terminus was more dynamic in the presence of Δ9-THC alone, where it had 

undergone a structural rearrangement in terms of the lengths of its secondary structure loops. 

Overall, the presence of the N-terminus was observed to have a great impact on the stability of 

ligand binding via interactions with various structural segments along the orthosteric pocket.106 

Furthermore, the current knowledge also highlighted the accommodating nature of the N-terminus, 

where it can adopt different conformations depending on the ligand(s) bound to them. The 

structural conformations of the entire N-terminal region in the presence of orthosteric 

antagonists/inverse-agonists, beyond that of the MPR, remain elusive.  This chapter aims to 

address this gap using atomistic modelling and simulation of a complete inactivated CB1 structure 

in a complex with orthosteric inactivating ligands. For this purpose, one inverse agonist AM251, 

and two antagonists AM6538 and MJ15 were considered. AM6538 and AM251 are analogs of 

rimonabant (or SR141716A), a well-known antagonist of the human CB1 receptor (as discussed in 

Chapter 1). AM6538 (Ki =0.038 nM)109,117 is, a derivative of AM251, and widely used as a 

rimonabant analogue, is a functionally irreversible antagonist of CB1 in vitro and in vivo.118 

Compared to AM251, AM6538, contains an acetylenic chain system incorporating four carbons 

and a substitute at the omega carbon, in replacement of the iodo group at the para position of the 

5-phenyl ring in AM251.109 Unlike AM6538, which was used to stabilize the CB1 receptor during 

its crystallization process, ZDG is a modified version of the antagonist visualized in the PDB 

structure. ZDG lacks the nitrate (ONO2) group in its structural morphology, due to its higher degree 

of flexibility in comparison to the other atoms in AM6538, resulting in the absence of electron 

density, and thus its exclusion only in the visualization aspect.109 On the other hand, AM251(Kd= 

0.23-0.8 nM)119–122, the precursor of AM6538, is used as a pharmacological standard as a CB1-

selective antagonist109. In AM251, the p-chloro group attached to the phenyl substituent at C5 of 

the pyrazole (originally present in rimonabant) is replaced with a p-iodo group, giving AM251 a 

better binding affinity than in comparison to rimonabant.123 On the other hand, MJ15 is a potent 

and selective CB1 antagonist (Ki = 27.2 pM against rat CB1).
124  To date, two X-ray 

crystallographic structures of the inactivated CB1  receptor have been reported in the PDB 

database: a structure of human CB1 in complex with AM6538 (PDB accession code: 5TGZ109) and 

CB1 in complex with taranabant (PDB: 5U09110). Initially, we constructed a complete model of 

the human CB1 receptor using the X-ray crystallographic structure of CB1 in a complex with 

AM6538 (PDB: 5TGZ). Subsequently, the ligand molecules were docked to the CB1 receptor, to 
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which the dynamics of the complexes were probed using extensive classical MD simulations and 

binding free energy calculations. This chapter will extend insights into the structural basis of the 

ligand-bound inactivated CB1 complex under physiological conditions.  

3.2 Methods: 

3.2.1 Model Building 

The first CB1 structure was solved in 2016, using X-ray diffraction crystallography. To date, there 

are nine CB1 structures in the PDB database, with the newest structure being published in 2022, 

these crystallographic model’s resolution range between 2.6 to 2.95 angstrom (Å) (PDB accession 

code: 5TGZ109, 5U09110,5XR8111,5XRA111,6N4B114,6KQI125, 7V3Z126, 7WV9127 and 7FEE127).  

Table 3.1: Crystallographic information of CB1 receptors. Updated crystallographic 

information on the CB1 receptors, including their activated status, crystallized ligands, resolution, 

and publishers.  

PDB 

accession 

code 

Ligand(s)  Activated(A)/Inactivated 

(I) 

Resolution 

(Å) 

Citation 

5TGZ ZDG (AM6538) I 2.80 Hua et al., 

(2016)109 

5U09 (Taranabant) I 2.60 Shao et al., 

(2016)110 

5XR8 8D0(AM841) A 2.95 Hua et al., 

(2017)111 

5XRA 8D3(AM11542) A 2.80 Hua et al., 

(2017)111 

6N4B KCA(FUB) A 3.00 Kumar et al., 

(2019)114 

6KQI 9GF(CP55,940): 

orthosteric ligand 

 

A 3.25 Shao et al., 

(2019)125 
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9GL(ORG27569): 

allosteric 

modulator 

7V3Z 9GF(CP55,940) A 3.29 Wang et al., 

(2021)126 

7WV9 9GF(CP55,940): 

orthosteric ligand 

 

7IC(ZCZ011): 

allosteric 

modulator 

D 3.36 Qin et al., 

(2022)127 

7FEE 9GF(CP55,940): 

orthosteric ligand 

 

7IC(ZCZ011): 

allosteric 

modulator 

A 2.70 Yang et al., 

(2022)127 

 

To induce crystallization, deletion of residues Val 306 to Pro332 encompassing the highly variable 

ICL3, were substituted with the flavodoxin stabilizing protein (residues 1002-1148).  These 

crystallographic structures are also often subjected to the truncation of their N- and C-terminal 

domains, due to their large nature and flexibility. The availability of these crystallographic 

structures helped to understand the structures of CB1 and support the computational investigation 

of ligand binding using techniques such as molecular docking and MD simulation with a high 

degree of accuracy. In our study, we selected an inactivated CB1 structure co-crystallized with 

AM6538 from the PDB128 database (PDB accession code: 5TGZ) as a building block to construct 

the complete CB1 model.  Initial preparation of the CB1 structure concurred through the elimination 

of associated ligands, the deletion of flavodoxin (the stabilizing domain in the crystal structure), 

the addition of hydrogen atoms, and the re-construction of missing loops and atom backbones. All 

these initial processing steps of the structure were carried out utilizing the software package UCSF 

Chimera version 1.13129. Specifically, modelling the missing loops and segments such as the ICL3, 
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as well as the N- and C- termini were conducted by Modeller(v10.1)130 and the online server 

Threading ASSEmbly Refinement (I-TASSER)131, respectively. Models in I-TASSER were 

picked based on the quality of their template, which is heavily reliant on the C-score. The C-score 

in I-TASSER is defined as: 

𝐶 − 𝑠𝑐𝑜𝑟𝑒 = ln (
𝑀

𝑀𝑡𝑜𝑡
∙

1

〈𝑅𝑀𝑆𝐷〉
∙

∏ 𝑍(𝑖)4
𝑖=1

∏ 𝑍0(𝑖)4
𝑖=1

) 
(3.1) 

 

M is the multiplicity of structures in the cluster, Mtot is the total number of I-TASSER structures 

used in the clustering, <RMSD> is the average RMSD of the structures to the cluster centroid. The 

terms  
𝑀

𝑀𝑡𝑜𝑡
 𝑎𝑛𝑑 

1

〈𝑅𝑀𝑆𝐷〉
 described the degree to which the structure has converged during the 

process of clustering. This is also correlated to the consistency of the external restraints and the I-

TASSER potential implemented within the program. The next terms in the equation
∏ 𝑍(𝑖)4

𝑖=1

∏ 𝑍0(𝑖)4
𝑖=1

 are 

explained by the Z-score value. In essence, Z(i) is the highest Z-score (the energy to mean in the 

unit of standard deviation) of the templates generated by the ith profile-profile threading alignment 

threading program. This program threads target sequences through a representative PDB library to 

search for possible folds. Fragments excised from the threading aligned regions are then used to 

generate full models, while the threading unaligned regions are built through ab inito modelling. 

Lastly, the Z0(i) term, is the program Z-score cut-off for distinguishing between the good quality 

and bad quality templates. The standard of the template can be described where Z0(1) =1.0, Z0(2) 

=8.5, Z0(3) =8.0, Z0(4) =10.5, ordering from high to low-quality threading templates.131   

3.2.2 Ligand Preparation and Molecular Docking Calculations 

Molecular docking of the selected ligands (i.e., AM6538, AM251, and MJ15) against the complete 

human CB1 model was carried out using AutoDock-VINA132, an efficient and rapid docking 

program. Autodock-VINA employs a docking method that uses a simplified empirical scoring 

function (for ranking of poses) and a gradient-optimization algorithm for conformational searches 

during docking.133 The target structure and the ligands were prepared in AutoDockTools version 

1.5.6134, utilizing energy bonds, with the addition of hydrogen bonds (so they could be accounted 

for during docking calculations). Ligand structures were retrieved from the PubChem135 database 

in the SMILES format, which was then converted to the PDB format using OpenBable. PDB files 
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of the ligands were then converted to the AutoDock-VINA format and Gasteiger charges were 

assigned to the ligand atoms using the ligand preparation script from AutoDockTools. 

Subsequently, the ligands were docked into the pre-determined docking grid (size) centred on the 

orthosteric binding site of the CB1 model. The molecules were ranked based on their docking score, 

which is based on effectiveness and free binding energy value. The results from docking were then 

assessed through a visual comparison of the ligand binding pose, in each of the docked complexes, 

against that of ZDG in the crystal structure (5TGZ). Since docking programs are known to be able 

to reproduce crystallographic binding poses, but not necessarily rank them correctly, binding poses 

that showed a good agreement with the crystal structure, demonstrated by the overlap of their cores, 

and heads were selected for further analyses of classical MD simulation and MM/PBSA-based 

binding free energy calculations136. For visual analyses of the docking results, the PyMOL137 

program was used. Since the experimental binding data were available for all the ligands 

considered in this work, we then used the reported Ki (inhibition constant) data and the resultant 

experimental binding free energies (ΔG) against the values predicted from our calculations.  

Ki values were converted into binding free energies using the following equations: 

∆𝐺𝑏𝑖𝑛𝑑 = 𝑅𝑇𝑙𝑛𝐾𝑖                                                                      

(3.2) 

𝑙𝑛𝐾𝑏 = −𝑙𝑛𝐾𝑑     𝑙𝑛𝐾𝑏 = −𝑙𝑛𝐾𝑖                                                                      

(3.3) 

 

Here, R is the gas constant (0.0831446261815324 L⋅bar⋅K−1⋅mol−1), and T is 310K in Kelvin.136  

3.2.3 System Building  

Utilizing the Membrane Builder program in CHARMM-GUI138, the ligand-bound CB1 complexes 

were constructed in a physiological environment of the membrane bilayer, solvent (water 

molecules) and ions. In the first step, the TM positioning of the CB1 receptor was determined using 

the Position of proteins in the membrane (PPM)139  program and the orientations of proteins and 

membranes (OPM) database139. Subsequently, each of the ligand-protein complexes was 

embedded in a pre-equilibrated lipid bilayer made up of 1-palmitoyl-2-oleoyl-sn-glycero-3-

phosphocholine (POPC) molecules and solvated with TIP3P water molecules. The ion 
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concentration for each system was set to 0.15M NaCl.  The overall sizes of the assembled systems 

were 150Å x 150Å x 143Å; 150Å x 150Å x 143Å and 150Å x 150Å x 144Å for the AM6538, 

AM251 and MJ15 complexes, respectively. The parameter and topology files for the protein and 

the ligand were generated for further MD simulation.140 

3.2.4 Classical Molecular Dynamic Simulation and Analyses 

All MD simulations were run using the NAMD version 2.11141 simulation package with CUDA 

support, with the CHARMM36m forcefield140 for describing the structures of the protein, and the 

CHARMM general force field (CGenFF)140 for the bound ligands in this study. Each system 

underwent multiple stages of energy minimization utilizing conjugate gradient, 15 ns long 

equilibration and 50ns long production MD simulation. MD equilibration and production were 

carried out at a preset temperature of 310K with an atmospheric pressure of 1.01325 bar. In 

addition, Particle Mesh Ewald (PME) electrostatics were implemented, allowing for infinite 

electrostatics (long-range electrostatic interactions) without truncation. The van der Waals force-

based switching distance of 10 Å was applied to the system to ensure smoothing of the function 

for the electrostatics and van der Waals forces, and to avoid abrupt truncations in the force, thus 

conserving energy. A cut-off of 12Å was set for local electrostatic and van der Waals interaction 

distance calculations. All bonds involving hydrogens were set as rigid, to avoid high dynamics, 

and Langevin dynamics were applied to the system. Harmonic, planar, and dihedral restraints 

(Table 3) were applied to the protein, lipids, and the ligand within the system, in which beta-

coupling (temperature-coupling) was used for the harmonic constraint force constant. Harmonic 

restraints and planar restraints were gradually reduced from 500 and 5 to 0, respectively, over 

equilibration and minimization.  Production was run restraint free with rigidity added to the 

hydrogen atoms and bonds within the system.  
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Table 3.2: Stepwise information on the protocol for equilibration. Minimization was 

conducted together with equilibration in step 6.1. Release of planar and harmonic (dihedral 

restraints) throughout the simulation are shown within each step.   

 

Equilibration step 

Restraints (Kcal/mol): 

Planar Harmonic (dihedral) 

6.1 5 500 

6.2 5 200 

6.3 2 100 

6.4 1 100 

6.5 0.2 50 

6.6 0 0 

 

The stability and flexibility of the ligand-protein complexes during the MD simulations were 

assessed based on the evolution of the backbone root mean square deviations (RMSDs) and per-

residue root mean square fluctuations (RMSF). The RMSD and RMSF plots were computed from 

the MD trajectories of the complexes and using the CPPTRAJ142 software in the AMBER18143 

package. All other trajectory visualization and analyses were carried out using PyMOL and VMD.  

3.2.5 Binding-Free Energy Calculations  

Accurate estimation of binding free energy calculations is an important aspect of computer-aided 

drug design (CADD). Molecular Mechanics Poisson-Boltzmann Surface Area (MM-PBSA) and 

Molecular Mechanics Generalized Born Surface Area (MM-GBSA) methods provide an efficient, 

low-cost means of estimating the binding-free energies of ligand-protein complexes.144 In this 

study, we used the MM-PBSA, which employs the Poisson-Boltzmann model, to compute the 

relative binding free energies of ligand-CB1 complexes. Respectively, then in comparison to the 

computationally expensive free-energy perturbation method.  MM-PBSA method can be described 

by the following equation: 

∆𝐺𝑏𝑖𝑛𝑑 = ∆𝐻 − 𝑇∆𝑆 = 〈∆𝐸𝑔𝑎𝑠 + ∆𝐺 𝑠𝑜𝑙𝑣𝑎𝑡𝑖𝑜𝑛
𝑝𝑜𝑙𝑎𝑟 + ∆𝐺 𝑠𝑜𝑙𝑣𝑎𝑡𝑖𝑜𝑛

𝑛𝑜𝑛𝑝𝑜𝑙𝑎𝑟 − 𝑇∆𝑆〉 (3.4)                                                                           
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The binding free energy (∆𝐺𝑏𝑖𝑛𝑑) is equated to the entropy (∆𝑆) (the disorder within the system, 

which is dependent on temperature) and the enthalpy (∆𝐻) (the thermodynamic and the sum of 

the internal energy contained within the complex). These two terms can be further divided into the 

gas-phase binding free energy ( ∆𝐸𝑔𝑎𝑠 ) as well as the polar solvation free energy of the 

complex(∆𝐺 𝑠𝑜𝑙𝑣𝑎𝑡𝑖𝑜𝑛
𝑝𝑜𝑙𝑎𝑟 ) relative to that of the inverse-agonists and CB1. 

∆𝐺𝑏𝑖𝑛𝑑 = ∆𝐺𝑔𝑎𝑠 + (∆𝐺𝑠𝑜𝑙) 

The gas-phase binding free energy (∆𝐸𝑔𝑎𝑠) can be divided into the averaged CB1-ligand 

interactions, which include the potential energy or molecular mechanics energy term 𝐸𝑀𝑀  and 

the contribution of entropy (−𝑇∆𝑆). 𝐸𝑀𝑀 can be further composed into the non-bonded and 

bonded energy, in which the non-bonded energy is composed of three terms: 1) an aggregate of 

electrostatic (𝐸𝑒𝑠), 2) van der Waals (𝐸𝑣𝑑𝑊), and 3) internal energy (𝐸𝑖𝑛𝑡): 

           𝐸𝑀𝑀 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 and 𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 = 𝐸𝑣𝑑𝑊 + 𝐸𝑒𝑠 + 𝐸𝑖𝑛𝑡 

The solvation energy of the complex can also be comprised into two terms: 

∆𝐺 𝑠𝑜𝑙𝑣𝑎𝑡𝑖𝑜𝑛
𝑝𝑜𝑙𝑎𝑟 = ∆𝐺𝑝𝑏 + ∆𝐺 𝑠𝑜𝑙𝑣𝑎𝑡𝑖𝑜𝑛

𝑛𝑜𝑛𝑝𝑜𝑙𝑎𝑟  

∆𝐺 𝑠𝑜𝑙𝑣𝑎𝑡𝑖𝑜𝑛
𝑛𝑜𝑛𝑝𝑜𝑙𝑎𝑟 = 𝛾𝑆𝐴𝑆𝐴 + 𝑏 

∆𝐺𝑝𝑏 is the polar solvation free energy contribution calculated by solving the nonlinear Poison-

Boltzmann (PB) equation.145 On the other hand the nonpolar solvation free energy, is estimated 

using the solvent-accessible surface area (SA) term. 

All MM-PBSA calculations were carried out utilizing the Calculation of Free Energy (CaFE) 

VMD plugin for NAMD.146 CaFE predicts binding affinities from MD trajectories and using an 

end-point approach. The receptor-ligand binding event can be split into two stages: association in 

the gas-phase evaluated with a classical forcefield, and in the aqueous phase using implicit solvent 

and the difference between the two phases results in the ΔG. CaFE conducts these steps by utilizing 

the MD trajectory files for end-point analysis. The end-point approach in energy calculations is 

one in which the complex, receptor and ligand conformations are extracted from the MD trajectory 

files. In terms of the energy calculations, three energetic components were calculated, the first 

being the gas-phase energy difference between the complex, the isolated receptor and the ligand. 
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Second, the polar solvation free energy is calculated by calling the VMD plugin APBS147, which 

calculates the solvated PB equation implemented in the program. Lastly, the difference in the 

solvent accessible area (SASA) was considered, along with the calculation of the nonpolar 

solvation free energy through its linear relationship with the SASA.146  

The binding free energy is averaged throughout the frames, in which the entropic term (∆S) was 

ignored due to its high computational costs and frequent generation of inaccurate results in entropic 

calculations. In addition, the entropy term can be ignored because the estimation of the binding 

free energies was conducted to determine the relative binding strength of structurally similar 

compounds in a complex with CB1. All MM-PBSA calculations were carried out with an internal 

dielectric constant (indi) set to 2.0, while the external dielectric constant (exdi) was set to 80.0. 

300 snapshots were used for the last 30ns, in which 100 used snapshots per 1000 frames, with a 

stride set to 10. 

3.2.6 Principal Component Analysis 

Principal component analysis (PCA) is a statistical method that is efficient in reducing the 

dimensionality of a complex system while extracting essential information from the principal 

modes of sampled motion.148,149 PCA represents a linear transformation that diagonalizes the 

covariance matrix and removes instantaneous linear correlations among the variables.148 By 

ordering the eigenvalues of the transformed matrix in decreasing order, it allows for the analysis 

of the relationship between different sampled conformations during the trajectory, as well as the 

principal components (orthogonal eigenvectors) describing the maximal variance on the 

distribution of the structures.150,148 The percentage of the total mean square displacement (or 

variance) of atomic positional fluctuations captured in each dimension are characterized by their 

corresponding eigenvalue. Usually, 3-5 dimensions are sufficient to capture over 70% of the total 

variance within a given MD trajectory. 150  Moreover, the utilization of dihedral angles or atomic 

coordinates for α-carbon atoms is a more valuable component to measure coordinates in PCA, than 

in comparison to other internal coordinates such as bond lengths, and bond angles which do not 

undergo large changes in amplitude.148 In this PCA analysis, the x, y and z coordinates of the C-α 

atoms were used for trajectory frame superimposition and PCA analysis.148 The time-dependent 

motions (k) are described as a co-variance matrix (Cij) between the atomic Cartesian positions of 

our residues (i,j), which can be described as follows 
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(3.7) 

𝑾𝑻𝑪𝑾 =  𝝀  (3.8) 

To derive the principal components for our data, reduction of the dimensionality of the system is 

necessary by finding the projections which maximize the variance or minimize the total mean 

square displacement. In essence, the first principal component is the vector that has the largest 

variance, while the second, is the direction in space that maximizes the variance orthogonal to the 

first component’s direction.151 To formulate the equation of the covariance matrix the composition 

of 𝑥𝑖
𝑘 , 𝑥𝑗

𝑘  and their means 𝑥𝑖 , 𝑥𝑗  need to be incorporated. 𝑥𝑖
𝑘, 𝑥𝑗

𝑘  encompass a pair of elements 

(i,j) of vector 𝑥 
𝑘 , which includes any of the x, y, and z Cartesian coordinates of the 𝐶∝ atoms for 

the protein at time step k. On the other hand, 𝑥𝑖, 𝑥𝑗  are the mean values of those Cartesian 

coordinates calculated from N structures within the MD simulation. Ensuring the maximization of 

the variance on the projected vector, the variance of the projections along the vectors, is taken by 

squaring the sum of the magnitude of the vector,𝒘𝑻𝑥 
𝑘  for i and j, subtracted by the mean of all 

the projected vectors (of i and j), 𝒘𝑻 𝑥, where 𝒘 is the unit vector and T is transformed matrix 

(Equation 3.6). In essence, equation 3.7 computes the closed form of the covariance matrix 

(Equation 3.8) or 𝒘𝑻𝑪𝒘 = 𝒘, where C is the closed form of the covariance matrix, and needed 

to be maximized. Using, Lagrangian multipliers, while incorporating the constraint that the unit 

vector needs to be 1, generates the final form of 𝝀 = 𝑾𝐓𝐂𝑾 where 𝑾 is transformation matrix 

whose columns are eigenvectors of the motions, while the diagonal elements of the, 𝝀, are the 

associated eigenvalues. Thus, using the largest eigenvalue, generates the highest variance, and thus 

the highest degree of fluctuation within the system. The eigenvectors show the direction and 

magnitude of motion of the backbone and the associated eigenvalues are the frequency or 
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amplitude of that motion.149 All PCA analyses in this work were conducted using Bio3D150, a 

package in R used for analyzing protein structures and MD trajectories. 

3.2.7 Cross-Correlation Plots 

Dynamic cross-correlation extracts essential information about the fluctuations on a 

macromolecule spanning hundreds of nanoseconds (ns) in MD simulations. Since correlating the 

dynamics between different atomistic segments is often difficult, cross-correlation plots ease this 

process by quantifying the correlation coefficients of motions between atoms. These cross-

correlation maps help to analyze the effects that various residues and or atoms may have on each 

other152. Dynamic cross-correlation can provide insights into the correlative motion of atoms by 

analyzing the displacement of determining average coordinates on the backbone fluctuations and 

domain motions within the C-α atoms153. The equation of this method can be described as: 

          𝐷𝐶𝐶(𝑖, 𝑗) =
〈∆𝑟𝑖(𝑡) ∙ ∆𝑟𝑗(𝑡)〉𝑡

√〈||∆𝑟𝑖(𝑡)||2〉𝑡 √〈||∆𝑟𝑗(𝑡)||2〉𝑡 

 

 

(3.9) 

 

The displacement of the atom’s C-α vector coordinates with respect to time is described by, 𝑟𝑖(𝑡), 

which is the vector of the ith atom’s C-α Cartesian coordinates in any of the x, y and z plane as a 

function of time, while ∆𝑟𝑖(𝑡) , expressed as 𝑟𝑖(𝑡) − 〈𝑟𝑖(𝑡)〉𝑡 ,is the vector’s ith C-α atoms 

coordinates subtracted from the average of the vector’s coordinates throughout each MD time 

snapshot153. The cross-correlation plot for the isolated proteins and their complexes was also 

calculated using the Bio3d module150.  

3.2.8 Cluster analyses of MD trajectories 

MD trajectories often involve various conformational changes of the system under study. By 

performing a cluster analysis, it is possible to identify the most dominant conformational states 

sampled during the simulation. In this work, we performed cluster analyses of the MD trajectories 

of the ligand-CB1 complexes using the K-means algorithm and by employing backbone RMSD as 

a distance metric. K-means clustering, a popular unsupervised machine learning algorithm, 

partitions datasets into non-overlapping clusters{C1, C2…., Cn} without the presumption that all 
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conformations are hierarchical.154 For protein clustering, K-means aims to cluster the three-

dimensional Cartesian coordinates of all the atoms within the simulated system throughout each 

time-evolved snapshot, based on their similarity to each other 154,152. The similarity parameter that 

characterizes the formation of each cluster indoctrinates a geometric constraint, being the RMSD 

distance between pairs of MD conformations. Particularly, the RMSD of each conformational 

snapshot is calculated based on the protein atoms (ex) heavy atoms or C-α atoms) in their Cartesian 

(x, y, and z) coordinates. Thus, each cluster can aid in describing similarities between pairs of 

conformations, and facilitating the ease of trajectory analysis.154 

𝑚𝑖𝑛 ∑ ∑ ‖𝑥 − 𝜇𝑖‖
2

𝑥∈𝐶𝑖

𝐾

𝑖=1

 

 

(3.10)154 

Defining the algorithm; 𝑥 denotes the MD conformations in the ith cluster, 𝐶𝑖 ,while 𝜇𝑖 describes 

the cluster’s center (geometric mean)154. Initially, a hyperparameter of K conformations is picked 

as the initial number of cluster centers, to which all other conformations are assigned to their 

closest centers (also termed nearest mean or cluster centroid). By doing this it ensures that the total 

within-cluster sum of squares of distances of the conformations or the Euclidean distances and 

their corresponding cluster centers (geometric means) are minimized154. In the iteration step, the 

re-calculation of the geometric means of each cluster is computed, in addition to the distance of 

all other conformations to their closest centers. The algorithm is terminated once the system 

reaches convergence, and the amount of K conformations is satisfied by the initially given 

hyperparameter. The average runtime complexity for K-means is O(Knl), where n is the number 

of conformations in the MD dataset, K is the desired number of clusters, and l is the number of 

iteration steps.154  

All cluster analyses in this work were carried out on the last 30 ns of MD trajectories of the ligand-

CB1 complexes using the CPPTRAJ142 tool available within AMBER18143. To find the most 

optimal number of clusters, clustering was performed on the RMSD of the protein backbone atoms, 

which is the prime indicator of elucidated variances, to which 50 clusters were generated. The 

cluster with the lowest Davies-Bouldin Index (DBI) score, a relatively high pseudo-F statistic 

(pSF) value and reached a plateau on the SSR/SST was chosen to be the more optimal cluster. In 

essence, the DBI155 measures the sum over all clusters within the current cluster to the between 
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cluster separation or essentially measures the average similarity of each cluster with its most 

similar cluster.155,156 In this case, the similarity is the ratio of within-cluster distances to between-

cluster distances, therefore clusters that are farther apart and less dispersed will result in a greater 

DBI score.155 In contrast, the pSF indicates the ‘tightness’ of the clusters and is a ratio of the mean 

sum of square (variation) between groups to the mean sum of squares (variation) within the group, 

or in essence the similarity within the group to the variation between the group. Generally, a lower 

DBI and a higher pSF value indicate a higher quality cluster. The SSR/SST value also known as 

the R-squared value (R2) or the coefficient of determination, is an indication of how well the 

percentage of the variation in the response variable (or output) can be explained by the hyper-

parameter or the predictor variable157.  

3.3 Results 

3.3.1 Generation of the Physiological CB1 Model 

3.3.1.1 C-terminal Building 

Implementing data from various experimental and computational studies to solve the structural 

components comprising the entire C-terminus 46,158,159; were used as a guide to constructing the 

complete C-terminal tail in I-TASSER. Outlined locations for helix 9C-terminus and helix 8C-terminus 

were used as pre-defined structural constraints in the generation of the models. The structural 

location and composition of helix 8 have already been solved through various CB1 crystallographic 

structures, which span S400 to P412. In terms of helix 8’s purpose within the receptor, it has been 

investigated to be involved in G-protein coupling, as well as performing in the interactions with 

various ICLs, which become disrupted upon activation. 159 Despite little information surrounding 

helix 9, NMR studies conducted by Ahn and co-workers158, examining the entire CB1 carboxyl-

terminal tail, confirmed the existence of the location helix 8, in addition to a helix 9, located near 

the terminal end of the tail.158,159 The function of helix 9 has still yet to be determined. Specifically, 

helix 9C-terminus was alluded to be confined within the regions of residues 441-463 in the in-silico 

paper by Singh et al.,46, and A440-M461 in the in-vitro study conducted by Ahn et al.,158. Utilizing 

these literatures, the C-terminal tail was submitted to the I-TASSER online server under the 

structural constraints of helix 8 encompassing residues 400-412 and helix 9 containing residues 

440-463. I-TASSER131, generated 5 models. Models with low C-scores (the scoring function in I-

TASSER), which abstained from incorporating our structural restrictions for helices 8 and 9, were 
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omitted. The C-score ranges from values of -2 to 5, in which a higher C-score depicts a better 

model.131 The chosen structure encompassed most of the pre-defined structural constraints: 404-

413 for helix 8, and 441-456 for helix 9, out of all generated structures, in addition to maintaining 

a moderate C-score (~3).  

3.3.1.2 N-terminal Building 

The N-terminal section was modelled with an absence of folding restrictions due to the lack of 

experimental studies outlining its structural composition at the time when building the N-terminal 

segment. The only structural component taken into consideration was the presence of the disulfide 

bond between Cys107N-terminus and Cys98N-terminus; previously discovered in the experimental 

studies with cannabidiol (CBD) by Blume and colleagues48. Generated models of the N-terminus 

by I-TASSER were visually inspected to contain the disulfide bond, where structures missing this 

component were disregarded. Recently, an in silico model for the CB1 N-terminal domain was 

published by Jakowiecki and colleagues.106 This recent paper analyzed the impacts of the N-

terminus in the presence of partial agonist Δ⁹-THC and negative allosteric modulator CBD.  

Filtered structures from I-TASSER were compared to the model by Jakowiecki and colleagues106, 

as an additional structural criterion for picking the best model. The chosen model contained the N-

terminal helices (NTH) 1 and 3 within Jakowiecki and colleagues’106 initial model (NTH1:30-35, 

NTH2:61-69, NTH3:80-94), with an absence of NTH2. It is important to note, however, that 

throughout simulation Jakowiecki et al., (2021)106 notified that NTH2 (NTH2: 61-69) had 

disappeared with the subsequent lengthening of NTH1 in the agonist-only Δ⁹-THC model (NTH3: 

78-92, NTH1:29-35), which more accurately aligned with our generated model. None of the β-

sheets were present in our N-terminal model. Overall, our structure contained a short helix at 

residues 37-39(NTH1), a helix at amino acids 77-84(NTH2), and 86-90(NTH3). To date, the exact 

entire functionality of the N-terminus is unknown.  

3.3.1.3 Validation of Models 

Due to the plethora of loops and disordered regions present within both extremity structures, both 

N- and C-termini models’ structural qualities were checked using the online structural validation 

servers ERRAT160,161 and VERIFY3D162,163. ERRAT is a structural quality program that analyzes 

the statistics of non-bonded interactions between different atom types to maintain the three-

dimensional structure(3D).151  On the other hand, VERIFY3D assesses the compatibility of an 
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atomic model (3D) with its amino acid sequence (1D).154 Both of these programs work together to 

measure how well our pre-defined structural restraints in conjunction with the amino acid sequence 

fits the generated model. In essence, these specific validation criteria were used together to help 

confirm the 3D structure of each model. Cut-offs <50% were applied to both quality checks, in 

which both structures had passed, thus deeming them to be of suitable quality. Specifically, the N-

terminal segment was assessed with a score of 66.67% and 92.24%, while the C-terminal segment 

had scores of 86.15% and 90.41%, for ERRAT and VERIFY3D, respectively. The discrepancy in 

the lower N-terminal’s ERRAT score can be explained by the lack of a solved CB1 N-terminal 

crystal structure (in contrast to that of the partially solved C-terminal segment) in addition to a 

large number of disordered regions present within the domain. These two aspects added to the 

lower ERRAT score, for the scoring function uses homology-based comparisons to 

crystallographic structures when assessing the quality of the model, therefore creating a higher 

level of uncertainty in its score.161 However, the ERRAT scoring function certifies any score >50% 

to be deemed a high-quality model, to which our structure adhered.161,164 In addition, our N-

terminus also contained the disulfide bond (Cys107N-terminus and Cys98N-terminus), solved through in 

vitro studies, further validating our model. Likewise, our C-terminal segment contained most of 

the residues within the confines of the experimentally determined regions of helix 8 and 9, further 

adding to our validation criteria. Therefore, both models were then stitched onto the modified 

crystal structure’s TM segment using Chimera version 1.14129.  

3.3.2 Molecular Docking of Ligands against CB1 

Ligands were individually docked within a grid box centred (x = 43.44 Å; y = 27.17 Å; and z = 

318.99 Å) on the orthosteric binding site of the human CB1 model.  
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Figure 3.1: Docking poses for cannabinoid inverse-agonists. Visualization of docked (a) MJ15 

(blue) with crystallographic ligand ZDG (magenta) (b) AM251 (blue) with crystallographic ligand 

ZDG (magenta) and (c) AM6538 (green) with crystallographic ligand ZDG (blue). Comparison of 

inverse-agonist ligand poses to the crystallographic ligand ZDG after subjection to production runs 

for (d) MJ15 (green) and (e) AM251 (green) and (f) AM6538 (pink).  

The structural models of the docked complexes are shown in Figure 3.1 All the selected ligands 

shared a similar chemical structural architecture, in which they contained three fragments (named 

arms 1-3) that are connected to the central pyrazole core (see Figure 3.2).  
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Figure 3.2: Inverse agonist MJ15 and Rimonabant antagonist analogues AM251 and 

AM6538. Chemical composition of various molecules.    
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Figure 3.3: Computational models of inactivated CB1 in complex with three ligands. 

Visualization of CB1 (PDB code: 5TGZ) in complex with (a) MJ15 (b) AM251 (c) AM6538 

For each ligand-protein complex, several poses were generated and scored; however, as described 

in the methods section, only the pose that showed good agreement with the binding mode of the 

ligand in the crystal structure (used as a reference) was selected. This is a reasonable assumption 

given the high degree of similarities in the chemical structures of the ligands selected for this work. 

As shown in Figure 3.1, all three ligands displayed a binding pose that closely resembled the 

reference pose. For instance, (Figure 3.4) AM6538’s arm 1 lies in a side pocket formed by helices 

II, III, VI and VII. Within the docked structure, arm 1 was observed to form electrostatic 

interactions with Val1963.32, Cys3867.42, Leu3877.43 and Gly1662.53 (bond distance = 3.36Å), which 

agree with the crystallographic structure interactions. Arm 1 was also seen forming additional 

electrostatic interactions, beyond that of the crystallographic structure, with the hydroxyl group in 

Ser3907.47 and Ser1732.60 (bond distance = 2.39Å, 2.93 Å, respectively). Moreover, Trp3566.48 and 

Phe1702.57 were seen mediating π-π interactions with arm 1. However, unlike the crystallographic 

structure, our docked AM6538 was not observed to form π-π and hydrophobic interactions with 

Ser1672.54 and Met103N-term. In terms of arm 2, it extended to a narrow channel formed by helices 

III, V, VI and ECL2.109 The phenyl group in arm2 established π π interactions with Phe268ECL2, 
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and Trp3566.48; in addition to electrostatic interactions formed with several residues, including 

Leu1933.29, Val1963.32, Thr1973.33, Leu3596.51, and Met3636.55.109 The nitrate group was observed 

forming hydrogen bonding interactions with Thr1973.33 (hydrogen bond distance = 3.40Å) and π-

π interactions with Tyr2755.39. However, in arm2, our system was not observed forming 

interactions with Phe102N-term nor is our nitrate forming any hydrogen bond interactions with 

Tyr2755.39 and Trp2795.43, which are all interactions reported in the crystallographic structure.109  

Lastly, arm 3 had extended to a gap created by helices I, II, and VII and was capped by the N-

terminal loop. Arm 3 formed a combination of π-π and electrostatic interactions with His1782.65, 

Phe1772.64, Phe1742.61 and Asn101N-term. However, unlike the crystallographic structure, our 

AM6538 was not seen mediating interactions with the hydrophobic residues Met103N-term, Ile105N-

term, Ile1191.35, Ser1231.39, Phe1702.57, Ser3837.39 and Met3847.40.109 

 

Figure 3.4: Binding location of the inactivating molecules AM6538, AM251 and MJ15. (a) 

Location of AM6538’s arms within the CB1 receptor TMH. (b) AM6538 (blue), MJ15 (green) and 

AM251 (orange) superimposed on each other to demonstrate the similar localization of their arms. 

(c) AM6538’s residue interactions formed within the orthosteric pocket, which are similar 

mediated amongst MJ15 and AM251 ligands.  
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MJ15 and AM251 were also mediating similar interactions as AM6538, in addition to maintaining 

the same localized regions for their arm placements. Regarding MJ15’s arm 1, it was observed 

forming π-π interactions with Trp3566.48 and Phe1702.57 in addition to establishing further 

hydrogen bonding interactions with the hydroxyl group in Ser3907.47, and with residues Ile1692.56, 

Val1963.32, Cys3867.42. Arm 2 was observed forming hydrogen bonding and π-π interactions with 

Trp2795.43, Met3636.55, Thr1973.33, Trp3566.48, Val1963.32, Phe268ECL2, Leu1933.29. Regarding 

arm3, its docked position was seen mediating hydrogen bonding and π-π interactions with 

Asn101N-term, His1782.65, Phe1772.64 and Phe1742.61. Similarly, AM251’s arm 1 was also observed 

forming π-π interactions with Trp3566.48 and Phe1702.57, with additional hydrogen bonding 

interactions formed with the hydroxyl group in Ser3907.47 and Ser1993.35, and with residues 

Ile1692.56, Val1963.32, Cys3867.42. Arm2 was also observed forming hydrogen bonding and π-π 

interactions with Trp2795.43, Met3636.55, Thr1973.33, Trp3566.48, Val1963.32, Phe268ECL2, Leu1933.29, 

and Leu3596.51. Arm3 was also forming hydrogen bonding interactions and π-π interactions with 

Asn101N-term, His1782.65, Phe1772.64, Phe1742.61, Ser1732.60. 109 

The binding energy for the docked complexes of AM251, AM6538, and MJ15 against CB1 are -

8.2 kcal/mol, -8.3 kcal/mol, and -7.9 kcal/mol, respectively. However, it should be noted that the 

docking scores are only based on the interactions within the individual static poses and do not 

account for conformational flexibility upon complex formation. Therefore, we optimized the 

ligand-receptor complexes in their physiological environment of a lipid bilayer and solvents using 

classical MD simulation.  

3.3.3 MD Simulation and Structural Stability Analyses of the Ligand-Bound CB1 

Complexes  

Each complex was run for 50 ns of classical MD simulation with NAMD to optimize the system 

and assess its dynamic behaviour and molecular interactions. The RMSD (Figure 3.5) was 

calculated over the course of the entire simulation for the protein backbone to probe the stability 
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of the systems during simulation. 

 

Figure 3.5: RMSD graph for the 50 ns classical MD simulation for AM251, ZDG and 

MJ15. The last 30 ns were chosen based on the stability of the systems at this time. RMSD was 

plotted based on the protein backbone atoms: carbon, nitrogen, oxygen, and α-carbon.  

 

Results from the RMSD plots of the receptor backbone revealed that all the complexes underwent 

some structural changes during the initial 20 ns of MD simulation which is reflected in the linear 

increase in the RMSD values in this stage. Nevertheless, the RMSD values reached a plateau after 

20 ns and remained stable until the end of the simulation, which is an indication of the system’s 

achieved equilibrium. This is apparent as the average deviation for the MJ15, AM251 and AM6538 

complexes during the last 30 ns of MD simulation were observed to be 0.55Å, 0.50Å and 0.50Å, 

respectively.  It was also noted that the AM6538- CB1 complex reached stability at ~ 9.98Å from 
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the starting conformation; whereas the AM251- CB1 complex and the MJ15-CB1 complex 

stabilized at 10.04 Å and 10.70Å from their respective starting structures. Therefore, the AM6538-

CB1 complex displayed the most stable behaviour.  

To observe specific residue fluctuations and regions of high dynamics across the trajectory, RMSF 

plots (Figure 3) were calculated based on the protein backbone.  

 

Figure 3.6: RMSF plot of all three inactivating systems, and their respective residue 

fluctuations. Regions experiencing high dynamics are all indicated in a square. Dynamic regions 

in the CB1 protein (visualized with co-crystalized ligand AM6538) are shown.  

Plots for each complex were generated and compared for the last 30ns of the classical MD 

trajectory. Regions of high fluctuations were comparable with other reported in silico studies 

106,107,145. The highly fluctuating regions in all three systems were mainly observed in the N-

terminus (residues M1-Q116), the ICL3 (residues K300-T344) and the C-terminal (residues R400-

L472) regions. In addition, other intracellular and extracellular loops also displayed some 

variations. These are not surprising as the loops are often flexible and prone to change, whereas 

the N-terminal and C-terminal regions included more disordered regions. Comparison between the 

different systems revealed that the MJ15 complex was most dynamic in its N- and C-termini, 

whereas the other two ligands exhibited a slightly lesser degree of fluctuations in these regions. 
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Nevertheless, the dynamics of ICL3 were almost similar in all the ligand-bound systems with a 

fluctuation of ~10 Å. This indicates that the nature of the ligand probably renders the least impact 

on this large ICL3. Unsurprisingly, all systems maintained stable dynamics in their TM regions 

(between residues ~117-400 in Figure 3.6).  

Despite there being many unstructured segments in the N-terminus, the RMSF values 

corresponding to this N-terminus across all systems, experienced fewer fluctuations (~10 Å to ~4 

Å reduction) than in comparison to the C-terminal region. To access the reason for this, further 

exploration of the N-terminus and its impact was analyzed throughout the simulation. Interactions 

introducing stability were observed and compared to a previous work reported by Jakowiecki et 

al., 106 to identify any conserved atomic interactions. Independent of the structural composition of 

the N-terminus, each complex’s N-terminal domain adopted a similar positioning in respective to 

the orthosteric pocket (Figure 3.7 and Figure 3.8).   
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Figure 3.7: N-terminal domain placement in relation to the orthosteric site and the ECLs. 

MJ15 is visualized in the orthosteric pocket, where the MPR (orange; residues 90-110) are forming 

a ‘V-shape’ into the pocket, and the N-terminal cap (purple; residues 1-20) is situated over the 

orthosteric pocket forming stabilized interactions with the ECLs. 

For all three compounds (MJ15, AM6538 and AM251), a portion of the N-terminus (Gln97 to 

Leu111) was projecting into the gap between TM1 and TM7, which has also been proposed 

numerous times to be the gating channel to the orthosteric pocket from the extracellular solvent. 

This suggests that the N-terminus may play a role in the access channel for ligand binding to the 

orthosteric site. The N-terminus region spanning residues Met1-Thr18 was also seen projecting 

itself near the orthosteric pocket, similar to the findings by Jakowiecki et al., 106. This conformation 

of the N-terminal region potentially acts as a method to extract the solvent from the binding 

pocket.106 A network of salt bridge interactions forming within the N-terminus and between the 
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ECLs, were observed in all systems. The presence of these interactions is proposed to help orient 

the N-terminus near the orthosteric pocket and support the stability of ECLs and the N-terminus.  

In the AM251 system, intra- N-terminal electrostatic interactions were seen forming between 

Glu31-Lys34, and Asp32-Lys2, in addition to Glu93-Lys90 which were mediating sporadic salt 

bridge interactions for a shorter amount of time during the simulation. Whereas the salt bridge 

interactions conserved between Asp6-Lys373, Asp19-Lys40, Asp27-Lys183, Asp36-Lys40, and 

Glu106-Lys376 were more stabilized and were seen for most of the trajectory.  
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Figure 3.8: Salt bridge formation throughout the N-terminus adding to the structural 

component’s stability for MJ15. The last 30 ns of trajectory are visualized as a trajectorial 

evolution plot (left), and bond formation in the N-terminus (right). N and O distances are plotted 
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(orange) between the two residues. (a) Asp 6-Lys3 (green), (b) Asp36-Lys40(cyan), (c)Asp176-

Lys192(pink), (d) Asp27-Lys183(yellow) (d) Asp19-Lys40 (cyan).  

 

Figure 3.9: Salt bridge formation throughout the N-terminus adding to the structural 

component’s stability for AM6538. The last 30 ns of trajectory are visualized as a trajectorial 

evolution plot (left), and bond formation in the N-terminus (right). N and O distances are plotted 
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(blue) between the two residues. (a) Asp19 – Lys 2 (purple). (b) Glu 106- Lys 373 (green) (c) 

Asp184-Lys2 (d) Asp 104-Lys 376 (green) (e) Asp104-Lys373 (green), (f) Asp36-Lys40 (cyan). 

For the CB1-AM6538 complex, Asp19-Lys183, and Glu93-Lys90 were mediating shorter salt-

bridge interactions, whereas Asp19-Lys2, Asp36-Lys40, Asp104-Lys373, Asp104-Lys376, 

Asp184-Lys2 and Glu106-Lys373 exhibited stronger interactions encompassing most of the 

trajectory. The MJ15 system was observed to incorporate shorter formed salt-bridge interactions 

Asp19-Lys183, Asp104-Lys376, and Glu31-Lys40 with each other. Asp-Lys373, Asp19-Lys40, 

Glu31-Lys183, Glu80-Lys84, Glu93-Lys90, and Glu106-Lys373 were having more stabilized salt-

bridge interactions spanning the majority of the MD trajectory.   
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Figure 3.10: Salt bridge formation throughout the N-terminus adding to the structural 

component’s stability for MJ15. The last 30 ns of trajectory are visualized as a trajectorial 

evolution plot (left), and bond formation in the N-terminus (right). N and O distances are plotted 

between the two residues.  (a) Asp19-Lys40 (purple) (b) Glu93-Lys90 (cyan) (c) Asp6-

Lys373(orange) (d) Glu80-Lys84 (pink) I Glu106-Lys373(orange) (f) Glu31-Lys183 (yellow) 
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The average distance between the strong salt-bridge contacts from the last 30 ns MD simulation 

averaged 3.07 Å, 3.77 Å, and 4.05 Å for CB1 receptors bound to AM251, AM6538 and MJ15, 

respectively. This explains the superior stability observed for the N-terminal domain in the 

AM251-CB1 complex.  

3.3.4 Structural features of the N- and C-terminal domain of CB1  

Since the N-terminal and C-terminal domains were separately modelled and attached to the 

inactivated TM state of human CB1, we analyzed the secondary structural composition of these 

regions before and after MD simulation to observe their evolution. Both the terminal segments 

were mostly unstructured with some levels of helical contents. In the initial structures of the 

complexes, at the N-terminal end, all the ligand-bound models exhibited two helices (dubbed here 

as NTH2 and NTH3). NTH2 was formed by ~7 (±3) residues spanning Ser56- Met62, whereas 

NTH3 was composed of ~15 (±3) residues involving Asn77-Glu91. In addition, we found an extra 

four residues-long helix (dubbed NTH1 based on the sequence numbering) in the complexes of 

MJ15 and AM6538; but the position of this helix was not conserved in the two complexes. In the 

MJ15 complex, the helix was formed by residues Thr18-Tyr22, whereas this helix encompassed 

residues 37-41 in the AM6538 system. The presence of the helices was in good agreement with a 

previous in silico work by Jakowiecki and colleagues106 on CBD and Δ⁹-THC bound CB1 models 

that did not include the C-terminal domain. While the positioning of NTH2 and NTH3 reported in 

this work were in good agreement with our models, the NTH1 in the earlier work was seen to be 

present at residue position 30-35 which is consistent with the observation in our AM6538 system. 

Nevertheless, the previous work106 reported that NTH2 became unstructured during the MD 

simulation. We observed the same behaviour in our simulations as well. While the NTH3 was 

maintained throughout the simulation, NTH2 disappeared and the NTH1 helix mostly remained 

stable only in the AM6538 complex. Thus, our simulation suggests the structural roles of NTH3 

in the dynamics of the CB1 N-terminal domain.  

On the C-terminal end, we found the presence of a slightly larger helix (helix 9) that was 

approximately formed by residues Val422 to Lys455 in the ligand-bound complexes in this work 

except for the AM251 complex, in which this helix was formed by residues Lys455 to Val463. 

Helix 9 remained mostly stable in our models during the MD simulation. Earlier,  Ahn et al., 

(2009)158 employed circular dichroism spectroscopy and characterized the residues  A440-M461 
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in human CB1 formed an amphipathic helix. In another study by Singh et al., (2019)46 modelled 

the segment spanning residues 441-455 in human CB1 and characterized it as a helix. Thus, the 

key helical content observed in our models agrees with previous reports. Cumulatively, our model 

represents the first full-length inactivated CB1 structure that extends molecular-level insights. 

3.3.5 Binding Free Energy Calculations 

The binding-free energies of the ligand-protein complexes (Table 3.3) were calculated and 

averaged over the last 30 ns timeframe of their respective MD trajectory.  

Table 3.3: Conversion of antagonist/inverse agonist ligand’s Ki values into Kcal/mol. 

Calculation of experimentally determined Ki values for AM6538, MJ15 and AM251 (put the 

assay) to binding free energy (∆𝐺𝑏𝑖𝑛𝑑) in kcal/mol. Temperature (T) was set to 310K, and R, the 

gas constant, was set to 0.0831446261815324 L⋅bar⋅K−1⋅mol−1.   

Ligand 

Molecule  

Ki/Kd 

value(experimental) 

Kcal/mol 

(calculation) 

∆G from 

MM-PBSA 

calculations 

(kcal/mol)  

Standard 

Deviation 

(kcal/mol)   

Reference 

AM6538 Ki = 0.038 nM -84.29 -52.2  3.68 109,117 

MJ15 Ki = 0.0272 nM -92.01 -41.04  3.77 124 

AM251 Kd = 0.23nM-0.8nM -37.88 to -

5.75 

 

-37.38  4.84 119,120,121,122 

 

The results indicated that AM6538 exhibited the strongest binding affinity (with a ∆G value of -

52.2 kcal/mol) among the three ligands in this study. MJ15 exhibited a binding affinity of ~41 

kcal/mol toward our CB1 model, whereas AM251 displayed the weakest affinity against the 

receptor. Experimental data suggest that AM6538 and MJ15 exhibited almost similar inhibition 

kinetics against CB1; while the AM251 shows the weakest affinity, which fairly correlates with 

our MM-PBSA values. Although the binding pose and affinity of the AM6538-CB1 complex are 

in good agreement with the experimental data (Table 3.3), it should be acknowledged that the 

calculation might have been influenced by the fact that the X-ray crystal structure used to build 
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CB1 in this work was originally co-crystallized with AM6538. Previous studies by Jung et al., 

(2018)145 and Loo et al., (2019)116 stated that the crystallographic structures introduce a bias, where 

the positioning of their structural components is more favourable for their co-crystallized ligands, 

as well as molecules that are within the same class of the co-crystallized ligand. Limitations in the 

crystallographic resolution, create this bias whereby the crystal structures represent a conformation 

that is primarily favourable for the binding and co-crystallization of a single ligand. Nevertheless, 

our approach was still able to discern the strong and weak affinity binders amongst the three 

molecules selected for this study.  

To identify the nature of interactions that contributed to the binding free energies of the complexes, 

we computed the non-bonded interaction energies between ligand and the surrounding amino acid 

residues in the orthosteric binding site of CB1 (Figure 3.11; for residue-ligand interactions see 

Figure 3.4). These calculations were carried out using the NAMD Energy plugin from VMD.165 

Results across each inverse-agonist system revealed that residues Phe170, Lys192, Val196, 

Phe268, and Ser383 are involved in strong non-bonding contacts with the bound ligand, in which 

most of these interactions are electrostatic-hydrogen bonding interactions. Residues Phe170, 

Phe174, and Phe177 were also observed forming π-π stacking with the ligands. In terms of the N-

terminal residues situated within the MPR, residues such as Glu100, Asn101 Phe102 and Met103 

were observed mediating π-π interactions with some of the ligand in our dataset. More favourable 

MPR interactions were displayed within the AM251 and MJ15 systems, due to their positioning 

of the N-terminal domain, which was orientated closer to the orthosteric pocket. These results 

show the importance and impact of the MPR in the binding of antagonists or inverse agonists. In 

essence, the MPR contribution to ligand binding is highly dependent on the conformation of the 

ligand-bound at the receptor and within the orthosteric pocket. From these results, we can conclude 

that modelling the entire MPR is important when analyzing all residue-ligand interactions. Thus, 

incorporation of the N-terminal domain in CADD and high through-put virtual screening may be 

necessary.  



54 

 

 

Figure 3.11: Electrostatic and van der Waals interactions mediated with CB1 receptor 

modulators. Inter-atomic ligand-receptor interactions mediated with (a) AM251 (b) MJ15 and (c) 

AM6538.  

Overall, the residues observed interacting with each ligand, agree with the same mediated 

interactions in the paper for the crystallographic structure 5TGZ by Hua et al.,109 helping to 

validate our models.  

3.3.6 K-Means Trajectorial Clustering Algorithm 

To understand the dominant structural conformations adopted throughout the trajectory, while 

eliminating noise or less prominent/ higher energy adopted conformations within the trajectory, 

the K-means clustering algorithm was applied to the last 30 ns of the classical MD trajectory. 50 

clusters were generated for each system utilizing 49 hyperparameters with a stepwise index of 1 

from an initial cluster size of 2. The best clusters were picked based on a low DBI and a plateau 

SSR/SST(R2) value. Based on the criterion (Table 3.4, and Figure 3.12), clusters 38, 24 and 37 

were picked to be the most optimal clusters for ligand complex MJ15, AM6538 and AM251.   
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Table 3.4: Associated statistic clustering results for each protein-ligand system. Complexes 

and their associated best clusters sizes, as well as the corresponding cluster size DBI, pSF 

value(s) and SSR/SST score. 

Ligand Cluster # 

chosen 

DBI psF SSR/SST (R2) 

MJ15 38 1.303014 749.138875 0.903455 

AM6538 24 1.349322 1074.238504 0.892499 

AM251 37 1.465873 510.422871 0.861141 

 

 

 

Figure 3.12: Results from K-means clustering algorithm for the last 30ns of the trajectory. 

Visualization of the DBI and R2 plot as well as the corresponding clusters for CB1 ligand systems 

(a), (a.1) MJ15 (b), (b.1) AM251 and (c), (c.1) AM6538, respectively.  

 

  



56 

 

The top three dominant conformations produced by each ligand highlighted the predominant 

conformations formed between the inverse-agonists/antagonists and the N-terminus, as well as the 

residues in the orthosteric pocket as seen in Figure 3.7, which could be further analyzed in the 

trajectories. In essence, these interactions present within these dominant conformations further 

explained the stability of the complex through a static image presenting the network of 

predominantly formed inter- and intra-molecular interactions.  

The frames encompassing the best representative structures for each complex, AM6538, AM251 

and MJ15, were between frames: 1521 to 1829 (152-182 ns); 692-873 (69-87 ns), and 329-670 

(32-67 ns), respectively. AM251 and MJ51 best representative structure is generated from the 

beginning of the simulation, whereas AM6538 is extracted from the middle of the last 30 ns from 

the MD simulation. 

3.3.7 Principal Component Analysis 

To assess the fluctuations of the system, each system was subjected to PCA for the last 30 ns of 

the trajectory (Figure 3.13). The degree of dynamics captured in each principal component (PC) 

space, as well as the protein backbone fluctuations for the corresponding eigenvalues, were 

assessed.  



57 

 

 

Figure 3.13: PCA analysis and the fluctuations in the backbones, for each corresponding PC 

space explored. Visualizations of the dynamics captured in the protein backbone for each PC, in 

addition to their corresponding PCA plot, are depicted for systems containing the ligands (a) 

AM251 (b) MJ15 and (c) AM6538 

When analyzing the dynamics captured in the system MJ15, the 1st eigenvalue contained over half 

of the trajectorial fluctuations within the system (55.6%), allowing for half of the fluctuations in 

the system to be explained by the first PC. The 3rd eigenvalue, however, encompassed 73.3% of 

the system’s total proportional variance, thus capturing most of the dynamic conformations 

adopted in the protein-ligand complex, allowing for a deeper understanding of the system. In 

contrast, complex AM251’s 1st eigenvalue embodied a small amount of the system’s variance, 

capturing only 31.4% of the total proportional variance within the system. The first four 

eigenvalues, however, adopted most of the protein’s conformational exploration within the 

trajectory, making up 72.1% of the total variance. Overall, it is evident that AM251’s system 
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explores more conformations unrelated to one another, thus capturing fewer dynamics in each of 

its subsequent eigenvalues. For the complex AM6538, similar to the MJ15 system, the 1st 

eigenvalue encompasses most of the dynamics formed throughout the trajectory, capturing 65.1% 

of the total proportional variance. Due to most of the proportional variance being contained within 

that first eigenvalue, this means that most explored conformations are happening in the first PC 

space. As a result, the following eigenvalues capture a meniscal number of explored conformations, 

to which the 3rd eigenvalue contains 71.8% of the total proportional trajectorial variance, which is 

only 6.7% more captured variance than the 1st eigenvalue.  

To get a better understanding of the types of fluctuations adopted in each eigenvalue, the backbone 

of the complex was visualized for the first three principal components (Figure 3.13). For the MJ15 

system, the protein backbone for PC1 was seen mediating most of its dynamics in the C-terminus 

(residues Glu-Leu472), the ICL3(Ala305-Ala335) and the N-terminus (Met1-Phe44), in which the 

most of the proteins’ dynamics in the TM region, the ICL3, N- and C-termini are all captured. PC2 

encompassed fewer fluctuations than in comparison to PC1, where most of the dynamics are 

mediated in the extracellular and intracellular segments, such as the N-terminal region (residues 

Met1-Leu111), the ECL2(residues Trp255-Ile267), the ICL3(Ala305-Pro332) as well as the C-

terminal domain (residues Ala407-Leu472). ECL2, large fluctuations are due to it being the largest 

ECL domain in the CB1 protein. In addition, the ECL2 has a large role in ligand binding, in which 

a high degree of flexibility is adopted in this region when interacting with ligand MJ15. PC3 

possesses the least number of fluctuations, where most of the dynamics in this eigenvalue are 

between the C-terminal region (Pro402-Leu472), the and ICL3(Arg307-Val329) and the N-

terminal helices (Asp36-Asn95). When analyzing the protein backbone fluctuations in the system 

containing the ligand AM251, all three of its PCs were mediating the same level of dynamics 

relative to each other. PC1 was having most of its dynamics within the C-terminus (Ala407-

Leu472), the ICL3 (Ala305-Arg331), and the unstructured regions of the N-terminus (Met1-

Gln116). PC2 fluctuations were within the C-terminus (Ala407-Leu472), ICL3 (Thr313-Arg331), 

and the N-terminus (Met1-Gln116), in which the N-terminal helices’ dynamics were mostly being 

captured. In contrast, the C-terminal domain dynamics were captured to a lesser degree than in the 

previous PCs. PC3 fluctuations were mediating most of its dynamics in the C-terminal region 

(Ala407-Leu472), the ICL3(Gly312-Arg331) and mainly within the helices of the N-terminus 

(Met1-Glu100). For the system bound to AM6538, PC1 was encompassing most of the dynamics 
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in the protein backbone, similar to that of the CB1-MJ15 bound complex, in which the entire 

protein's dynamics in the TM region, the ICL3, N- and C-termini dynamics are all captured. 

However, the regions mediating the most dynamics were apparent in the C-terminus (Ala407-

Leu472), and the ICL3(Met308-Arg335), where the N-terminal dynamics were empowered with 

the TM segment. The dynamics in PC2 were significantly reduced, however, the most dynamic 

regions were observed within the C- (Ala407-Leu472) and N-termini (Met1-Ala118), whereas the 

TM region was very stabilized. PC3 was similar to PC2, where very few fluctuations were being 

captured. Likewise, in this eigenvalue, the C-terminus (Ala407-Leu472), the N-terminus (Asp36-

Asn77), and the ICL3(Ala305-Asp333), had experienced the highest fluctuations, whereas the TM 

segment was very stabilized. Overall, across all systems, most fluctuations were within the N- and 

C- termini, as well as the ICL3, and only smaller variations were captured in the TM region. 

Understandably, the TM segment exhibited a higher degree of stability due to the formation of 

rigid secondary structures supported by inter-atomic interactions between TM helices. The 

stability of the TM was also further enhanced because of the bound ligand. 

3.3.8 Residue Dynamics Correlation 

To extract the dynamic relationships between the different structural components within the CB1 

receptor, dynamic cross-correlation plots were generated for each complex. The cross-correlation 

plots revealed the links between the external and internal segments with the TM component. In 

terms of the CB1 bound MJ15 system’s (Figure 3.14) cross-correlation plot communicated the 

differences in atomic fluctuations adopted at different points in the N-terminus.  
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Figure 3.14: Cross-correlation plot for MJ15. (a) Residues 95-400 encompassing the MPR, and 

the TM segments negatively correlate with residues at the beginning of the N-terminal region 

(residues 30-80) (b) The C-terminus (encompassing ~residues 400-472) is negatively correlated 

to the helices and unstructured loops near the beginning of the N-terminal region (residues 1-20). 

(c) In contrast, the C-terminal region is positively correlated with the more flexible helices of the 

N-terminus (residues 30-80). (d) The helices in the N-terminus near the MPR to the beginning of 

TM3; TM4 -TM 5; the beginning of TM6 and all of TM7 (residues 80-200; 230-290; 350-400) are 

all positively correlated with the beginning of the N-terminus (residues 1-10) (e) The C-terminal 

region (residues 400-472) is negatively dynamically correlated with The MPR and C-terminal 

segment (residues 90-400) (f) TM7,6,5, ECL2 (residues 250-400) positively correlate to the MPR 

and TM1-4 (residues 100-250),  which are both stable regions 

 

For instance, the N-terminal helices facing the extracellular solvent in the complex were subjected 

to more fluctuations than in comparison to the N-terminal cap (residues 1-20) and the MPR 

(residues 90-110) that formed stable interactions near the orthosteric pocket. This was also 

confirmed by the RMSF analysis described above. RMSF and PCA analyses together 
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demonstrated the degree of fluctuations in these different sections. As a result, the stable TM 

domain of CB1 exhibited negative dynamic correlations with those of the N- terminus and the 

variable C-terminal region (Figure 3.14). In contrast, the N-terminal cap (residues 1-20) mediated 

positive dynamic correlations with the TM and MPR regions in CB1. Likewise, other positive 

dynamic correlations were seen between the highly dynamic C-terminal region and the highly 

fluctuating helical region in the N-terminus.  

Likewise, the AM251-bound complex (Figure 3.15), displayed the most dynamic correlations 

between the more variable extracellular/intracellular regions with the highly stable TM helices. 

 

Figure 3.15: Cross-correlation plot for AM251. (a) The stabilizing MPR-TM5 (residues 100-

290; 350-472) are mostly eliciting negative and neutral correlations with the highly dynamic N-

terminus (residues 1-80). (b) The C-terminal region (residues 400-472) is mostly having negative 

and neutral dynamic correlations with the TM helices: TM1-TM4 and TM5-TM7 (encompassing 

residues 100-250; 290-400) (c) TM7 and TM6 (residues 300-400) are having positive and neutral 

correlations with TM1-5(residues 100-300) (d) The ICL3 (residues 290-340) is mediating positive 

and neutral correlations with the N-terminus (residues 1-80).  
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 Most negative dynamic correlations were observed between the highly dynamic N- and C-termini 

extremities, and the stabilizing TM region. As the N- and C- termini contain more unstructured 

regions and loops, thus adding to their high instability and flexibility. In contrast, the TM region 

is mostly cultivated of helices that form interactions between and within each other, thus aiding in 

the adoption of a more stabilized region. In terms of the positive dynamic correlations, these were 

specifically observed between the TM helices and MPR, which are highly stable regions due to 

their roles in ligand-binding. Another positive interaction was displayed between the ICL3 and the 

N-terminus, which both adopt a high level of flexibility due to their large, unstructured segments.  

For the CB1 system containing ligand AM6538 (Figure 3.16), correlations between the highly 

dynamic helical and stabilizing unstructured segments within the N-terminus, to the rest of the 

CB1 protein are also apparent, as within the MJ15 complex.  

 

 

Figure 3.16: Cross-correlation plot for AM6538. (a) TM 4 and 5, in addition to TM 6 (residues 

200-320;345-350, respectively) are mediating positive and neutral dynamic correlations with the 

beginning of the N-terminus which is much more stabilized (residues 1-10) (b) TM1, 2 and 

beginning of TM3 as well as the beginning of TM6 and TM7 (residues 80-200;360-400) are having 
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positive and neutral dynamic correlations with the unstructured loop region near the beginning of 

the N-terminus(residues 20-30). (c) The flexible C-terminus (encompassing residues 420-472) is 

having positive and neutral correlations with the highly dynamic helical loops in the N-terminus 

(residues 40-90). (d) TM1-4 and the ECL2 (residues 120-270) are having positive and neutral 

dynamic correlations with ICL3 and TM6-7 (residues 300-350;360-400, respectively) (e) TM6 

(residues 340-370) and the C-terminus (residues 420-472) are having a slightly positive and neutral 

fluctuating dynamic correlation with each other. (f) TM5 and ECL2 (residues 260-300), as well as 

the end of TM1-TM4 (residues 130-260), are mediating positive highly dynamic correlations with 

each other. (h) ECL1, TM3 and 4 (residues 150-260) with is having positive correlations with 

TM5 (residues 270-300) (g) The TM segments unstructured region of the N-terminus 

incorporating and succeeding the MPR, in addition to TM1-5; the end of TM6 (residues 90-300; 

330-420) are mediating negative and neutral correlations with the N-terminus (residues 40-90). (k) 

The C-terminus (residues 420-472) is having mostly negative correlations with the TM segment 

1-5 and TM7 (residues 120-340;370-400).  

 

Given this connection, the stabilizing TM segments are positively correlated with each other, and 

with the low fluctuating N-terminal cap. Both the level of dynamics between the TM segments 

and the N-terminal cap are within similar degrees of fluctuations, which is also visible in the RMSF 

plot (Figure 3.6). Other positive dynamic correlations were observed between the N- and C-

termini, which are both experiencing a level of high fluctuations, as visualized in the backbone of 

the protein for eigenvalue ranks 1 to 3. In contrast, the highly dynamic helices in the N-terminus 

and helix 9 in the C-terminus were experiencing a negative dynamic correlation with most of the 

stabilized TM helices.  

Overall, our results highlight the dynamics between the TM regions and the extra- and intra- 

cellular segments, as well as the dynamics within different areas in the N-terminus, such as the 

unstructured region and helices in the N-terminus to the rest of the CB1 receptor. These results also 

show how the N-terminal cap, the MPR and the TM segments, which all mediate a high degree of 

stability and are positioned within proximity to the binding pocket, may contribute to the stability 

and binding affinity of the ligand. These results give a deeper insight into the level and types of 

dynamics adopted in the system. 
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3.4 Discussion 

The rationale for this study was inspired by the CB1’s crystallographic structure’s work (PDB 

code: 5U09) by Shao et al.,110. In the literature, Shao and co-workers110 acknowledged how the 

lack of clear density and model ambiguity for the N-terminal domain in the AM6538’s bound 

structure may limit the utility of the crystal structure to predict the binding modes of other ligands. 

Through carrying out protein-ligand docking with taranabant, a CB1 inverse agonist, it was 

revealed by Shao and colleagues110 that arm1 and arm2 (chlorophenyl and cyanophenyl groups) in 

taranabant were swapped, relative to their experimentally determined binding positions, 

highlighting the importance of including the N-terminal domain and MPR in docking predictions. 

In addition, previous experimental108 and computational106 studies, have highlighted the 

importance of MPR in allosteric binding, specifically for the allosteric binding of CBD. These 

studies together insist on the importance of accounting for the effects of N- and C- terminal regions 

on ligand binding to the orthosteric site of CB1. Nevertheless, the complete structure of human 

CB1 has not been reported either through any experiments or computational modelling methods. 

This motivated us to pursue this research, where we attempted to address the existing knowledge 

gap.  

In this study, we built the complete atomistic model of the inactivated CB1 receptor, by using a 

crystallographic structure of an inactive TM domain of human CB1 (5TGZ) as a building block. 

We separately modelled the N-terminal and C-terminal domains of CB1 and affixed them to the 

existing TM structure to construct a comprehensive model of the receptor.  Using this model, we 

assessed the binding interactions of three different inverse agonists, AM251, AM6538 and MJ15, 

to the CB1 receptor.  

Our results from the analyses of the dynamical relationships of the inactivated receptor under the 

influence of the N-terminus revealed that the N-terminus radiates different degrees of stability, 

based on the N-terminal region’s proximity to the orthosteric pocket. Specifically, the N-terminal 

cap and the MPR were observed mediating interactions with the TM, the extracellular regions, and 

the ligand, thus all adding to its stability. In addition, the MPR was seen forming a plug into the 

orthosteric pocket, while the N-terminal cap was observed to orient itself over the pocket, 

potentially further aiding in the process of solvent exclusion from the binding domain. In contrast, 

the N-terminal helical segments, orientated towards the extracellular solvent, were observed to 
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experience the greatest number of dynamics. Despite the presence of N-terminal helices’ structured 

region, their lack of stable interactions near the TM region and orthosteric pocket contributed to 

their high dynamics. Our results on the dynamics of the receptor, give further insights into the 

various fluctuation within the N-terminal domain, as well as how its presence aids in the process 

of ligand binding and potential solvent exclusion from the orthosteric site.  

To assess the accuracy and efficiency of our model, binding-free energy calculations were 

conducted for each protein-ligand complex. We achieved a good agreement between our predicted 

binding-free energies for the complexes and they’re respective in vitro binding data from the 

literature109,110. This confirmed that our model was able to distinguish between the strong and weak 

affinity binders of CB1 in this study. Assessing the nonbonded interactions between the inverse 

agonists and the orthosteric pocket, revealed that the N-terminus plays a role in the binding 

interactions with the ligand, thus potentially contributing to its binding-free energy and stability. 

These results may explain the influence that the N-terminus may have on the accuracy of the 

calculation and ranking of MMPBSA binding-free energies. The model from this study can be 

implemented in future works to analyze the impacts of the N-terminus on the process of 

cannabinoid-based binding through the orthosteric ligand entry domain, as well as assess the role 

of the N-terminus in the binding to other allosteric modulators.  Overall, the results from our study 

exemplified the importance of modelling the N-terminus, and MPR for CADD, and in docking 

predictions. Finally, the complete inactivated CB1 structure from this chapter can be used as a 

model system for any future virtual screening and drug discovery campaigns.  
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CHAPTER 4 

 

 

 

 

Binding Interaction Interplay Between the Human Cannabinoid Receptor 1 

(CB1) and the Human Cannabinoid Interacting Protein 1a (CRIP1a) 
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4.1 Introduction 

Protein-protein interactions by accessory molecules are an important means of GPCR regulation 

in cellular transduction and intracellular trafficking processes.45 For these reasons, the emergence 

of GPCR interacting proteins as important modulators of ligand specificity, signalling, cell surface 

expression and trafficking has opened a new avenue in their investigation.48 As discussed in 

Chapter 1, the human CB1 receptor has been known to bind different protein partners that regulate 

its coupling with specific G-proteins. In particular, the C-terminal region of CB1 is an important 

interaction site for various proteins including β-arrestins, and CRIP1 (isoforms a and b). Through 

these associations, certain regulatory pathways such as desensitization and internalization by β-

arrestins can be controlled.45 β-arrestins bind to the phosphorylated C-terminal tail of the CB1 

receptor. Upon their association, subsequent recruitment of a clathrin dynamin complex is formed 

to promote the endocytosis or internalization of the receptor. Outcomes of CB1 internalization 

increase the organisms’ cannabinoid tolerance which is a common occurrence seen in active 

cannabis users. Thus novel insights into CB1 accessory proteins may help to uncover certain 

mechanisms involved in the regulation of its signalling.48 In this work, we focused on constructing 

the complete atomistic model of the agonist-activated human CB1  and human CRIP1a, while 

describing the dynamic interactions between both proteins. 

Highly expressed in the central nervous system, CRIP1a co-localizes with CB1 in pre-synaptic 

compartments of excitatory glutamatergic and inhibitory GABAergic neurons, where it acts as a 

binding partner to the CB1 receptor.20 CRIP1a plays a significant role in protein trafficking and 

signal transduction.46–48 By interacting with CB1, CRIP1a alters its selectivity for Gαi subtype 

activation with the Gα1/2 subunit, through the reduction of  Gi3 and Go coupling46. In particular, Gi3 

and Go activation are associated with the common CB1 agonist-induced intracellular signalling, 

such as cAMP inhibition Ca2+ channel inhibition, MAPK activation, and reduction of  glutamate 

or neurotransmitter release into the presynaptic cleft.20,46,47 In contrast, CRIP1a overexpression has 

shown to be capable of suppressing CB1-mediated tonic inhibition of N-type voltage-gated Ca2+ 

channels in superior cervical ganglion neurons, increasing glutamate release and decreasing CB1-

stimulated [35S]GTPγS binding to Gi3/o.
20,48 Due to CRIP1a’s effects on receptor-mediated 

signalling transduction, efficacy, and neurotransmitter release, within the nervous system CRIP1a 

has been sought to be a potential novel therapeutic target to control neuropathic diseases, illnesses, 
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and symptoms47, as well as treating disorders such as chronic pain, obesity, epilepsy as well as 

psychological disorders.45  

Composed of 164 amino acids that form a 10- antiparallel stranded β-barrel with an interior 

hydrophobic core, CRIP1a encompasses a multitude of loops present at the bottom of the protein 

with a short helical cap on the top to exclude solvent.166 Between β-strands β-8 and β-10 a gap 

exists which is held together by a hydrogen-bonding interaction between Trp121 and Tyr145 in 

addition to a hydrogen bonding network that includes Thr119 and Glu161 and water molecules.166  
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Figure 4.1: Structure composition of the human CRIP1a structure. (a) Visualization of its 10-

β sheets as well as its N- and C-terminal loops, which aid to exclude solvent from the hydrophobic 

core of the protein. (b) The hydrogen bonding network is present between β sheets 8 and 10, which 

helps to exclude solvent and maintain the structure of the protein. 
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CRIP1a selectively binds to the last nine C-terminal residues for CB1. Blume and colleagues48 also 

described additional binding sites central to the C-terminal, Asp430 and Thr418, which offers a 

competitive factor for the CB1-CRIP1a interaction.46 In contrast, for CRIP1a the minimal binding 

domain for effective CRIP1a-CB1 association is through residues 34-11020,45(exons 1 and 2). 

Residues 34-110 are common amongst CRIP1a/b and thus are assumed to be more critical for 

binding interactions.47 Deletion of residues 34 to 110 was shown to remove the N-terminal and C-

terminal loops, thus exposing the hydrophobic interior core to solvent. 166 However, data from in 

vitro studies20,45, suggests that residues 34-110 must be able to achieve stability when bound to 

another protein partner like CB1. Maintenance of exons 1 and 2 was also proved to be sufficient in 

inhibiting endogenous CB1 endocytosis similar to that of the wildtype CRIP1a.20 

CRIP1a is known to participate in competitive interactions with β-arrestin proteins to bind to the 

distal C-terminus, thus affecting agonist-mediated internalization of CB1, the efficiency of CB1 

signalling and the receptor surface density.48,20In essence, these competitive effects alter the 

clathrin- and dynamin-dependent internalization.48 In contrast, a previous study based on affinity 

pull-down  experiments revealed that phosphorylation at threonine-468 in the CB1 C-terminal 

peptides,  reduced CB1-CRIP1a association while increasing CB1-β-arrestin interactions.48 

Whereas mutation of the potential phosphorylation sites in the distal CB1 C-terminus, as well as 

five distal residues with the C-terminus (D466, T467, S468 and A471, L472) that are associated 

with internalization, reduced receptor endocytosis.20 Thus, competitive binding of CRIP1a to the 

critical sites for internalization in CB1, serves to functionally attenuate agonist-mediated β-arrestin 

recruitment and thereby increase tolerance and cellular signalling efficacy.48  

Currently (June 2022), there are no comprehensive structural models (either from experiments or 

through computations) describing the CRIP1a-CB1 complex. Earlier attempts46,47,105 to 

computationally model the CB1 association with CRIP1a were built using homology template 

hematopoietic Rho-GDI2 (Rho-GDIβ or Ly/D4GDI), which shares a low (15.9%) sequence 

identity and functional homology with CRIP1a. In addition, Booth et al., 166 highlighted that the 

superimposing of the two crystal structures of CRIP1a and Rho-GDI2 illustrates significant 

dissimilarity between the two proteins (RMSD of 4.6 Å over 96 residues).166 For these described 

reasons, it creates a large degree of uncertainty in the accuracy of the structure and thus binding 

results from the studies.166 In addition to the low sequence identity, these studies did not include 
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the entire CB1 structure, with the activated protein, and failed to subject their system to extensive 

molecular dynamic simulations for system convergence and relaxation. Computationally, these 

structural aspects may play a role in the interatomic protein-protein interactions between CRIP1a 

and CB1. In essence, these missing structural aspects may limit the extracted data from these 

computational studies.  

Recently, the first mammalian CRIP1a structure166 (PDB accession code: 6WSK) was crystallized 

at a resolution of 1.55Å, allowing for the investigation of a more concrete computational analysis 

of CB1-CRIP1a interactions. The crystallographic rat CRIP1a (rCRIP1a) structure, provides a 

more accurate template (Figure 4.2), that shares a 96% sequence identity with the human CRIP1a, 

generating a greater certainty in the computational model. In conjunction with a fully built 

activated CB1 structure, and a complete human CRIP1a model (using homology modelling) we 

assessed the inter-atomic structural interactions between the world’s first most comprehensive 

reported structure of the human CRIP1a-CB1 complex. Finally, we employed MD simulations to 

gain a deeper understanding of their interplay of protein-protein association and binding.  

 

Figure 4.2: Sequence alignment between the human and rat CRIP1a protein. Red and 

turquoise highlight residues without any and with chemically similar properties, respectively. 

Sequence alignment encompasses a 95.73% percent identity.  

4.2 Methods: 

4.2.1 Model Building 

The representative crystallographic structure of the active CB1 receptor (accession code: 5XR8111, 

resolution 2.95 Å) was selected from the Protein Data Bank (PDB) database128. Initially, the 
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protein was prepared by the addition of hydrogen atoms, the deletion of flavodoxin stabilizing 

protein, and the subsequent reconstruction of any missing loops and atom backbones, utilizing the 

software package UCSF Chimera version 1.14129. Methods of the construction of the N- and C-

termini can be seen in Chapter 3, “Inverse-Agonist Binding Interactions and Dynamic Interplay 

with the Complete Human Cannabinoid Receptor 1 (CB1)” of this thesis. 

For building the CRIP1a structure, the recently published crystallographic CRIP1a (PDB accession 

code:6WSK166, resolution 1.55 Å) structure obtained from the PDB database and was used as a 

template for homology modelling of the complete human CRIP1a protein in the online server 

Robetta167. 

4.2.2 Physiological System Setup and Ligand Preparation 

The Membrane Builder in CHARMM-GUI138 was used for modelling the physiological 

environment of the CB1 receptor and the CRIP1a protein. For membrane embedding of CB1, we 

initially determined the position of its TM domain using the PPM139 server and the orientations of 

proteins and membranes (OPM)168 database. The membrane was built using a 1-palmitoyl-2-

oleoyl-sn-glycero-3-phosphocholine (POPC) lipid bilayer. Since the CRIP1a is not an integral 

protein, there was no membrane-embedding procedure for this protein. CRIP1a and membrane-

bound CB1 were solvated with TIP3P water molecules. The solvated systems were neutralized 

using a 0.15 M concentration of Na+ and Cl- ions. The total system sizes of CB1 and CRIP1a were 

~100Å x 100Å x 160Å. For the CB1 receptor, we extracted the agonist ligand (AM841) that was 

co-crystallized in the template TM model (PDB accession code: 5XR8111), which was used to build 

the complete structure of activated CB1 in this work. The parameter and topology files of the 

ligand (AM841) were prepared in CHARMM-GUI’s PDB reader module.  

4.2.3 Molecular Dynamic Simulations and Analysis 

All classical MD simulations were performed using the AMBER18143 MD simulation software in 

conjunction with CHARMM36M169 forcefields for all atoms within the system. Each system was 

minimized under 2,500 steps of steepest descent minimization, followed by 2,500 steps of 

conjugate gradient minimization. Constant volume periodic boundary conditions, in addition to 

harmonic restraints (250 kcal/mol) were applied to the system. The heating step was applied to the 

isolated CRIP1a protein, in which the system was gradually heated from 0K to 310K. To avoid 
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substantial fluctuations in the solute, a 25 kcal/mol restraint was applied to the system. 

Equilibration was carried out for a total of 7 ns under a constant pressure periodic (NPT) ensemble 

with additional added positional (10 kcal/mol to 0 kcal/mol) and harmonic restraints (100kcal/mol 

to 0 kcal/mol). The temperature was maintained at 310K using Langevin dynamics with a collision 

frequency (γ) of 1.0 ps-1. The production runs for the isolated CB1 receptor had a slight (0.1 

kcal/mol) positional restraint on the backbone atoms within the TM segment for the first 50 ns. 

After 50ns, the CB1 system was run restraint-free, whereas the entire production run for the isolated 

CRIP1a protein was run without restraints. Isolated proteins were subjected to a total of 250 ns of 

production runs, while final complexes were run for a total of 100 ns. The particle-mesh Ewald 

(PME) method was applied for long-range electrostatic interactions. Short-ranged non-bonded van 

der Waals interactions had a distance cut off 10 Å, with a force-base switching set to 10Å. The 

SHAKE algorithm was employed to constrain the bond lengths of hydrogen atoms.  

4.2.4 Root-Mean Square Fluctuations and Root-Mean Square Deviation 

RMSD is a commonly used method to compare or analyze a structure’s stability. RMSD measures 

the distance or dissimilarity between molecular conformations at one reference state. The 

trajectory conformations are used to measure the dissimilarity of the trajectory to the reference. 

Therefore, the fewer fluctuations experienced in the structure correlate to a higher degree of 

similarity between the trajectorial ensemble to the reference structure, and therefore stability in the 

system. The position (x) of the atom (i) in the structure, is calculated and, summed throughout the 

trajectory between the coordinate arrays 𝑥𝑖 and 𝑥𝑖
𝑟𝑒𝑓

, exemplified in the equation (4.1) below170: 

𝑅𝑀𝑆𝐷 (𝑥, 𝑥𝑟𝑒𝑓) = √
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4.2 

 

Where n/N is the total number of positions or frames. As atoms displace from their original position, 

the structure atom x is translated by a vector t and rotated by a matrix R to align with the reference 

atom (usually at frame 0 or the first frame), so that the RMSD can be minimized (as depicted by 

Equation 4.2). When analyzing the RMSD of proteins, typically not all the coordinates in the 
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structure are used in the analysis, and instead only the backbone atoms are measured. Similarly, 

RMSF measures the residues in a protein that contribute to its motion. However, unlike RMSD 

which calculates the difference in position between the protein’s backbone atoms over time, RMSF 

calculates the individual residue flexibility (or how much it moved) during the simulation. 170 

Therefore, residues that have more dynamics throughout the trajectory will have higher RMSF 

values and vice versa. 

The RMSD and RMSF for isolated CB1 and CRIP1a structures, as well as for the CB1-CRIP1a 

complexes were calculated using the backbone atoms C, Cα, N and O atoms of the proteins. RMSD 

and RMSF values were calculated to assess the system’s stability, and to analyze the segments 

within the protein experiencing a high amount of dynamics, respectively. RMSF can also generate 

further biomolecular and structural details about the protein within its environment, helping in the 

understanding of its nature and function. All trajectories were pre-aligned to the center and fit the 

first conformational frame as a reference structure, utilizing the CPPTRAJ tool from AMBER18143 

package.  

4.2.5 Unsupervised Machine Learning-Based Clustering 

The K-means algorithm was carried out using the CPPTRAJ 142 tool from the AMBER18143 

package which was used to cluster the last 100 ns of the CRIP1a and CB1 systems, due to their 

achieved convergence and stability within the region. To find the most optimal cluster 

hyperparameter, the algorithm was run clustering the data based on the RMSD of the backbone, 

for 99 clusters, starting at a cluster size of 2. The cluster with the lowest DBI score, a relatively 

high pSF value, and reached a plateau on the SSR/SST line was chosen to be the most optimal 

cluster size. For more information on the K-means clustering algorithm please see Chapter 3.  

4.2.6 Protein-Protein Docking  

The dominant conformations of CB1 and CRIP1a identified from clustering were used to perform 

protein-protein docking calculations using HADDOCK171171.  Clustered complexes were first 

modified by removing solvent and extra lipid molecules from the PDB files, before submission to 

Haddock171.  To assess the validity of our predicted docking results for CRIP1a, we submitted two 

docking protocols. These protocols were termed 1) guided docking – an approach where certain 
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active interacting residues of CRIP1a from the literature knowledge were used to guide the 

docking; and 2) blind docking, where no restraints on CRIP1a were used.  

For guided docking, the CRIP1a was submitted with a docking region encompassing residues 34-

110, while the additional surrounding area was coined as passive residues. In terms of CB1, the 

minimal binding region, being that of the last 9 C-terminal amino acids (residues 464-472) were 

labelled as active (or docking) residues, with the surrounding residues being labelled as passive.  

For the blind dockings, the last 9 amino acids (residues 464-472) were also set to be the docking 

region within the CB1 receptor, while the entire CRIP1a protein (residues 1-164) was labelled as 

active (or docking) residues. In the case of the blind docking protocol, the entire CRIP1a protein 

(residues 1-164) was docked to the last 9 C-terminal amino acids of the CB1 receptor (residues 

464-472). This procedure provides an opportunity to sample the interactions of the C-terminal 

chain of CB1 with any of the surface regions of CRIP1a and not just the residues 34-110 as in 

guided docking. The Haddock score was modified where 10% of the restraint energy was 

subtracted from the Haddock total. This was carried out because the high restraint energy value 

was affecting the viability of the Haddock score. Each complex from the Haddock docking results 

was ranked based on its modified Haddock score (a.u). Complexes were visually inspected to see 

their alignment with the membrane. Complexes that were going into the membrane were omitted. 

CRIP1a-CB1 complexes were subjected to the same MD protocol as the isolated CB1 receptor, 

with the exception that the entire production run for the CRIP1a-CB1 complex was run restraint 

free. 

4.2.7 Binding-Free Energy Calculations 

Molecular Mechanics Generalized Born Surface Area (MM-GBSA)172 method was used to 

examine, and rank the binding-free energies employed within each complex. It was also used to 

generate energy decomposition plots, so that the per-residue binding affinity contributions, 

involved in the formation of the complex, could be assessed. MMPBSA and MMGBSA provide 

an alternate method to predict the binding energy of molecules. These methods introduce a 

compromise in accuracy and speed by lowering the computational costs, when compared to the 

highly accurate but computationally expensive free energy perturbation (FEP) 

methods.144Evidently MMPBSA and MMGBSA outperform, the fast but less accurate empirical 

scoring functions implemented in docking programs.144Thus, these binding-free energies help to 
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discriminate the distinct energy profiles of the ligands and to understand the binding mode 

interactions between that of CRIP1a and CB1. MM-P(G)BSA are widely used for capturing 

electrostatic energies and forces in implicit solvent modelling.145 For our system, the last 40ns of 

the MD trajectory were used for the final CRIP1a-CB1 complex, equating to a total of 4000 

extracted snapshots. The binding free energy of each complex is computed by the following 

equation: 

∆𝐺𝑏𝑖𝑛𝑑 = 𝐺𝑐𝑜𝑚𝑝𝑙𝑒𝑥 − (𝐺𝑝𝑟𝑜𝑡𝑒𝑖𝑛 + 𝐺𝑙𝑖𝑔𝑎𝑛𝑑) 

𝐺𝑐𝑜𝑚𝑝𝑙𝑒𝑥 , 𝐺𝑝𝑟𝑜𝑡𝑒𝑖𝑛 , 𝐺𝑙𝑖𝑔𝑎𝑛𝑑 represent the free energy of the CB1-CRIP1a complex, the isolated 

CB1 receptor and CRIP1a protein in the solvent, respectively. The binding free energy (∆𝐺𝑏𝑖𝑛𝑑) 

contains the gas-phase binding free energy (∆𝐺𝑔𝑎𝑠) as well as the solvation free energy of the 

complex(∆𝐺𝑠𝑜𝑙) relative to that of CB1 and CRIP1a. 

∆𝐺𝑏𝑖𝑛𝑑 = ∆𝐺𝑔𝑎𝑠 + (∆𝐺𝑠𝑜𝑙) 

The gas-phase binding free energy (∆𝐺𝑔𝑎𝑠) can be divided into the averaged CB1-CRIP1a 

interactions, which include the potential energy or molecular mechanics energy term 𝐸𝑀𝑀  and 

the contribution of entropy (−𝑇∆𝑆) 

∆𝐺𝑔𝑎𝑠 = 𝐸𝑀𝑀 + (∆𝐺𝑠𝑜𝑙) − 𝑇∆𝑆 

𝐸𝑀𝑀 can be further composed into three terms, which are: 1) an aggregate of electrostatic (𝐸𝑒𝑠), 

2) van der Waals (𝐸𝑣𝑑𝑊), and 3) internal energy (𝐸𝑖𝑛𝑡): 

𝐸𝑀𝑀 = 𝐸𝑏𝑜𝑛𝑑𝑒𝑑 − 𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 

𝐸𝑀𝑀 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 and 𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 = 𝐸𝑣𝑑𝑊 + 𝐸𝑒𝑠 + 𝐸𝑖𝑛𝑡 

While the solvation energy ∆𝐺𝑠𝑜𝑙 is composed of two terms: 

∆𝐺𝑠𝑜𝑙 = ∆𝐺𝑝𝑏/𝑔𝑏 + ∆𝐺𝑛𝑠𝑝 

𝐺𝑛𝑝𝑠 = 𝛾𝑆𝐴𝑆𝐴 + 𝑏 

∆𝐺𝑝𝑏/𝑔𝑏is the polar solvation free energy contribution calculated by solving the nonlinear Poison-

Boltzmann (PB) and GB equation(s).145 ∆𝐺𝑛𝑠𝑝  is the nonpolar solvation free energy, which is 
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estimated using the solvent-accessible surface area (SA) term. The values for the solute embedded 

in a membrane (interior dielectric constant) and solvent (external dielectric constant) dielectric 

constants were set to 1.0 and 80 for MMGBSA. The nonpolar solvation free energy term 𝐺𝑛𝑝𝑠, 

was estimated by the solvent-accessible surface area, using a water probe radius of 4.0 Å.  

A previous study conducted by Hou et al.,144 demonstrated that the MM-GBSA approach was able 

to provide accurate relative binding free energies of the biological systems that are usually 

sufficient to discern the strong-affinity complexes from the weak-affinity ones. Thus, when 

considering computational efficiency, MMGBSA can serve as a powerful tool for ranking the 

complexes in this work. All MMGBSA calculations were run using AMBER21173 using the 

mmpbsa.py172 script.  

4.2.8 Principal Component Analysis and Cross-Correlation Plots 

Principal component analysis (PCA) is a statistical method that is efficient in reducing the 

dimensionality of a complex system while extracting essential information from the principal 

modes of sampled motion.148,149 PCA analyzes the relationship between different sampled 

conformations during the trajectory while describing the maximal variance in the distribution of 

the structures.150,148 The variance of the atomic positional fluctuations captured in each dimension 

are characterized by their corresponding eigenvalue. Usually, 3-5 dimensions are sufficient to 

capture over 70% of the total variance within a given MD trajectory.150  When calculating the PCA 

of biomolecules, utilization of dihedral angles or atomic coordinates for α-carbon atoms, is 

sufficient to capture the dynamics.148 In the PCA and cross-correlation analysis, the x, y and z 

Cartesian coordinates of the C-α atoms were used for the trajectory frame superimposition.148 All 

PCA and cross-correlation plots were conducted using the Bio3d150 package in R and were 

throughout over the course of the last 100ns. 

4.2.9 Electrostatic Interactions 

We employed electrostatic potential maps as a tool to understand the charge complementarity 

between CB1 and CRIP1a in each of the complexes.  Electrostatic maps help in identifying the 

most likely complex model that shares both shape and electrostatic complementarities, which are 

important factors in driving molecular recognition. The electrostatic maps of the CRIP1a-CB1 

complexes were generated using PyMOL137. CRIP1a-CB1 complexes from protein-protein 
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docking were aligned to every representative structure generated from the K-means clustering 

output for both CRIP1a and CB1 isolated proteins. The isolated CRIP1a and CB1 representative 

structure with the lowest RMSD fit to the CRIP1a-CB1 complex were used as a one-to-one residue 

comparison between structures. APBS Electrostatics147 and PDB2PQR174 methods in PyMOL was 

used to generate the electrostatic maps of the two proteins that were sampled at the beginning and 

the end of classical MD simulations.  

4.3 Results 

4.3.1 Generation of Physiological CB1 and CRIP1a Models 

4.3.1.1 Cannabinoid Receptor 1  

Although the 3D structures of CB1 were resolved using experimental techniques, the available 

structures are incomplete as they do not describe the intra- and extracellular loops (e.g., the 

functionally important ICL3 loop) and their N- and C-terminal segments. As a result, we employed 

a combination of loop building, and threading-based methods to construct the complete human 

CB1 model in its agonist-bound activated state. Preparation of the missing loops, particularly the 

ICL3 from the CB1 crystallographic structure (PDB accession code:5XR8111), was built using the 

Modeller9v8 Python script in the software package UCSF Chimera version 1.14129, to use the 

program Modeller (v10.1)130. The module generated a total of five different ICL3 conformations, 

and the one with the lowest discrete optimized protein energy (DOPE) score was selected. DOPE, 

a pairwise atomistic statistical potential, utilizing energy comparison between models, is designed 

to select the best structure from a collection of models.175 The lower the DOPE score, the better 

the model. On the other hand, the protein extremities, including the N- and C- termini, were 

modelled using homology and threading techniques from the online server I-TASSER131. 

4.3.1.2 Cannabinoid receptor Interacting Protein 1a 

To assess the productivity of the recently published crystallographic rat CRIP1a structure (PDB 

accession code: 6WSK166), as a template in homology modelling for the human CRIP1a protein, 

the crystallographic structure’s sequence was aligned to that of the human CRIP1a’s sequence 

using the online server BLAST. Results from BLAST identified a ~96% sequence identity between 

both mammalian CRIP1a proteins, ensuring a productive template. Utilizing the online server 

Robetta167, the CRIP1a PDB code (6WSK) was given as a reference structure for building the 
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complete 3D computational model of the human CRIP1a protein. Robetta generated 5 different 

models, each with varying RMSD scores, and the model with the overall lowest RMSD value was 

chosen as the best structure. The chosen 3D atomistic model was run through various structural 

quality check programs such as ERRAT160, verify3D163, PROCHECK176, and WHATCHECK177 

to assess the stereochemical quality and validity of the model. For definitions of ERRAT and 

Verify3D please see Chapter 3 of this thesis. In terms of the quality assessment program 

PROCHECK, it analyzes the stereochemical quality of a protein structure by investigating the 

residue and overall structure’s geometry which is indicated through a Ramachandran plot. Results 

from PROCHECK deemed our protein to be of good quality except for only three residues (Lys76, 

Ser75, Lys26) which were present within the loops regions and not within the PDB crystal structure, 

adding to their low assessment score. Likewise, WHATCHECK assesses the stereochemical 

properties of the structure. Results generated from this program highlighted two errors (1) average 

B-factor error, and (2) the backbone conformation in comparison with other database proteins 

showed that the backbone fold in the structure was unusual. Since our model was in the early 

stages, these unfavourable atomic positions were able to be minimized throughout classical MD 

simulation steps such as minimization, equilibration, and production. By conducting these steps, 

it ensures structure optimization at a later point. Regarding, the quality check programs ERRAT 

and VERIFY3D, they gave scores of 83.66% and 92.07%, respectively. Overall, the high scores 

achieved from each program helped in validating our model. 

4.3.2 RMSD and RMSF: CB1Receptor CRIP1a 

To analyze the dynamics of each protein, and optimize the models, each isolated protein, CRIP1a 

and CB1, were embedded in their physiological environments using the CHARMM-GUI138 online 

server and were run for a total of 250ns (Figure 4.1 and Figure 4.2) of classical MD production 

runs. Throughout the trajectory, both systems had reached stability after ~150 ns, allowing for the 

last 100ns to be taken for further structural analysis. To analyze the fluctuations between the 

residues, the RMSF was calculated for all residues within the isolated CRIP1a and CB1 models. 

The RMSF results of CB1 had accurately aligned with previous computational studies106,145, where 

the N-, C- termini, as well as the ICL3, exhibited the highest amount of dynamicity, out of other 

regions. The higher number of dynamics adopted by the extremities can be attributed to the 

disordered (or loop) regions. The lack of secondary structures within these regions allows for the 
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segments to adopt more conformations adding to the segment’s flexibility. Moreover, since these 

regions face the solvent, it also increases the number of solvent-protein interactions, which often 

can be short-lived, thus further increasing the variability in these regions.  It has been previously 

postulated that ICL3 high dynamicity allows it to interact with other intracellular regions in the 

CB1 receptor, as well as potentially having a role in CRIP1a binding.99 Other note-worthy 

fluctuations are the ECL2, as well as subsequent loops that connect the TM helices (ICL1, ECL1, 

ICL2, ECL3), in which many of these ECL regions partake in ligand binding.109,110 The ECL2, in 

particular, is the largest ECL in the receptor, and thus like ICL3, it, too, experiences more dynamics 

due to its large nature. Likewise, CRIP1a shares a similar narrative, where its structured regions 

experience fewer fluctuations in comparison to its loop segments. For instance, in CRIP1a the β-

sheets maintained more stability, in comparison to the disordered regions or segments surrounding 

the loop, such as the N-terminal cap, which were more dynamic. On the other hand, the increased 

stability present in the β-sheets can be attributed to ensuring that the core of the protein remains 

hydrophobic, in addition to the hydrogen bonding network present within the protein, which adds 

to its stability and structural formation.166  
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Figure 4.3: RMSD graphs of isolated CRIP1a and human CB1 receptor, with their 

corresponding protein structures. Each system was run for 250 ns of classical MD, to which the 

last 100 ns were used for subsequent trajectorial analysis, due to the achieved stability in both 

systems. Both trajectories for the (a) human CB1 receptor and (b) CRIP1a protein maintain an 

overall high degree of stability.  
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Figure 4.4: RMSF plot of isolated human CB1 (PDB: 5XR8) and CRIP1a protein. (a) 

Crystallographic CB1 (PDB accession code: 5XR8), with ligand AM841 (magenta). >7.5Å 

indicate areas of high fluctuation, which are evident in the ICL3 (red), C-terminus (blue), and N-

terminus (olive). Lower areas of high fluctuation correspond to the ECLs and ICLs. (b) Human 

CRIP1a structure (based on PDB accession code: 6WSK). Areas of high pink fluctuations (>2.5Å 

higher areas of fluctuation), regions that become before the areas of high fluctuation (<2.5) yellow 

and areas of low fluctuation blue fluctuation are visualized within their corresponding colours.  

Most dynamic areas contain most of the loops and connecting β –sheets, while more stabilized 

regions are the β–sheets (visualized in brown). 

 

4.3.3 K-Means Trajectorial Clustering Algorithm 

Due to various structural conformations adopted throughout the classical MD trajectory, analysis 

and generation of the most dominant conformations were necessary, while eliminating noise or 
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less prominent conformations. We employed the K-Means algorithm to perform cluster analyses 

of MD trajectories of both CB1 and CRIP1a. Due to the high degree of stability that was achieved 

within the last 100 ns of both CRIP1a and CB1, the trajectorial consensus region of 150-250ns was 

used in the generation of the clustering data (Figure 4.3).  

Throughout generating 99 clusters by utilizing 99 hyperparameters with a stepwise index of 1 from 

an initial cluster size of 2, the best clusters were picked based on a low DBI and a plateau 

SSR/SST(R2) value. Based on the criterion, (Figure 4.5) cluster 20 was to be the most optimal 

cluster for out generated data for CB1, due to its low DBI (1.359083) score, and the plateauing of 

the R2 value (0.853807), as well as the associated high psF value (301.542676).  

 

Figure 4.5: Results of CB1 K-means clustering. Graphical and statistical results for the K-means 

clustering of the last 100ns of the 250ns trajectory. Hyperparameters from 2-100 were chosen for 

the algorithm. Cluster 20 was deemed the most optimal cluster based on its DBI and SSR/SST 

score. (a) DBI and SSR/SST graph (b) psF graphs values, cluster 20 is marked on both graphs 

(black dot) (c) visualization of the 20 structures from cluster size 20, with incorporated statistical 

information corresponding to cluster 20.   
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The majority of the frames incorporated in cluster 0 (the best cluster) were chosen from 40-55ns 

(400-550 frames or 190-220ns from the total trajectory) from the last 100ns of the trajectory, 

outlining their similarities in conformations of the protein during that timestamp.  

In terms of CRIP1a, (Figure 4.6) a cluster size of 32 was picked, largely due to the plateauing of 

the R2 value (0.452620), and the sloping of the DBI value (1.914726) as well as the large pSF 

score (25.846756).  

 

Figure 4.6: Results of CRIP1a K-means clustering. Graphical and statistical results for the K-

means clustering for the last 100 ns of the 250 ns trajectory. Hyperparameters from 2-100 were 

chosen for the algorithm. Cluster 32 was deemed the most optimal cluster based on its DBI and 

SSR/SST score. (a) DBI and SSR/SST graph (b) psF graphs values, cluster 32 is marked on both 

graphs (c) visualization of the 32 structures from cluster size 32, with incorporated statistical 

information corresponding to cluster 32.  

 

Despite the R2 value generating a low confidence level, we believe this to be because of the more 

randomized fluctuations (Figure 4.3) within the unstructured regions within the protein, producing 

more noise than comparison to the stabilized CB1. The consideration of our cut-off of 100 K-

clusters was to avoid a large dataset of protein conformations, thus cluster 32 was deemed as the 
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best cluster for CRIP1a, which is also evident by the variation of incorporated frames seen in 

Figure 4.7. The best representative cluster (cluster 0), is encompassed within the 35-78 ns or 3000-

7800 frame region, where the CRIP1a protein geometric distance conformations adopted during 

these ns were more similar to each other.  

 

Figure 4.7: Frames or simulation time that encompass the representative cluster number. 

The last 100 ns of the 250 ns trajectory was used for the K-means cluster analysis. Visualization 

results for the hyperparameters 20 and 32 are depicted for (a) isolated CB1 and (b) isolated CRIP1a, 
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respectively. Cluster number 0 makes up the best representative clusters and encompasses the 

greatest number of consecutive frames. 

4.3.4 Protein-Protein Docking 

The dominant conformations of agonist-bound human CB1 (20 structures) and CRIP1a (32 

structures) from the MD simulation were employed to perform protein-protein docking 

calculations using the HADDOCK171 server. Our blind docking protocol was defined by docking 

the entire CRIP1a protein (residues 1-164) to the last 9 amino acids in the CB1’s C-terminal tail. 

In contrast, our guided docking was based on previous in vitro data, in addition to the results 

produced from computational servers that predict residues participating in protein-protein 

interactions. Regarding the experimentally determined region, it was determined from the in vitro 

deletion studies20,45 (residues 34-110 in CRIP1a) to be the minimal distance for CRIP1a-CB1 

association. The predictions from the computational servers increased our docking region from 

residues 34-110 to 34-138 (in CRIP1a), which was then docked to the last 9 amino acids in CB1. 

The results from Haddock (Table 4.1 and Figure 4.8) ended up generating a total of 41 clusters, 

in which a cut-off of -60a.u was applied to both the blind docking and restricted dockings 

complexes. 1 complex was discarded as the CRIP1a in this model was penetrating the membrane 

region thus causing steric hindrance. Therefore, a total of 11 structures from the blind docking (6 

structures) and the guided docking (5 structures) were selected for further MD-refinement and 

rescoring based on their binding-free energies.   
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Figure 4.8: Haddock results of CRIP1a-CB1 blind and guided docking protocol generated 

complexes. Our cut-off was established to be -60 a.u. (or values that were above the 75% percentile 

from the highest ranked complex). Complexes that adhered to the cut-off were used for further 

analysis.   

 

Table 4.1: Blind and Guided docking complexes and their associated haddock scores.  

Complex Protocol: 

Guided Docking (G)/ 

Blind docking (B) 

Haddock score (a.u.) 

150 G -62.765 

86 G -63.984 

116 G -61.242 

137 G -62.356 

175 G -60.567 

31 B -60.03 

189 B -65.363 

191 B -71.111 

162 B -83.888 

52 B -81.934 

53 B -80.538 

   

 

Classical MD for Top Complexes 

Since docking was performed without the membrane environment, we rescored the top 11 

complexes from protein-protein docking using MD simulations in their respective lipid-

based environments. To do this, each of the agonist-bound CB1-CRIP1a complexes (i.e., 

CB1[AM841]-CRIP1a complexes), were embedded in their physiological environments: 

the TM segment of CB1 was submerged into the POPC lipid bilayer. Each system was 

solvated with TIP3P water molecules and in a 0.15M concentration of NaCl. The solvated 
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systems were subjected to a 30 ns long MD simulation each, to which the stability of the 

backbone (RMSD) was assessed (Figure 4.9). 

 

Figure 4.9: RMSD graphs of CRIP1a-CB1 complexes. RMSD graphs of 30 ns of 

classical MD for (a) blind and (b) guided docking complexes. The inability of complex 
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150 (guided docking protocol) is evident in the lack of stability incorporated in its RMSD 

plot.  

 

4.3.5 Binding-free Energy Calculations and Extended MD 

Out of 11 complexes, we noted that 10 of them remained intact and exhibited stable behaviour. 

However, one of the complexes (complex 150) fell apart suggesting its weak interactions. Thus, 

this complex was dropped from further analyses. The binding affinities of the rest of the 10 agonist-

bound CB1:CRIP1a complexes were computed using the MM-GBSA method. To assess the 

reproducibility of the binding free energies, we computed the free energies by sampling snapshots 

at different timepoints from MD simulation such as the last 5 ns, 7.5 ns,10 ns and 15 ns from the 

30 ns trajectories. The comparison of the MM-GBSA scores of all the 10 complexes at different 

timepoints of MD trajectories in Figure 4.10 demonstrated that two complexes, Complex 116 from 

guided docking and complex 191 from blind docking, were consistently ranked in the top.   

 

Figure 4.10: MMGBSA binding-free energy calculations for the blind(B) and guided(G) 

docking complexes. Each system was run for various intervals from the 30ns classical MD 

trajectory. The best complex was guided docking complex G_116.  

Since there was a small energy gap (∆G = 3.8 kcal/mol) between these two complexes, we 

subjected both systems to an extended 70 ns long MD simulation each to re-assess their stability 
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and binding free energies (Figure 4.11).  As seen in Figure 4.11a, the backbone RMSD of 

complex 116 exhibited a better stable behaviour than that of complex 191. This is consistent with 

their binding free energies computed from the last 40 ns of their extended MD trajectories. 

Complex 116 exhibited binding free energy of -43.20 kcal/mol, which is much better than that of 

complex 119 (∆G = -28.84kcal/mol). Thus, the free energy gap between the two complexes 

became larger from the extended MD simulation, resulting in complex 116 being favoured over 

the other model. Thus, complex 116 was selected as the best model to describe the human CB1-

CRIP1a complex interactions.  

Figure 4.11: RMSD graphs and binding free energy re-calculations for blind and restricted 

docking complexes. (a) RMSD graphs for the extended trajectory for complex 116(guided 

docking protocol) and complex 191(blind docking protocol), (b) Final MMGBSA binding-free 

energy calculations for the final 40 ns of the 100 ns trajectory. Complex 116 mediates a higher 

degree of stability within its RMSD fluctuations in comparison to complex 191, where it maintains 

a lower average (complex 116: 6.38 Å; complex 191: 8.70 Å) and average deviation values 

(complex 116: 0.72 Å; complex 191: 2.20Å). 

4.3.6 Electrostatic and MMGBSA Decomposition Maps 

To understand the nature of interactions between CB1 and CRIP1a in complexes 119 and 116, we 

assessed the electrostatic complementarity and per-residue contacts between the two proteins in 

the two complexes.  Results from the electrostatic maps (Figure 4.12) showed that complex 116 

displayed more complementary regions of high negative and positive interactions. Further analysis 
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of the residues in proximity, within complex 116, participating in favourable positive and negative 

interactions were analyzed. Residues in proximity were Lys47(CRIP1a)-Glu634(CB1), 

Lys74(CRIP1a)-Glu634, and Glu118(CRIP1a)-Lys622(CB1), Lys619(CB1)-Glu60(CRIP1a), 

Lys47(CRIP1a)-Leu636 (CB1). In contrast, the blind docking protocol complex 191, mediated less 

favourable interactions, where only polar residues Asp630(CB1)-Arg36(CRIP1a) and 

Glu615(CB1)-Asp28(CRIP1a) were observed to be in proximity. In addition, electrostatic maps 

exhibited less complementary polar regions in comparison to guided docking complex 116. 

MMGBSA-generated decomposition plots additionally supported the data from the electrostatic 

maps, where the number of residues participating in strong interactions was more abundant in the 

guided docking complex 116 than in comparison complex 191. Residues 47(CRIP1a)-472(CB1) 

and Leu455(CB1)-Glu60(CRIP1a) were observed to form strong electrostatic hydrogen bonding 

interactions, whereas Thr88(CRIP1a)-Leu472(CB1) and Ala469 (CB1), Leu68(CRIP1a)-

Lys458(CB1), Thr108(CRIP1a)-Lys458(CB1), were observed to mediate weaker hydrogen bonds 

while participating in mainly van der Waals interactions with surrounding residues. Met461(CB1)-

Thr108(CRIP1a) and Lys458(CB1)-Gln106(CRIP1a), Met461(CB1)-Leu68(CRIP1a),471(CB1)-

Pro70(CRIP1a) and Thr88(CRIP1a) formed mostly non-polar interactions. In addition, residues 

(Figure 4.13) participating in stronger interactions between CRIP1a and CB1 in complex 116 was 

all present within the experimentally predicted minimal binding region (Figure 4.14) of 34CRIP1a-

110CRIP1a. Despite our docking protocol containing more residues beyond that of 110, the strength 

of the interactions beyond the experimentally predicted region were greatly less. The generated 

data closely aligns with previous experimental results20,45,99, thus giving deeper insights as to why 

the CRIP1a region 34-110 is important in the binding interactions between CB1 and CRIP1a. 

Opposite results were obtained in complex 191, where most of the residues participating in strong 

intra-interactions were mediated at the extremities, thus agreeing less with experimentally derived 

results.  Likewise, in CB1, more residues in complex 116 were participating in stronger protein-

protein binding interactions with CRIP1a. More distal-central amino acids such as those in helix 9 

were observed forming interactions with CRIP1a. This data supports the previous experimental 

findings from Blume et al.,48, that state that CRIP1a interacts with residues outside of the distal 9 

C-terminal amino acids. In contrast, complex 191, had encompassed fewer residues participating 

in the protein-protein interactions, within the confines of the last nine C-terminal amino acids, thus 

contributing to its lower binding-free energy.  
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Figure 4.12: Electrostatic map of human CRIP1a and CB1 complex interactions. The last 9 

CB1 C-terminal residues are visualized as orange spheres. (a)-(c) depict the electrostatic 

interactions in guided docking complex 116, while (d) and (e) show electrostatic interactions 

between blind docking complex 191.  
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Figure 4.13:  MMGBSA residue decomposition plot for blind and guided docking 

protocols. (a) complex 191 and (b) complex 116, residues participating in van der Waals 

and electrostatic interactions between CRIP1a and CB1 protein-protein interactions. 

 

Figure 4.14: Residue interactions in guided (complex 116) and blind (complex 191) docking. 

Residues participating in strong average interactions are visualized in red (CB1) and purple 

(CRIP1a). Residues participating in protein-protein binding interactions between CB1 and CRIP1a 

for complex 116 and 191 are written to the left. Bold numbers (in text) and yellow region (in 

visualization) indicate binding region 34-110 from experimental studies20,45 

4.3.7 Differences in the isolated protein vs. CRIP1a-CB1 complex 
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To assess the impacts that the protein-protein interactions have on the dynamics of each protein, 

analysis of PCA, RMSF, and cross-correlation analysis was conducted on complex 116 in relation 

to the isolated CRIP1a and CB1 systems.  

4.3.7.1 Principal Component Analysis 

The PCA was analyzed for the isolated CB1 and CRIP1a proteins to compare the influence that the 

complex has on their dynamics. In terms of the CB1 isolated protein, the last 100ns of the trajectory 

were analyzed using PCA due to the stability achieved within this region (Figure 4.3). A high 

degree of the proportional variance (Figure 4.15) was encompassed within the first eigenvalue 

(61.8%), which subsequently decreased in the level of significance after the second (9.7%) and 

third (6.3%) eigenvalues. The first three eigenvalues incorporated a total of 77.8% of the total 

proportional variance. Comparing the first, second and third principal component (PC) spaces, the 

degree of explored conformations is vast. To identify the patterns of motion in the CB1 model, the 

projected eigenvectors (on the C-α backbone atoms) of the first three eigenvalues, which capture 

most of the maximal variances, were identified. From the ensemble for the first three PCs, we can 

see that the level of motion differs from each other. A common feature is that the N- (residues M1-

Q116) and C- (residues R400-L472) termini, as well as the ICL3 (residues K300-T344), are having 

a large degree of fluctuations, where the first eigenvalue is capturing most of the dynamics, the 

number of captured fluctuations decreases as the PCs go on.  
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Figure 4.15: PCA plots and protein backbone fluctuations in each PC space. PCA plot and 

backbone fluctuations for (a) CB1-CRIP1a complex (b) CB1 isolated protein and (c) isolated 

CRIP1a protein for eigenvalue ranks 1, 2 and 3. 
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In comparison to CB1, (Figure 4.16), only a small proportion of dynamics (~16.8%) was captured 

by the PC1 in CRIP1a. Even the first three eigenvalues cumulatively described only 38.5% of the 

variations.  Up to 20 PC spaces together were able to capture ~80% of variations suggesting the 

high dynamics of CRIP1a. In contrast, in the case of CB1, 96.3% of the proportional variance was 

captured within the first 20 eigenvalues, while the top 3 PCs together described ~80% of variations. 

Upon visual inspection of CRIP1a for PC1, the main dynamic changes in the protein are seen at 

the N- and C-termini, as well as between residues: Ile16-Val23; Lys26-Arg36; Leu73-Tyr85; 

Thr91-Arg102; Lys148-Val158; Met1N-terminus-Pro5N-terminus. These areas were seen to have a great 

number of dynamics, where the fluctuations in the protein had gradually decreased throughout 

each subsequent PC. In PC2 the main fluctuations were within the same region: Gln17-Val23; 

Asp28-Gly33; Thr91-Gly100; Leu73-Val83; Met1N-terminus-Pro5N-terminus, whereas for PC3 the 

dynamic changes were mostly present within the regions: Lys74-Val84; Thr91-Gly100; Met1N-

terminus-Leu4N-terminus. 

 

Figure 4.16: Cross-correlation plot of CB1-CRIP1a complex. The plot indicated the negative 

dynamic and positive interactions between CRIP1a and CB1 (CRIP1a values come first on the plot 

from 100-200, whereas CB1 values preceded afterwards from 100-400). (a) corresponds to 

residues 66CB1-466CB1 and 1CB1-164CB1, which display negative and neutral dynamic correlations 

(b) correspond to the MPR as well as the TM segments (residues 96CB1-396CB1) and the beginning 

unstructured region of CB1’s N-terminal region (residues 1CB1-66CB1) which mediate mainly 

negative and neutral correlations between each other. (c) encompasses CB1’s C-terminal region 



97 

 

(residues 436CB1-472CB1) which has mainly negative correlations with the TM segment (residues 

96CB1-426CB1). (d) depicts positive and neutral correlated interactions between residues 436CB1-

636CB1 and 50CRIP1a-80CRIP1a,90CRIP1a-130CRIP1a which are the residues participating in the protein-

protein interactions. (e) incorporates TM segments 1-5(residues 86CB1-346CB1) positive and neutral 

dynamic correlation with TM 7 and 6 (residues 326CB1-426CB1). Lastly (f) corresponds to TM 2-5 

(residues 147CB1-326CB1) positive correlations with that of TM 1(residues 116CB1-146CB1).  

 

4.3.7.2 CRIP1a-CB1 complex 

The amount of proportional variance explored within the complex’s consecutive eigenvalues 

(Figure 4.16) was smaller than that of the isolated CB1 protein but larger than that of the isolated 

CRIP1a system. This can be partially ascribed to the fact that due to the incorporation of two 

proteins, there is a greater threshold of exploration with a higher subset of residues than in the 

isolated protein systems. However, the presence of the protein-protein interactions introduces a 

stabilizing effect thus decreasing the total variability in the system, then in comparison to the 

highly variable isolated CRIP1a protein. This phenomenon was observed between the proportional 

variance in captured dynamics between the first (32.4%), second (21.9%) and third (11.1%) 

eigenvalues, equating to a total of 65.4% explored variance within the first three eigenvalues. 

There was also an absence of a drastic difference in the number of residual fluctuations captured 

between each eigenvalue. Overall, the amount of conformational exploration in the 20th PC was 

the same as within the isolated CB1 system, (92.1% of total conformational variance), 

demonstrating that the complex mediates a moderate degree of dynamic exportability. To get a 

better understanding of the types of fluctuations mediated within the protein-protein association, 

the backbone of the complex was visualized for the first three PCs. The first ranked eigenvalue 

captured a lot of the variability in the N- and C-termini regions of CB1, while capturing fewer 

fluctuations in the TM region of the CB1 receptor. In contrast, for CRIP1a, the entire protein’s 

dynamics were encapsulated, with a heavier focus on the top (N-terminal) and central regions of 

the protein. These large fluctuations in PC1 are seen in residues: Ser425-Leu472(CB1
C-terminus);1-

164(CRIP1a); HSD304-Ile339(CB1
ICL3); Met1-Ile105(CB1

N-terminus). The second-ranked 

eigenvalue encapsulated most of the fluctuations within the entire CRIP1a protein, with a heavier 

emphasis on the bottom (C-terminal) and central region of the protein. In terms of CB1, the C-
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terminus’ dynamics were mostly captured while a lower emphasis on the dynamics within the 

ICL3 and N-terminal regions. Specifically, the residues involved in the high dynamics are Ser410-

Leu472(CB1
C-terminus);1-164(CRIP1a); HSD302-Leu341(CB1

ICL3); and Met1-Phe102 (CB1
N-

terminus). The 3rd ranked PC, mostly captured the dynamics of the CB1’s N- and C- termini in 

addition to the ICL3 and a bit of the entire CRIP1a protein as: Val454-Leu472(CB1
C-

terminus);1CRIP1a-164CRIP1a; Arg340-Gln314(CB1
ICL3); Met1-Ile96 (CB1

N-terminus).  

 

Figure 4.17: CRIP1a (orange) and CB1 (forest green) complex formation. Visualization of 

conserved GPCR activated conformational characteristics. Breaking of the ionic lock between 

residues Arg2143.50 and Asp3386.30 (visualized in yellow) and mediated T-shaped π-π interactions 

amongst toggle switch residues Phe2003.36 and Trp3566.48 (visualized in blue).  

4.3.7.3 Cross-Correlation Plot 

In terms of CB1’s dynamic cross-correlation plot, it revealed the relationship between the external 

and internal segments with the TM component. In particular, the N- (residues M1-Q116) and C- 

(residues R400-L472) termini, as well as the ICL3 (residues K300-T344), were all negatively 

dynamically correlated to the TM segments of the protein. The segmental extremities (N- and C- 
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termini), as well as the large loop (ICL3), would fluctuate to a high degree, in contrast, the TM 

region was observed to encapsulate the most amount of stability over the entire trajectory. These 

observations are also in unison with the RMSF plots for CB1. In terms of CRIP1a, an absence of 

concrete correlations could be drawn from the trajectory, where degrees of motion were more 

randomized. The only stabilizing segments in CRIP1a were observed within the central β-sheet 

regions, which displayed a more positive dynamic correlation with each other while mediating a 

negative dynamic relationship with the more disordered and highly variable loop regions within 

the protein.  

4.3.7.4 CRIP1a-CB1 Complex Cross-Correlation Plot 

The cross-correlation plot for the CRIP1a-CB1 complex shows the stabilizing effects emitted by 

the presence of the protein-protein interactions. Particularly, residues 66CB1-426CB1 (CB1) 

corresponding to the stable TM region of CB1 were displayed to have negative as well as neutral 

correlations to most of the highly dynamic residues within the CRIP1a (residues 1CRIP1a-164CRIP1a) 

protein. Other negative and neutral correlations were observed between the highly dynamic 

unstructured loops within CB1’s N-terminus (residues1CB1-66CB1) and its very stabilized TM 

segments (residues 96CB1-396CB1). Mostly negative dynamic correlations were present between the 

highly variable CB1’s C-terminus (residues 436CB1-472CB1) and TM segment (residues 96CB1-

426CB1).  

Positive and neutral dynamic correlations expressed within the CRIP1a-CB1 complex were 

observed to be between the C-terminus (helix 9 and terminal loops) of CB1 (residues436CB1-

472CB1) and the region of CRIP1a that performs in strong interactions with CB1 (residues 40-

80CRIP1a and 90-130CRIP1a). This observation demonstrates the positive dynamic impact that the 

binding interactions induce within the CRIP1a backbone to mediate these interactions. Other 

positive and neutral dynamic correlations were observed between TM 6 and 7 (residues 326CB1-

426CB1) and TM 1-5 (residues 86CB1-346CB1). TM 1 (residues 116CB1-146CB1) was also observed to 

elicit mostly positive dynamic correlations with TM 2-5 (residues147CB1-326CB1), which are the 

TM segments involved in the conformational changes during inactivation and activation as well 

as within ligand binding. Specifically, TM6 undergoes an outwards helical rotation to 

accommodate G-protein binding, while TM1 and 2 change in conformation to accommodate the 

ligand binding and the size of the orthosteric pocket in the inactivate or activated state. TM3 and 
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6 encompass the toggle switch residues F2003.36 and W3566.48 which mediate π-π interactions (T-

shaped in the activated state, and face-stacking in the inactivated state), as well as the ionic lock 

residues Asp3386.30 and Arg2143.50 which break upon activation (superscripts are indicative of the 

Ballesteros–Weinstein numbering178). In addition, in TM 5 and 7, there the inward movements of 

Tyr2945.58 and 3977.53 during GPCR activation.114,125,179 

4.3.7.5 RMSF CRIP1a-CB1 Complex 

In comparison to the isolated CRIP1a and CB1 proteins (Figure 4.18), the CRIP1a-CB1 complex 

maintained a more stabilized CB1, where the N- and C- terminal region, TM segments as well as 

the ICL3 had noticeable lower degrees of fluctuation, mediating an RMSF ranging from ~2 Å to 

11 Å less than in the isolated complex. In contrast, the CRIP1a in the complex experienced more 

fluctuations in the backbone within the residues 36-120 surrounding and participating in intra-

residue interactions, than in comparison to the isolated protein. The increased number of dynamics 

in the backbone between the residues participating in the protein-protein interactions can be 

ascribed to the highly dynamic nature of the C-terminal tail. Due to many disordered regions 

present in the C-terminal domain, thus causes for the backbone atoms in CRIP1a also become 

more flexible to accommodate and mediate interactions with the C-terminus. This phenomenon 

was also observed in the paper by Fayos et al., (2003)180, where protein-protein interactions 

induced a higher degree of flexibility in the backbone atoms. Outside of these binding regions, 

residues 1CRIP1a-35CRIP1a and 121CRIP1a-164 mediated a similar degree of fluctuation or an increased 

stabilizing effect in the case of residues 25-35. 
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Figure 4.18: RMSF stabilizing protein-protein interaction effect in the presence of a protein 

complex, and without. RMSF comparison between the isolated CRIP1a and CB1 proteins (grey), 

and the CRIP1a in complex (blue), along with the CB1 in complex (orange).  

4.4 Discussion 

In this study, we built the first comprehensive model of the human CB1-CRIP1a complex. The 

complete model of human CB1 was constructed by building the N- and C-terminal domains of the 

protein separately using a threading-based approach and stitched them to an activated TM structure 

of the protein from PDB (5XR8111). The 3D model of CRIP1a was built using the homology 

modelling approach by using the recently published crystallographic rat CRIP1a structure (PDB: 

6WSK166) as a template. The dominant conformations sampled from the MD trajectories of the 

two proteins were used to perform rigorous protein-protein docking and MD-based binding free 

energy calculations to predict the most likely model of the human CB1-CRIP1a complex.  Our 

model is in good agreement with the previously reported in vitro experimental data20,45which 

highlighted the regions that promote the CB1-CRIP1a contacts. While previous modelling efforts48 

attempted to understand these protein-protein interactions exist, they were mostly focused on a 

reduced model of the receptor. Particularly, these studies had only used a portion of CB1’s C-

terminal tail, and a CRIP1a model was constructed based on a low-homology template. Thus, there 

was a need for a comprehensive model to understand the molecules involved in the recognition 

process in the CB1-CRIP1a complex; and this study addressed this gap. By application of a 
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combination of computational tools, we present the first comprehensive atomistic model that best 

describes the CB1-CRIP1a associations and dynamics under physiological conditions.  

Our research gives novel insights into how CRIP1a interacts with the activated CB1 complex. The 

results generated from this study can be useful for understanding the competitive binding 

interactions between β-arrestin and CRIP1a to the distal region in CB1’s C-terminus, as well to 

design drugs to target CRIP1a. Overall, the data from these results can be used for future in vitro 

mutagenesis experiments to study the binding interactions between CRIP1a and CB1 in more depth.  
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5.1 General Discussion 

This dissertation investigated the protein-protein and protein-ligand interactions of human CB1 

protein that modulates its signalling and physiological responses. Understanding the inactivated 

state of CB1 has been of particular interest due to its role in different pathological conditions 

including inflammatory conditions75, seizures48, and metabolic disorders74. The inactivated state 

of the human CB1 receptor has proved to be beneficial in reducing some of the pathological and 

toxicological side effects that high-affinity binding agonists induce. Instances in reduced 

cannabinoid-tolerance181, decreased food-intake23, and increased vasodilatory effects in 

cardiovascular disorders patients29, are all beneficial mediated outcomes during the inactivation of 

the receptor. Despite the affluence in therapeutic outcomes retrieved from the inactivation of the 

receptor, limitations in the clinical utility of inactivating molecules have seen their share of 

controversy. Unlike the psychedelic adverse effects experienced during the activation of the 

receptor, inverse-agonists mediate a plethora of negative outcomes, observed amongst patients in 

the RIO-clinical trials.93 Unwanted and harmful side effects such as decreased gastrointestinal 

mobility,  the increased onset of mood disorders such as depression and anxiety, in addition to 

suicidal ideation, were some of the reported outcomes from ingestion of the cannabinoid antagonist, 

rimonabant.64,94,182 Outcomes from these trials highlighted the importance of understanding the 

clinical utility- with the indoctrinated side effects – from the main therapeutical utility. Since the 

RIO trials, the ability to synthesize antagonists on the grounds of safety has remained elusive. 

Consequently, scientists have attempted to understand more about the protein-ligand 

conformations, binding interactions, and their roles in biased-signalling transduction, throughout 

decades. Unearthing more of the mysteries and uncertainties of the endocannabinoid system, and 

the ligand-binding interactions, were believed to generate more knowledge, so that synthesis of a 

safer ligand could be generated.  
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Figure 5.1: Construction process of the CB1 receptor (a) 5XR8 crystallographic structure 

truncation of N- and C-termini (red), and insertion of stabilizing domain (yellow). (b) Complete 

structure with built N- and C- termini as well as ICL3 embedded in the POPC membrane. (c) 

Complete ribbon structure of the human CB1 receptor (green) in association with the human 

CRIP1a protein (orange) 

 

Another topic of discussion is the outlook on other binding targets, other than the traditional 

orthosteric pocket. In this regard, over the past couple of decades, researchers have made efforts 

at studying allosteric 125,183 and protein-protein associations20,48,166, in addition to analyzing their 

binding sites and modes of interactions46,105. It is believed that targeting another site, other than 

the orthosteric pocket, may aid in reducing the toxicological side effects that orthosteric ligands 

promote. In effect, other non-traditional binding sites may provide safer targeting options, where 

they may offer more specificity for the receptor subtypes in comparison to the non-discriminatory 

cannabinergic ligands. It has been reported that orthosteric cannabinoids not only bind to CB1 and 
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CB2 but to other orphan CBRs, such as transient receptor potential cation channel subfamily V 

member 1 (TrpV1), thus creating more off-target side effects.184  For these pre-described reasons, 

within this thesis we specifically looked at the influence of the N-terminal domain in the process 

of inverse-agonist binding, as well as the residues that play an important role during the molecular 

recognition process for CRIP1a-CB1 protein-protein interactions in Chapters 2 and 3, respectively.  

This thesis aimed to gain a deeper understanding of the inactivating protein-protein and protein-

ligand interactions that the CB1 receptor partakes in.  For Chapter 3, we aimed to extract the 

importance of the N-terminus, in mediating protein-ligand associations, whereas Chapter 4, was 

focused on extracting the residues in CRIP1a and CB1 that were participating in high-affinity 

binding interactions.  

5.1.1 The N-terminus in ligand binding 

In Chapter 3, the importance of the N-terminal domain’s contribution to the receptor-inverse-

agonist binding interactions was investigated by computational studies. The N-terminal domain of 

the human CB1 receptor is a very large structural segment encompassing 116 residues, in 

comparison with its counterpart, CB2, which contains 33 amino acids. As a result of its large length, 

numerous attempts to deduce the importance of the N-terminal domain in its relations to protein 

stability, ligand binding and overall functionality, have been reported in the past recent years. One 

of the first instances to outline the potential functionality and role of the N-terminal domain was 

first reported by Laprairie et al.,108. Within their study, they demonstrated that CBD reduced the 

affinity and efficacy of partial-agonists Δ9-THC and 2-AG. It was proposed that CBD was bound 

close to the disulfide bond formation between residues C98 and C107, where mutation of these 

residues to alanine (C98A and C107A) led to a 50% reduction in CBD negative allosteric 

modulator activity than in comparison with the wild-type receptor. Computational studies 

conducted by Sabatucci et al.,115, Jakowiecki et al.,106 and Chung et al.,107 had further investigated 

the allosteric binding of CBD-CB1, in which Jakowiecki and co-workers106 had assessed the 

influence of the whole N-terminal domain on the allosteric binding of CBD, under the influence 

of the partial agonist, Δ9-THC. In their study, they evaluated the relevance of the CB1’s N-terminus 

within the presence of CBD, through the introduction of truncation sites at ∆-98, ∆-88, and ∆-8. 

106 Through each subsequent truncation there was an increase in the ligand binding energy, reduced 

stability in the system, and disorientation of the CBD binding pose, compared to the wild-type 
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receptor.  It was also reported that truncation of the N-terminus had resulted in the exiting of CBD 

from the allosteric site completely. Besides CBD, the disulfide bond located in the MPR has also 

been reported to affect allosteric modulators ORG27569 and PSNCBAM-1 binding to the CB1 

receptor.   

When assessing the dynamics of the N-terminus Jakowiecki and co-workers106 evaluated the 

variability of the N-terminal domain under different environments. They analyzed the stability of 

the N-terminus under the influence of CBD - Δ9-THC, and Δ9-THC alone. In their findings, they 

reported a conformational shift in the N-terminus during the Δ9-THC only simulation, where the 

presence of NTH2(residues 61-69) disappeared, leaving behind a more stabilized NTH1(residues 

29-35), NTH3(residues 78-92), and N-terminal cap (residues 1-20). In contrast, under the influence 

of the allosteric modulator, CBD, the N-terminus adopted three helical structures NTH1 (residues 

30-35) NTH2 (residues 61-69), and NTH3 (residues 80-94), with a slightly different structural 

composition than in the Δ9-THC only run. Despite unearthing the role and dynamics of the N-

terminus in CBD and partial-agonist binding, Jakowiecki and co-workers106, and Laprairie et al.,108, 

had failed to analyze the impacts and stability of the N-terminal domain under the influence of 

inverse-agonist binding. For these reasons, we conducted the docking of different inverse-agonists 

to the CB1 receptor.  

Our results, from Chapter 3, more closely aligned with that of the Δ9-THC only run106, in which 

the N-terminal structure composition under the influence of inverse-agonists AM251, AM6538 

and MJ15, had generated a stabilized NTH3 across systems. In contrast, a more variable NTH2 

and NTH1 were apparent, in which their formation was highly dependent on the type of ligand 

binding. Likewise, in our simulations, we too observed the presence of a very stabilized N-terminal 

cap (residues 1-20) mediating interactions with the ECLs and TM regions of CB1. Further results 

generated from Chapter 3 showcased the variability in the dynamics mediated within the N-

terminal domain while giving further insights into its adopted conformation throughout the 

classical MD trajectory. In essence, these adopted conformations elucidated how the dynamics, 

and acquired N-terminal conformations play a role in ligand binding and receptor functionality. 

Our results demonstrated that the MPR and N-terminal cap encompass most of the dire interactions 

with the ligand, resulting in their high level of achieved stability. Moreover, these two stable 

regions throughout our trajectory were observed to cover the orthosteric pocket, potentially acting 
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as a shield from external solvent accessing the hydrophobic ligand binding site. In contrast, we 

observed that the N-terminal regions furthest from the ligand, such as NTH3 had experienced the 

highest degree of dynamics, where the stability of these regions was less dire, as they do not 

contribute to the ligand binding interactions.  

The importance of studying the entire N-terminus and its participation in the ligand binding effects 

uncovers novel insights into the entire functionality of the receptor. Furthermore, it allows for 

further inclusion and analysis of an additional structural component that may play a role in the 

orthosteric and receptor-ligand induced conformations. It is these adopted conformations which 

are the main root cause of biased agonism and selective cellular signalling transduction. One of 

the first reported inverse-agonist and N-terminal functionalities was analyzed in the 

crystallographic paper by Shao et al.,110 (PDB accession code:5U09110). The functionality of the 

N-terminus in the binding of taranabant was specifically observed within the confines of the MPR. 

The MPR was highlighted to have a potential role in solvent exclusion from the orthosteric pocket 

in CB1 inactivated system. It has been noted in various papers109,110,112 that the MPR forms a ‘V-

shaped’ plug projecting itself into the ligand binding pocket, acting as a barrier from the 

extracellular solvent interacting with the inverse-agonist or antagonist. As also outlined in the 

crystallographic paper, by Shao and co-workers110, the importance of the N-terminal domain in the 

predication of ligand-binding modes was deemed to be of utmost importance. Decreased resolution 

in the N-terminal domain had resulted in the inaccurate docking prediction of the inverse-agonist 

taranabant.110  In essence, the importance of the MPR in inverse-agonist and allosteric systems 

have been discussed108,185, however, the specific impacts of the entire N-terminus in inverse-

agonist binding, remained unresolved. In our results, binding interactions mediated between the 

N-terminus and the inverse agonists, were primarily within the confines of the MPR, in which 

residues Glu100, Asn101, and Phe103 were observed mediating π-π and van der Waals interactions 

with the ligands. However, the strength of their interactions was largely dependent on the type of 

inverse-agonist binding and the conformation they induced at the orthosteric site. Therefore, 

concluding that the presence of MPR and inverse-agonists interactions are also ligand-dependent. 

In summary, our atomistic model describing the complete inactivated form of human CB1 will be 

useful for understanding the interplay between different regions of the receptor with that of ligand 

binding to both orthosteric and allosteric sites. 
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5.1.2 CRIP1a interactions with the CB1 receptor 

The specific residues participating in the binding interactions between CRIP1a and CB1 have been 

a more recent topic of discussion. In vitro deletion-based studies conducted by Niehaus et al.,45 

and Mascia et al.,20 revealed the minimal binding domains for both CRIP1a and CB1 to mediate 

their interactions. It was revealed that the last 9 amino acids in CB1’s C-terminal tail were found 

to be the minimal reported domain forming productive protein-protein interactions with the 

CRIP1a/b protein. Mutation of the terminal 9 amino acids in CB1 was revealed to induce weak 

binding interactions between CB1-CRIP1a/b. These results suggested that the distal region in the 

receptor (residues 464-472) is necessary to mediate strong interactions with CRIP1a/b. In an in-

vitro binding assay study conducted by Blume et al.,48 had analyzed for potential regions, other 

than the distal 9 amino acids in CB1, involved in the binding of CRIP1a. Utilizing affinity pull-

down studies; coimmunoprecipitation of CB1 complexes with CRIP1a and β-arrestins, 

demonstrated that the central or distal C-terminal peptides had competed for association with 

CRIP1a. In addition, the presence of a phosphorylated Thr468 greatly reduced the CRIP1a-CB1 

association. Furthermore, the minimal number of residues involved in CRIP1a-CB1 interactions to 

reduce endocytosis induced by β-arrestins was discovered to be D466, T467, S468, A471 and L472, 

by Mascia and colleagues20.  Ultimately, these results conclude that the central and distal regions 

in the C-terminus play a role in forming interactions with the CRIP1a, whereas the five residues 

located in the distal 7 amino acids are required to stunt the process of CB1 endocytosis.   

When assessing the regions within CRIP1a important in the molecular recognition process with 

CB1; using in vitro mutagenesis Niehaus et al.,45 suggested that the region necessary for CRIP1a 

interaction with the receptor included exons 1 and 2 or amino acids 34-110. Further validating the 

experimental outcomes from Niehaus and colleagues’ study, Mascia et al.,20, had also discovered 

that residues 34-110 were sufficient to promote these protein-protein interactions. Despite these 

experimental studies highlighting the region of CRIP1a-CB1 interactions, these results produced a 

large consensus binding region in CRIP1a where the specific residues predominantly inducing 

these interactions remained elusive. For these reasons, a few computational studies in the past have 

tried to isolate the main residues participating in these protein-protein interactions, by analyzing 

the specific residues participating in the CRIP1a-CB1 associations. 
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Nevertheless, these computational studies46,47,105,166 were not comprehensive, as they incorporated 

a low-quality template in their homology template to model the human CRIP1a protein (i.e. the 

model was based on the Rho-GDIβ structure (PDB accession code: 1DS6), which contains a 15.9% 

sequence identity and a low functional homology to the human CRIP1a protein).46,47,105,166  In 

addition, these in silico models46,47,105 had only used a small portion of the C-terminus, in their 

binding studies, without considering the entire CB1 receptor and its C-terminal tail, in its 

interactions with CRIP1a. In essence, due to the low-quality template, and utilization of an 

incomplete C-terminal model, we concluded that their results leave room for many discrepancies 

and inaccuracies. These previous papers also did not consider the influence of the activated 

membrane-embedded receptor and the dynamics it induces at the C-terminal domain, which may 

play a part in the binding of CRIP1a, thus creating many uncertainties in their findings.  

Chapter 4 of this thesis addressed this gap by constructing the first comprehensive atomistic model 

of the human CB1-CRIP1a complex in its physiological environment, utilizing the first mammalian 

CRIP1a crystallographic structure166. Our model was consistent with earlier experimental 

findings20,45 and was able to deduce the key molecular interactions that stabilize these complexes. 

Our model also demonstrated little complimentary to previous in silico studies in terms of formed 

interactions between that of CRIP1a and CB1.
46,47,105 Instead, our results adopted a new set of 

residues partaking in the molecular-level recognition process between CRIP1a and CB1. Given our 

results, we observed that the residues playing a large role in the molecular recognition process 

between the proteins are all within the experimentally determined regions20,45 of 34-110 for the 

CRIP1a protein. Specifically, residues such as Lys47 CRIP1a, Leu68CRIP1a, Val69 CRIP1a, Pro70 CRIP1a, 

Thr88 CRIP1a, and Pro110 CRIP1a, in CRIP1a engaged in strong binding interactions with the residues 

from CB1 that included Val151CB1, Met461CB1, Thr467CB1-Ala469CB1, Ala471CB1 and Leu472CB1 

in CB1. Most of the residues involved in the formation of the protein-protein complex were found 

to mediate stronger electrostatic and/or hydrogen bond interactions. In terms of the CB1 receptor, 

residues outside of the 9-distal C-terminal residues, such as helix 9, were also observed to support 

CB1 interactions with CRIP1a. Dynamics elicited by the presence of the protein-protein 

interactions induced a high level of stability in the CB1 receptor. All previous dynamic interaction 

regions in the N-terminus and the ICL3 became very stabilized, similar to the RMSF fluctuation 

values depicted with the inactivated receptor in Chapter 3. Interestingly, we found that the residues 

participating in the binding interactions between CRIP1a and the CB1 receptor had induced higher 
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dynamics within the protein backbone, encompassing residues 34-110. This can be explained by 

the higher levels of fluctuations, and instability in the unstructured region within the C-terminal 

domain. Thus, to accommodate the increased flexibility of the C-terminus, CRIP1a must, too, 

adopt a higher degree of flexibility to mediate these interactions. Overall, our results from Chapter 

4 give more detailed molecular-level insights into the inter-protein interactions stabilizing the 

human CB1-CRIP1a complex.   

5.2 Future Directions 

The result of this present study provides further knowledge of the dynamic interplay between 

protein-protein and protein-ligand interactions with the CB1 receptor, as well as the residues that 

cultivate these interactions. Further research is required to address certain topics this thesis did not 

cover such as CRIP1a alterations in CB1-G-protein coupling. CRIP1a specifically regulates the 

signalling transduction capabilities of the CB1 receptor through its alterations in Gα protein 

selectivity99,166. CRIP1a promotes the receptor coalition with the Gα½ subunit while impeding the 

formation with the Gαo and i3 subunits.99 Alterations in the G-protein coupling result in the 

downstream signalling events that are typically associated with CB1 inactivation. Thus, more 

research is needed to address the specific residues, or modes of interaction that CRIP1a possesses 

in its decreased selectivity for the Gαo and i3 subunits, in comparison to that of the Gα½ protein.  

Another limitation of our study was the disregard for other factors impacting the CRIP1a-CB1 

association. CB1 is also involved in protein-protein interactions with β-arrestins which promote 

the formation of a clathrin-dynamin complex when undergoing the process of CB1-

endocytosis.99,166 Constant exposure to agonists, results in the phosphorylation of the C-terminal 

tail at two sites.99 This phosphorylation promotes the association with the β-arrestins, and a 

reduction in the number of CB1 receptors present at the membrane surface.48,166 These events, 

increase tolerance that is typically seen in active users of marijuana.161 Through competitive 

interactions, β-arrestins and CRIP1a compete for the association at the C-terminal tail.48,166 

However, during the presence of phosphorylation, association with β-arrestins is greatly favoured, 

reducing the binding interactions with CRIP1a.48 To further generate a deeper analysis of the 

reduction in CRIP1a interactions under the presence of phosphorylation, the introduction of the 

two phosphoserines, S425 and S429, and their impacts on CRIP1a binding is necessary, to gain a 

deeper understanding of the three-protein binding interplay.  



112 

 

Unclear from the present investigation is how the presence of differing degrees of N-terminal 

lengths impacts the stability and binding affinity interactions with inverse-agonists to the CB1 

receptor. As evident in the study conducted by Jakowiecki et al.,106, truncation of the N-terminus 

at different sites, following a re-calculation of the ligand binding energy, can give a more definitive 

analysis of the importance of the entire N-terminal domain during inactivation studies. Due to the 

ligand bias presented in crystallographic structures, the model used in this thesis favours the 

association of inactivating cannabinoid molecules. Thus, utilization of our model in the future 

virtual screening of inverse-agonists, antagonists and allosteric modulators can further address the 

impacts that the entire N-terminus has on ligand binding.   

Overall, the goal of this thesis was to analyze the influence that a complete and accurate 3D 

computational model had during protein-protein and protein-ligand interactions. We established 

that modelling the complete CB1 receptor is dire when generating a full picture of the dynamics, 

stability and formation of the protein and ligand contacts. Despite this thesis answering some 

questions pertaining to these different associations, certain topics such as CRIP1a’s influence on 

G-protein coupling, and N-terminal truncation outcomes on inverse-agonist binding, were not 

covered. Therefore, continued research on the different binding interactions mediated at the CB1 

receptor is necessary. Understanding the interplay between CB1 ligand-binding and protein-protein 

interactions will help to create a new avenue in the generation of future cannabinoid-based 

pharmaceuticals and analysis of novel potential drug targets.  

5.3 Conclusions and Implications 

Results extracted from our studies, highlight the importance of incorporating complete and 

accurate 3D-computational models during structural and inter-molecular analysis. Our findings 

suggest that the presence of the CB1 N- and C-terminal domains could impact the affinity and 

interactions of the ligand within the orthosteric site. In particular, the presence of segments such 

as MPR is important when assessing and ranking inverse-agonists and antagonists’ binding-

affinity predictions and rankings, as well as generating accurate docking modes, as seen within our 

study. 106,110,116,145  In addition to generating more accurate binding affinity predictions, we have 

also established a more comprehensive network of receptor-ligand binding contacts, that extend 

beyond the TM and ECL region. These findings are in agreement with the experimental study 

conducted by Shao et al.,110 which also highlighted the importance of the CB1’s N-terminal 
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segment. Thus, our model presents an opportunity to facilitate a more accurate, structure-based 

virtual screening of compounds. Given that the number of cannabinoid-based ligands (both 

synthetic and plant-based) is steadily increasing, the complete model of human CB1 presented in 

this thesis can be a vital toolkit for understanding the molecular pharmacology of these ligands.  

Further, we extended our research into building the first comprehensive atomistic model of the 

human CB1-CRIP1a complex. In essence, the full protein dynamics, stability and binding 

associations have been shown in our results to be affected by the presence of the complete receptor. 

Through this model, we were able to delineate the key residues that facilitate the molecular 

recognition between CB1 and CRIP1a. This model also provided an important hypothesis that 

some residues beyond the C-terminal tail of CB1 could play a role in its binding to CRIP1a. 

The significance of our results demonstrates the importance of the inclusion of the entire 

receptor—N- and C- termini and connecting loops— in CADD, as well as the residues involved 

in the molecular recognition process between CRIP1a and CB1. Insights from these conclusions 

can be used to drive future in-vitro studies, such as mutational studies—mutating the residues that 

play a large role in the CRIP1a-CB1 associations—, or certain applications in medicinal 

chemistry— to design drugs that can target the residues mediating high-affinity interactions 

between the two proteins— to therefore alter their binding association. Outcomes from these in 

vitro experiments can also have various applications in generating anti- nociceptive and emesis 

effects.  Moreover, evaluations from our N-terminal and inverse-agonist/antagonist studies have 

also displayed the necessity of the N-terminus in drug discovery and the structural analysis of the 

receptor. The N-terminal’s association with the protein-ligand complex, and its impact on 

allosteric binding (as proven by other computational studies106,186), have highlighted the impact 

and importance of the N-terminus. Conclusions from these results, give rise to the generation of 

more accurate protein-ligand binding interactions, and affinities, as well as docking and simulation 

analysis, which can be pivotal aspects in the field of computational drug discovery such as within 

high-throughput virtual screening.  

Given the data from this thesis, scientists specializing in crystallography should attempt to extract 

more residues within the confines of the MPR and at a higher resolution. As outlined by Shao et 

al.,110, the generation of higher quality resolutions of the MPR can aid in producing more accurate 

and reproducible docking results, specifically in the case of antagonists/inverse-agonists. In 
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addition, scientists within the computational field should look towards incorporating full models 

when assessing the impacts of protein-protein interactions, to get a full comprehension of the 

dynamics and binding influence under the presence of two proteins. 

Overall, the overarching aim of this thesis was to add to the growing literature on the various 

interactions that CB1 participates in, and how we can use these interactions as future potential drug 

targets or when synthesizing inverse-agonists or antagonists. Despite the existence of multiple 

experimental20,45,48 and in-silico46,47,105,106 studies analyzing the various dynamic and binding 

interactions of CB1, often these studies do not go into specificities nor answer all outstanding 

questions within the field. Another discerning factor with previous computational studies is 

potential inaccuracies in older developed models. With the fast advancement of the cannabinoid 

field, new information is constantly being published, where the establishment of novel 

crystallographic structures gives rise to the generation of more productive templates to be used in 

computational studies. This subjects older models at a disadvantage, especially if there was a 

decreased amount of known information or crystallographic tools made available at the time when 

the study was conducted. Often, certain factors are over-looked, such as the inclusion of the entire 

CB1 receptor or the N-terminal domain during protein-protein and protein-ligand studies, but, as 

we have shown, the presence of the entire receptor’s structure may have dire roles in ligand 

stability, solvent exclusion, and protein-protein formation. As further information is made 

available about the CB1 receptor and its various interactions, awareness of the implications of 

accurate and complete models in computational studies is increasingly important. Continued 

research of the dynamic interplay of CB1 binding partners and their modes of interactions is 

required to fully elucidate the complete understanding of the mediated effects at the receptor.   
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APPENDIX 

Table 5.1: Docking results for structure AM251, AM6538 and MJ15. Mode 7,3 and 19 were 

picked as the structures for inverse agonist AM251, AM6538 and MJ15, respectively. Picked 

structures, were filtered based on a structural constraint selection. Docked complexes were 

compared through visual inspection to the crystallographic structure. Indications of closeness in 

rotation and distance to the three arms and pyrazole core between the docked structure and the 

crystallographic structure AM6538 (PDB code: ZDG), were used as the structural constraint.  

System AM251 AM6538 MJ15 

Mode Affinity (kcal/mol) Affinity (kcal/mol) Affinity (kcal/mol) 

1 -9.6 -9.5 -10.8 

2 -8.9 -8.5 -10.6 

3 -8.9 -8.3 -10.3 

4 -8.7 -7.8 -10.1 

5 -8.6 -7.1 -10.0 

6 -8.3 -7.1 -9.3 

7 -8.2 -6.9 -9.3 

8 -8.0 -6.9 -9.2 

9 -7.0 -6.9 -9.1 

10 -6.9 -6.9 -9.1 

11 -6.8 -6.8 -9.0 

12 -6.8 -6.8 -9.0 

13 -6.7 -6.7 -8.9 

14 -6.7 -6.6 -8.6 

15 -6.7 -6.6 -8.5 

16 -6.6 -6.5 -8.2 

17 -6.6 ND -8.2 

18 ND ND -8.1 

19 ND ND -7.9 

ND – Not Determined 


