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Abstract

For the last decade, deep learning (DL) has emerged as a new effective machine learning
approach that is capable of solving difficult challenges. Due to their increasing effectiveness,
DL approaches have been applied widely in commercial products such as social media
platforms and self-driving cars. Such widespread application in critical areas means that
mistakes caused by bugs in such DL systems would lead to serious consequences. Our
research focuses on improving the reliability of such DL systems.

At a high level, the DL systems development process starts with labeled data. This
data is then used to train the DL model with some training methods. Once the model is
trained, it can be used to create predictions for some unlabeled data in the inference stage.
In this thesis, we present testing and analysis techniques that help improve the DL system
reliability for all stages.

In the first work, CRADLE, we improve the reliability of the DL system inference by
applying differential testing to find bugs in DL libraries. One key challenge of testing
DL libraries is the difficulty of knowing the expected output of DL libraries given an input
instance. We leverage equivalent DL libraries to overcome this challenge. CRADLE focuses
on finding and localizing bugs in DL software libraries by performing cross-implementation
inconsistency checking to detect bugs, and leveraging anomaly propagation tracking and
analysis to localize faulty functions that cause the bugs. CRADLE detects 12 bugs in
three libraries (TensorFlow, CNTK, and Theano), and highlights functions relevant to the
causes of inconsistencies for all 104 unique inconsistencies.

Our second work is the first to study the variance of DL systems training and the
awareness of this variance among researchers and practitioners. Our experiments show
large overall accuracy differences among identical training runs. Even after excluding
weak models, the accuracy difference is 10.8%. In addition, implementation-level factors
alone cause the accuracy difference across identical training runs to be up to 2.9%. Our
researcher and practitioner survey shows that 83.8% of the 901 participants are unaware
of or unsure about any implementation-level variance. This work raises awareness of DL
training variance and directs SE researchers to challenging tasks such as creating deter-
ministic DL implementations to facilitate debugging and improving the reproducibility of
DL software and results.

DL systems perform well on static test sets coming from the same distribution as train-
ing sets but may not be robust in real-world deployments because of the fundamental
assumption that the training data represents the real- world data well. In cases where
the training data misses samples from the real-world distribution, it is said to contain
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blindspots. In practice, it is more likely a training dataset contains weakspots (i.e., a
weaker form of blindspots, where the training data contains some samples that represent
the real world but it does not contain enough). In the third work, we propose a new pro-
cedure to detect weakspots in training data and to improve the DL system with minimum
labeling effort. This procedure leverages the variance of the DL training process to de-
tect highly varying data samples that could indicate the weakspots. Metrics that measure
such variance can also be used to rank new samples to prioritize the labeling of additional
training data that can improve the DL system accuracy when applied to the real world.
Our evaluation shows that, in scenarios where the weakspots are severe, our procedure
improves the model accuracy on weakspot samples by 25.2% requiring 2% of additional
training data. This is an improvement of 4.5 percentage points compared to the traditional
single model metric with the same amount of additional training data.
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Chapter 1

Introduction

For the last decade, Deep learning (DL) has emerged as a new effective machine learn-
ing approach that is capable of solving difficult challenges such as image processing [55],
speech recognition [105], and natural language processing [98,222]. Due to their increasing
effectiveness, DL approaches have been applied widely in many domains, including aircraft
collision avoidance systems [117], Alzheimer’s disease diagnosis [149], diabetic blood glu-
cose prediction [160], autonomous driving cars [43], romance storytelling [121, 122], and
software engineering [39, 44, 45, 102, 131, 189, 250, 255, 257] Bugs in such systems can cause
disastrous consequences, e.g., a software bug in Uber’s self-driving car DL system has
resulted in the death of a pedestrian [73].

Thesis statement: The work in this thesis aim to improve the reliability of
deep learning software systems implementations and applications for all stages of
development from the software engineering perspective.

Figure 1.1 shows the high-level view of DL system development which starts with
labeled data . This data is then used to train the DL model with some training methods.
Once the DL model is trained, it can be used to create predictions for some unlabeled
data in the inference stage. In this thesis, we present testing and analysis techniques
that help improve the DL system reliability for all stages: detecting bugs in the inference
stage, analyzing the variance of DL training, and detecting and mitigating weakspots in DL
training data.

In the first work, CRADLE, we improve the reliability of the DL system during inference
by applying differential testing to find bugs in DL libraries (Chapter 3). In an effort to apply
differential testing to the training process, our baseline analysis reveal a large variance in
the training process. This led to our second work, which is the first to study the variance of
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Differential testing

Labeled data Training DL Model Inference Prediction

≠

Training variance
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Data blindspots

Figure 1.1: The overview of the three stages (labeled data, training, and inference) of deep
learning development and the contributions of the thesis on all three of these stages.

DL systems training and the awareness of this variance among researchers and practitioners
(Chapter 4). The insight from the variance analysis inspire our third work, in which we
propose a new procedure to detect weakspots in training data and to improve the DL
system with minimum labeling effort (Chapter 5).

The work in this thesis detects 12 bugs in popular DL libraries (TensorFlow, CNTK, and
Theano), raises awareness of large DL training variance caused by software implementation
alone, and improves model trained with data containing weakspots by up to 25.2% with
only 2% of additional data.

1.1 Differential Testing at the Inference Stage

In this work, we apply differential testing to find bugs in the inference code of DL libraries.
One key challenge of testing DL system is the difficulty to know the expected output given
an input instance. The multiple DL library implementations of the same functionality
provide us with a unique opportunity to apply differential testing to detect inconsistencies
and then find bugs in DL libraries.

To automatically detect and localize such inconsistencies across DL backends, we pro-
pose and implement a novel approach—CRADLE. Given a DL model and its input data,
CRADLE (1) uses two distance metrics to compare the output of a model on different
backends to detect inconsistent output, and (2) identifies the location of the inconsistency
by tracking the anomaly propagation through the execution graph. By identifying the
spike in the magnitude of the difference between two backends, CRADLE points out the

2



inconsistent functions in the backend that introduces the inconsistency, which should be
very useful for developers understand the bug and debug it.

Our results show that CRADLE detects 12 bugs (9 have been fixed by developers) in
DL software that cause inconsistencies for 28 out of 30 models, 3 of which are previously
unknown bugs, 2 of which have already been confirmed by developers. CRADLE highlights
functions relevant to the causes of inconsistencies for all 104 unique inconsistencies. CRA-
DLE’s median end-to-end running time is less than 5 minutes, suggesting that CRADLE
is practical.

Summary: This work supports the thesis by proposing a new differential testing
approach to detect and localize bugs in DL libraries. This technique detects 12
bugs in DL software that cause inconsistencies for 28 out of 30 models and highlights
functions relevant to the causes of inconsistencies for all 104 unique inconsistencies.

1.2 An Analysis of Variance of Deep Learning Soft-

ware Systems Training

In an attempt to apply differential testing to the training process of DL systems, we first
measure the variance of such a process as a baseline. The variance is much larger than
expected and our developer survey shows a lack of awareness of such variance among the
communities. Thus, this work performs an analysis of the training variance of DL systems
to raise awareness in the communities.

Specifically, DL training algorithms utilize nondeterminism to improve training effi-
ciency and model accuracy. These nondeterminism-introducing (NI)-factors cause multiple
identical training runs, i.e., training runs with the same settings (e.g., identical training
data, identical algorithm, and identical network), to produce different DL models with
significantly different accuracies and training times [120, 195, 221, 229]. One can eliminate
the variance introduced by algorithmic NI-factors using fixed random seeds.

However, in addition to these algorithmic NI-factors, DL libraries (e.g., TensorFlow [26]
and cuDNN [48]) introduce additional variance. For example, core DL libraries, by default,
leverage autotune to automatically benchmark several modes of operation (i.e., underlying
algorithms for computations such as addition) for each primitive cuDNN function (e.g.,
pooling and normalization) in its first call. The fastest mode of operation is then used for
that cuDNN function in subsequent calls. Different identical runs sometimes use different
modes of operation (due to different benchmark results), introducing variance. These

3



implementation-level NI-factors alone can cause an overall accuracy difference of up to
2.9%.

These implementation-level NI-factors and differences are often consequences of the DL
software implementations. DL researchers have paid little attention to implementation-
level NI-factors. Their focus is on theoretical analyses of DL training [51, 52, 68, 123, 142,
198].

To see whether such differences are known, we conduct a survey, which surprisingly
shows that 83.8% of the 901 responding researchers and practitioners with DL experience
are unaware of (63.4%) or unsure about (20.4%) any implementation-level variance! Of
the 901 respondents, only 10.4% expect 2% or more accuracy difference across fixed-seed
identical training runs. We also perform a literature survey of 454 papers randomly sampled
from recent top SE, AI, and systems conferences to understand the awareness and practices
of handling DL system variance in research papers. Of 225 papers that train and evaluate
DL systems, only 19% use multiple identical training runs to quantify the variance of their
DL approaches.

The analysis and surveys raise awareness of DL training variance to improve the repro-
ducibility of DL software and results. However, we also contribute by developing a tool
DEVIATE that (1) consistently measures variance with minimal user efforts, and (2) pro-
vides appropriate statistical tests. DEVIATE replicates multiple training runs with little
to no input from the users. DEVIATE automatically analyzes the DL system source code,
extracts important metrics (such as accuracy, loss...) that are monitored by the authors,
and stores those metrics in a consistent format. DEVIATE performs popular statistical
tests (such as confidence interval of standard deviation, MannWhitney U-test, and Cohen’s
d effect size) and provides users with a report of how well the proposed technique performs
in comparison to the selected baselines.

Summary: This work supports the thesis by performing the first study of the
variance of DL systems training caused by the implementation and the
awareness of this variance among researchers and practitioners. This study
shows that the implementation-level factors alone cause the accuracy difference across
identical training runs to be up to 2.9% and the survey shows that 83.8% of the 901
participants are unaware of or unsure about any implementation-level variance. The
publication of the study and surveys raises awareness of DL training variance while
the tool improves the reproducibility of DL software and results.
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1.3 Mitigating Blindspot in Deep Learning Training

Data

Since DL is data-driven, it suffers similar problems to other data-driven machine learning
techniques. One such problem is that the training dataset is not representative of the real-
world application. In cases where the training data misses samples from the real world
distribution, it is said to contain blindspots. In practice, it is more likely a training dataset
contains weakspots (i.e., a weaker form of blindspots, where the training data contains
some samples that represent the real world but, not enough).

We propose a new procedure to detect weakspots in training data and improve the DL
system with minimum labeling effort. This procedure leverages the variance of the DL
training process to detect highly varying data samples that could indicate weakspots. This
procedure is not reliant on strategic dropout layers or specific neural network architecture
(e.g., convolutional neural network, recurrent neural network, reinforcement learning) [81],
and thus can be applied to any deep learning model as a black box method. Metrics that
measure such variance can also be used to rank new samples to prioritize the labeling of
additional training data that can improve the DL system accuracy when applied to the
real world. Our evaluation shows that, in scenarios where the weakspots are severe, our
procedure improves the model accuracy on weakspot samples by 25.2% requiring 2% of
additional training data. This is an improvement of 4.5 percentage points compared to
the traditional single model metric with the same amount of additional training data. Our
qualitative analysis shows that by inspecting the unseen samples with high uncertainty
across multiple models with the help of attention visualization methods such as Grad-
CAM [201], the developers could gather insights into why the model fails to generalize,
and how to improve the model.

Summary: This work supports the thesis by proposing a new procedure to detect
and mitigate blindspots in deep learning training data. This new procedure
improves the holdout test accuracy by up to 25.2% with only 2% added training
data. Our qualitative analysis shows that inspecting the unseen samples with high
uncertainty across multiple models could help developers to gather insights into why
the model fails to generalize and how to improve the model.
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1.4 Publications

Earlier versions of the work presented in this thesis have been published in the following
papers (listed in chronological order). In these studies, I proposed novel ideas, collected
data, conducted experiments, analysed the results, and completed the manuscript.

• Hung Viet Pham, Thibaud Lutellier, Weizhen Qi, Lin Tan, CRADLE: Cross-Backend
Validation to Detect and Localize Bugs in Deep Learning Libraries, Proceeding of The
41st ACM/IEEE International Conference on Software Engineering, 2019 [182].

• Hung Viet Pham, Shangshu Qian, Jiannan Wang, Thibaud Lutellier, Jonathan Rosen-
thal, Lin Tan, Yaoliang Yu, Nachiappan Nagappan, Problems and opportunities in
training deep learning software systems: an analysis of variance, Proceeding of The
35th IEEE/ACM International Conference on Automated Software Engineering, 2020
(ACM SIGSOFT Distinguished Paper Award) [183].

• Hung Viet Pham, Mijung Kim, Lin Tan, Yaoliang Yu, and Nachiappan Nagappan,
DEVIATE: A Deep Learning Variance Testing Framework, Proceeding of The 36th
IEEE/ACM International Conference on Automated Software Engineering, 2021 [181].

The following papers (listed in chronological order) were published as the follow up work
to the above mentioned publications. These studies explore other software engineering
approach or aspect to improve the reliability of DL software systems. As a coauthor I gave
feedback at each step of the research process and helped implementing the experiments
and revising the manuscripts.

• Jiannan Wang, Thibaud Lutellier, Shangshu Qian, Hung Viet Pham, and Lin Tan,
EAGLE: Creating Equivalent Graphs to Test Deep Learning Libraries, Proceeding of
The 44th ACM/IEEE International Conference on Software Engineering, 2022 [236].

• Shangshu Qian, Hung Viet Pham, Thibaud Lutellier, Zeou Hu, Jungwon Kim,
Lin Tan, Yaoliang Yu, Jiahao Chen, and Sameena Shah, Are My Deep Learning
Systems Fair? An Empirical Study of Fixed-Seed Training, Proceeding of The 35th
Conference on Neural Information Processing Systems, 2021 [186].

The following papers (listed in chronological order) were published in parallel to the
above mentioned publications. These studies are not directly related to this thesis, but
explore the usages of machine learning to improve the reliability of DL and general software.
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• Danning Xie, Yitong Li, Mijung Kim, Hung Viet Pham, Lin Tan, Xiangyu Zhang,
Michael W. Godfrey, DocTer: Documentation-Guided Fuzzing for Testing Deep Learn-
ing API Functions, Proceeding of The ACM SIGSOFT International Symposium on
Software Testing and Analysis, 2022 [240].

• Thibaud Lutellier, Hung Viet Pham, Lawrence Pang, Yitong Li, Moshi Wei, and
Lin Tan, CoCoNuT: Combining Context-Aware Neural Translation Models Using En-
semble for Program Repair, Proceeding of The ACM SIGSOFT International Sym-
posium on Software Testing and Analysis, 2020 [150].
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Chapter 2

Related Work

2.1 Machine Learning and Deep Learning System Test-

ing and Debugging

2.1.1 Testing Machine Learning (ML) Libraries

Recently, automatic testing of ML libraries is an active area of research [70, 72, 218].
Srisakaokul et al. [218] detect inconsistencies between multiple implementations of com-
mon ML algorithms (i.e., kNN or Naive Bayes (NB)). This approach uses majority votes
to estimate the expected output. However, it requires many implementations of the same
algorithm (19 kNNs and 7 NBs used) with the assumption that most of them are correctly
implemented. In contrast, CRADLE performs pairwise comparisons, which as shown by
our experiments, detects inconsistencies without knowing the expected output and works
with a minimum of two implementations. Another major difference is that Srisakaokul et
al. define deviation based on the inconsistency of top-1 classifications without comparing
them to the ground truth. CRADLE, on the other hand, define inconsistency as deviations
in predicted ranks of the ground-truth label because we want to focus on inconsistent im-
plementations that affect the performance of DL models on real world validation dataset.
Dwarakanath et al. [72] test ML libraries by applying transformations on the training and
testing data to detect inconsistencies. However, they were only able to identify artificially
injected bugs. Dutta et al. [70] used fuzzing to test probabilistic programming systems.
None of these techniques performs error localization.
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2.1.2 Benchmarking DL Libraries

Liu et al. [147] observe that the same DL algorithm with identical configurations, such as
training set and learning rate, produce different execution time and accuracy when trained
with different low-level DL libraries. However, that work aims to benchmark DL libraries,
not to detect or localize inconsistency bugs, as it does not compare the exact same model on
different backends. Since each model is re-trained on each backend and the training process
contains non-determinism (e.g., the seed for the optimization function), small accuracy
differences are expected. DL libraries have been compared in the literature [58, 71, 207,
208, 211]. However, the prior work focuses on performance comparison only and does not
detect or localize non-performance bugs in DL libraries.

2.1.3 Adversarial Testing of DL Models

Much recent work focuses on testing DL models [84,109,118,129,151,167,168,174,179,225,
231, 239]. Many techniques generate adversarial examples [129, 167, 168, 174, 225]. Some
work [109, 118, 239] verifies DL software. DeepXplore [179] introduces neuron coverage to
measure testing coverage in CNN models. These approaches are orthogonal to our work as
they test the correctness of DL models, while we test the correctness of the implementations
of models in the DL software libraries.

2.1.4 Differential Testing and Inconsistency Detection

Differential testing [158] consists of testing whether different compilers produce the same
results. Much work uses differential testing to find bugs in compilers by comparing the
output of multiple compilers [210, 244, 245] or different compiler optimization levels [134,
244]. Inconsistency detection has been used in other domains such as cross-platform [77,
115], web browsers [53,190–192] or document readers [128]. Our work is a new application
of differential testing and inconsistency detection for DL software, which has its unique
challenges such as identifying bug-triggering inconsistencies (Section 3.3.1). In addition,
we localize the inconsistencies to the faulty functions.

2.1.5 Debugging and Fault Localization

We are not aware of prior work that localizes inconsistency bugs in DL libraries, despite the
large volume of debugging and fault localization work for general software bugs [107, 114,
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161, 162, 166, 173, 178, 248]. While these approaches could be used to debug DL networks,
applying such techniques to localize faulty functions in DL networks may have unique
challenges such as scalability, and hence may remain as future work.

2.2 Variance of Deep Learning Training Process

2.2.1 Variance Study of Reinforcement Learning (RL)

Closest to our study of DL training variance is the study [165] that measures the impact
of some implementation-level NI-factors on RL experiments. We study the general DL
variance, while they focus on RL variance only. In addition, we measure the awareness by
conducting a survey and a literature review. Furthermore, while they focus on one network
for one task (i.e., playing the Atari game Breakout) and one version of one core library
(PyTorch), we study the impact of nondeterminism-introducing factors(NI-factors) using 6
networks trained on 3 datasets and multiple versions of three core libraries. Papers [57,103]
that investigates the impact of random seeds on RL are different from ours, since they only
consider the impact of random seeds (i.e., algorithmic NI-factors), while we also study the
variance caused by implementation-level NI-factors.

2.2.2 Awareness of The Impact of Nondeterminism

A recent literature survey [171] on 30 papers on the topic of text mining confirms the
results of our literature survey. None of the 30 investigated papers report using different
random seeds. Our literature survey investigates DL training in general (not just text
mining papers) and examines 225 papers. Furthermore, our overall contribution is different
since we also quantify the differences in training accuracy and time across identical training
runs. Another paper [164] states that small changes in the experimental setup can generate
measurement bias. It focuses on standard CPU computation benchmark [59] and does not
study the nonderterminism of DL systems.

2.2.3 Anecdotal Evidence of NI-factors

Some studies [124,155,159,234] quantify the variance in their results caused by NI-factors.
However, these only provide anecdotal evidence and none attempt to systematically study
the variance introduced by algorithmic and implementation-level NI-factors. In addition,
our surveys show that awareness is still very low in the research community.
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2.2.4 Nondeterminism in Stochastic Gradient Descent (SGD)

Much work investigates variance caused by SGD [51, 61, 68, 123, 142]. While these papers
quantify nondeterminism caused by SGD, they ignore all other sources of nondeterminism
described in Section 4.2.

2.2.5 Impact of Weight Initialization

Prior work [120, 195, 221, 229] measures the impact of different initial weights on models’
training time. While such an issue is known, implementation-level NI-factors have not
been studied and our surveys show that they are often not considered when evaluating DL
systems.

2.2.6 Controlling Implementation-Level Nondeterminism

Jooybar et al. [116] propose a hardware mechanism to introduce determinism in GPU-
based algorithms. In our work, we do not focus on the hardware itself and measure the
variance caused by NI-factors using popular GPUs without special hardware modifications.

2.2.7 Deep Learning System Benchmarking

Much work focuses on benchmarking DL systems. However, their target is finding the best
networks [58,185,259], hardware [207,259], hyper-parameters [147], and framework [96,125,
147, 208, 212, 259]. Such approaches do not consider the impact of NI-factors on multiple
identical training runs.

2.3 Blindspots in Machine Learning Training Data

2.3.1 Blindspots of Machine Learning Systems

Machine learning systems’ blindspots are caused by the dataset shift [112,187]. Approaches
have been proposed to discover dataset shift, including using guided exploration with
feedback from an oracle [132], or harnessing human input [33]. However, these approaches
all work with a single model which have the problem of unreliable uncertainty measure.

11



There has been other approaches that address the dataset shift, including weighting
of training instances [213], online learning of prediction models [41], and learning models
robust to adversarial actions [62, 94, 228]. These approaches either assume some access to
the model, availability of original data, or the model can be adaptively retrained.

2.3.2 Out-of-distribution detection

Out-of-distribution (OOD) detection is an active area of research that focuses on exploring
techniques that can detect OOD test samples that were not seen during training. Specifi-
cally, there are two distribution shift settings that OOD literature focuses on the covariate
shift and semantic shift [242].

At a high level, our N-model metrics are designed to detect OOD samples affected by
covariate shifts. Prior work in the sensory anomaly detection category [29, 32, 36, 54, 67,
113, 170, 176, 184, 238, 243] is designed to detect covariate shifts. However, since our N-
model metrics target the specific subpopulation shift, it differs from prior sensory anomaly
detection work which detects perturbations and small defects in adversarial defense [196],
forgery recognition of biometrics and artworks [170,176,184,238], image forensics [67,113,
243], and industrial inspection [32,36,54].

Outlier detection [28,35,106] can also detect covariate shifts. But, in contrast with our
N-model work—whose in-distribution is defined using the training data, outlier detection
requires all observations and defines “in-distribution”as the majority of those observations.
This requirement cannot be met in our open world setting where it is not possible to obtain
all observations.

Much prior work such as semantic anomaly detection [64, 110, 143], novelty detec-
tion [156, 157, 172, 193], open set recognition [63, 76, 148, 199, 217, 241], and OOD detec-
tion [85,104,108] focuses on semantic shift detection, where the OOD datasets (i.e., OOD
test samples) in their benchmark do not have label overlapping with the ID dataset (i.e.,
training samples). This problem setting differs from our subpopulation shift setting where
the test data contains the same set of labels as the training data.

2.3.3 Active Learning

Active learning research has proposed various approaches for selectively learning about
known unknowns during training (e.g., uncertainty sampling [141,204], query by commit-
tee [206], expected model change [205], expected error reduction [261], expected variance
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reduction [253]) However, traditional active learning approaches depend on using a single
model uncertainty measurement which could be unreliable.

Recently Deep Active Learning has been proposed to select known unknowns during
training. However they are also leverage a single model approach [31,101,169,188]. Gal et
al [81] propose an estimation approach using dropout layers and Monte Carlo sampling to
estimate the uncertainty information of Bayesian convolutional neural networks (Bayesian
CNN). However this technique is limited to the use of dropout layers placed at strategic
locations, which could reduce test accuracy when applied to some network architectures.
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Chapter 3

CRADLE: Cross-Backend Validation
to Detect and Localize Bugs in Deep
Learning Libraries

3.1 Motivation

Deep learning (DL) is widely used in many domains, including aircraft collision avoidance
systems [117], Alzheimer’s disease diagnosis [149], autonomous driving cars [43], and ro-
mance storytelling [121, 122]. Bugs in such systems can cause disastrous consequences,
e.g., a software bug in Uber’s self-driving car DL system has resulted in the death of a
pedestrian [73].

Users of DL systems have a diverse range of background, including people with little
technical backgrounds, e.g., singers/songwriters have used DL to compose music [8]. The
pervasive use of DL systems requires them to be highly reliable.

Unfortunately, DL algorithms are complex to understand and use. Average users do not
know all the details of DL algorithms. High-level DL Application Programming Interfaces
(APIs) have been developed to enable users to build DL systems without knowledge of the
inner working of neural networks. These high-level APIs rely on lower-level libraries that
implement DL algorithms.

Figure 3.1 presents the structure of typical DL libraries. Developers write code using
high-level library APIs (e.g., Keras [49] API). These APIs invoke low-level libraries that
implement specific DL algorithms. Low-level libraries such as TensorFlow (Google) [26],

14



High-level
Libraries

Hardware

Low-level
Libraries TensorFlow Theano CNTK

CPU GPU

Keras

User code

Interface

Backend ...

Figure 3.1: Overview of DL libraries.

Theano [37], and CNTK (Microsoft) [200], implement the same algorithms, e.g., convo-
lutional neural network (CNN) and recurrent neural network (RNN). Low-level libraries
use different input formats and provide different APIs, while a high-level library allows
users to seamlessly switch among different low-level libraries. The components that invoke
low-level libraries are referred to as the interfaces between the high-level libraries and the
low-level libraries. Each interface and low-level library, referred to as a backend, provides
an implementation of DL algorithms. The backend trains and tests DL models. A DL
model contains a DL network and parameters (also known as weights).

Keras [49] is the most popular high-level library for deep learning [10]. Keras has
been used to implement neural networks in critical domains, including aircraft collision
avoidance systems [117], inflammatory bowel disease diagnosis [79], chemical reaction pre-
dictions [130], medical imaging [42, 230], air quality control [80] and computer network
security [65].

Like any software, DL backends and high-level libraries contain bugs, which are par-
ticularly challenging to find and fix [147, 179]. One key challenge is that it is difficult for
developers to know the expected output given an input instance. DL backends implement
DL models that use complex networks and mathematical formula. Thus, it is hard for hu-
mans to produce the expected output of a DL backend given an arbitrary input instance, if
possible at all. For example, given an input image of digit ‘1’ (ground truth ‘1’), and a digit
classification model, the expected output of that model on that image is not necessarily
‘1’, as it is common for a model to misclassify due to its limitations (100% classification
accuracy is rarely achieved). Existing DL testing work [129,167,168,174,179,225] focuses
on generating input instances that make the ground truth and the model output disagree
so that DL users and builders can improve the model.

Models must be implemented by backend libraries. If the backend libraries fail to faith-
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(c) Bug fix in batch normalization in the CNTK backend.

Figure 3.2: A bug found by CRADLE in the CNTK backend, which has been fixed after
we reported it.

fully implement a model (e.g., due to a bug in the backend), the output from the backend
can be wrong even if the model is correct, and vice versa. An incorrectly-implemented
DL backend may cause the aforementioned digit classification model to output ‘9’ for the
same image of ‘1’, even if the expected output of the DL model is ‘7’. Alternatively, the
DL backend may output ‘1’ accidentally matching the ground truth. The wrong outputs
could mislead DL users and builders in their debugging and fixing process. The output
masks the implementation bug, which makes it challenging to be detected.

There has been little attention to testing the correctness of the models’ implementations.
Instead many techniques [129, 167, 168, 174, 179, 225] test the correctness of the models
assuming that the backend implementation is correct. Both the model and the backend
implementation need to be correct for DL algorithms to produce a correct output. The
critically important task of testing DL backend implementation is challenging since the
expected output of the backend is hard to obtain.

The multiple implementations (i.e., the DL backends) of the same functionality (i.e.,
the same DL algorithm) provide us a unique opportunity to detect inconsistencies among
these implementations to find bugs in DL backend libraries. For example, if the same CNN
model—which is the same CNN network with identical weights—behaves differently when
running on the two CNN implementations (e.g., TensorFlow and CNTK), one of the CNN
implementations is likely to be incorrect, without knowing the expected output.

Figure 3.2 shows a bug that causes two backends to be inconsistent. The input image
(Figure 3.2a) is manually labeled as a petri dish (the ground truth) in ImageNet (a popular
dataset of manually labeled images) [194]. Figure 3.2b shows the classification results of this
image by the pre-trained model, InceptionResNetV2 [223], on Keras 2.2.0 with TensorFlow
and CNTK backends respectively. While the model with TensorFlow backend classifies the
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image as a petri dish correctly as its first choice, the same model with CNTK classifies the
image as an analog clock, with petri dish not in the top-5.

Once an inconsistency is detected, a big challenge is to identify the faulty functions
among the many functions in the DL backend libraries. For example, one run that ex-
poses the inconsistency bug in Figure 3.2 contains 781 invocations of backend functions.
Following the complex invocation path of the InceptionResNetV2 model, it is difficult for
developers to tease out that the batch normalization function is faulty.

To automatically detect and localize such inconsistencies across DL backends, we pro-
pose and implement a novel approach—CRADLE. Given a DL model and its input data,
CRADLE (1) uses two distance metrics to compare the output of a model on different
backends to detect inconsistent output, and (2) identifies the location of the inconsistency
by tracking the anomaly propagation through the execution graph. By identifying the
spike in the magnitude of the difference between two backends, CRADLE points out the
inconsistent functions in the backend that introduce the inconsistency, which should be
very useful for developers to debug and understand the bug.

Including the example in Figure 3.2, CRADLE identifies 580 images (out of a 5,000 ran-
dom sample from ImageNet) that trigger inconsistent classifications for InceptionResNetV2
model. CRADLE then successfully localizes the faulty function (batch normalization).
After we reported this bug in the interface, developers have fixed the bug since Keras
2.2.1. Figure 3.2c shows the fix. The batch normalization formula was implemented incor-
rectly in CNTK backend’s function batch normalization: it should take the square root
of (var + epsilon) instead of the square root of var.

To evaluate the effectiveness of CRADLE, we answer the following research questions:

• RQ1: Can CRADLE detect bugs and inconsistencies in deep learning backends?

• RQ2: Can CRADLE localize the source of inconsistencies?

• RQ3: What is CRADLE’s detection and localization time?

In this chapter work, we make the following contributions:

• A new approach to test DL software by cross-checking multiple implementations of the
same model to detect inconsistencies and bugs;

• The first approach to localize the faulty function of a cross-model inconsistency, using
anomaly propagation tracking and analysis; and

• An evaluation of the testing and localization technique on 30 DL models, 11 datasets
(including ImageNet, MNIST, Udacity challenge 2, and KGS Go game), and 15 Keras
versions (including the latest version).
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Our results show that CRADLE detects 12 bugs (9 have been fixed by developers) in
DL software that cause inconsistencies for 28 out of 30 models, 3 of which are previously
unknown bugs, 2 of which have already been confirmed by developers (RQ1). CRADLE
highlights functions relevant to the causes of inconsistencies for all 104 unique inconsisten-
cies (RQ2). CRADLE’s median end-to-end running time is less than 5 minutes, suggesting
that CRADLE is practical (RQ3).

3.2 Background

A DL network is a structure (i.e., a graph) that contains nodes or layers that are stacked to
perform a specific task (e.g., regression or classification). Each layer represents a specific
low-level transformation (e.g., convolution, pooling, etc.) of the input data with specific
parameters (e.g., weights).

Each layer maps to a function invocation that converts weight and the input data
to output. While multiple layers in a network can have the same type, the operation
performed is generally different because the parameters of these layers are different. In
a traditional program, this is analogous to the same methods/functions, defined in one
specific place in the source code, are called many times with different input parameters.
Similarly, in a DL network, the same layer type can be called several times (i.e., in multiple
layers) with different input parameters (i.e., weights). Given one input instance, a model
maps to an execution graph of those low-level functions (i.e., layers).

As a DL network generally consists of more than two layers, there are many intermediate
layers. Each intermediate layer produces an internal state that is fed to the next layers.
We call such states hidden states because they are internal: normal users have no access
to them.

To obtain the correct weights for each layer, the network needs to be trained on a
training set. We call this phase the training phase. Once the training phase is over, the
weights (or parameters) of each layer are fixed and do not change, and the model can be
used in the inference phase. A validation set is a set of input, different from the training
set, that is used to tune a model. In this work, we use it as input to the models because
we know the ground-truth labels of such input.

A pre-trained model is a network that had been trained (and saved) in prior work. Its
network structure and weights are fixed and do not change. In the context of this work,
a trained model also refers to a pre-trained model. While the training phase is often non-
deterministic (e.g., the weights of the network can be initialized randomly), a pre-trained
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Figure 3.3: Overview of CRADLE. Red boxes indicate CRADLE outputs.

model is expected to behave deterministically in the inference phase because the weights
of each layer do not change.

3.3 Approach

In this section, we describe how CRADLE detects and localizes inconsistencies among mul-
tiple backends. Recall that a backend consists of low-level libraries and the interface to
high-level libraries (e.g., Keras). For example, the TensorFlow backend contains the Ten-
sorFlow library, the interface between Keras and TensorFlow, and the GPU computation
library Nvidia CUDA invoked by TensorFlow.

3.3.1 Overview and Challenges

Figure 3.3 shows the two phases of CRADLE: the detection phase and the localization
phase. The detection phase takes pre-trained DL models and their corresponding validation
data as input. We focus only on the inference stage because of the non-deterministic nature
of DL training.

CRADLE runs a pre-trained model using multiple DL backends. Specifically, the Out-
put extractor feeds the validation set to the trained model as input and extracts the sets
of output from the model on multiple backends. In general, we represent the output as
a matrix of numbers. If a DL backend crashes during this extraction stage, the failure
is recorded and later reviewed and reported. Otherwise, the Output comparator performs
pairwise comparisons of the output for each model evaluated on different backends to detect
inconsistencies.

Once an inconsistency is detected, CRADLE performs the localization phase. Specif-
ically, the Hidden states extractor records hidden states of each inconsistent model on
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different backends. These hidden states are fed to the Inconsistency localizer, which pro-
duces localization maps where significant spikes in deviations propagating between hidden
states on different backends are highlighted, indicating faulty locations.

To detect and localize cross-backend inconsistencies and bugs effectively, we need to
address two main challenges:

1. How to determine if a model’s outputs with two backends are inconsistent?
Since different backends optimize the computational process differently, the results of the
same calculation are almost always slightly different [88]. A naive approach that expects the
output to be identical will detect inconsistencies for practically all models on all backends,
which will not be useful for identifying bugs in DL systems. As shown by our experiment,
Theano and CNTK backends always output slightly different values (the differences vary
from 10−5 to less than 10−10).

It is difficult to know how big of a difference indicates a bug-revealing inconsistency,
due to the diversity of models, DL tasks, and datasets. It is not possible to have a single
threshold to distinguish between bug-revealing inconsistencies and uninteresting inconsis-
tencies for all models and datasets. For example, LeNet1, a model performing a simple
image classification task has an average top-1 confidence level of 95%. This means that for
this model, a small variation (e.g., a change in confidence level from 95% to 80%) is unlikely
to make the label change. On the other hand, Betago is a model performing a complex
task (i.e., playing Go). For this model, the average top-1 confidence level is only 60%. In
this case, the same output variation (from 60% to 45%) might change the predicted label.
Therefore, different models need different thresholds. Determining the correct threshold is
a challenging problem as it depends on many parameters (e.g., dataset, model structure,
training, etc.).

To address this challenge of identifying bug-revealing inconsistencies without the need
for complex hard-coded heuristics, we use two distance metrics (refer to later sections
for details) that emphasize the deviation between the output of both backends and the
ground truth. These metrics effectively differentiate bug-revealing inconsistent runs from
consistent runs and uninteresting inconsistent runs.

For these metrics, we compare the differences of outputs against the ground-truth
instead of comparing individual outputs directly to the expected output. Recall that it
is difficult to obtain the expected output as explained in the Introduction. We cannot
directly compare the output of one backend to the ground truth to detect bugs because
when one backend produces a wrong label it does not necessarily indicate a bug in the
backend, as it is common for DL models to produce incorrect labels for some inputs (e.g.,
due to the limitation of the algorithm/model, not a bug in the implementation).

20



2. How to precisely localize the source of an inconsistency? After an inconsis-
tency is detected, the internal source of the inconsistency is often challenging to localize,
due to the complexity of DL backends. For example, one run that exposes the inconsis-
tency bug in Figure 3.2 contains 781 invocations of backend functions that have complex
mathematical connections. We propose a novel localization and visualization method that
localizes faulty functions in the backend library which introduces inconsistencies by ana-
lyzing internal input and output of these backend functions and localizing the error spikes
that propagate through the execution graph.

3.3.2 Detection Phase

In the detection phase, CRADLE identifies pairs of backends that are inconsistent for a
specific model.

Output extractor takes as input a pre-trained model and its corresponding validation
instances. It loads the provided weights (no training required) and performs classification or
regression tasks using the loaded models. It produces the model output using all backends
under test for each input instance. For example, comparing 5,000 validation instances
and one associated model on 3 different backends will generate 15,000 output vectors.
During this phase, CRADLE detects crashes on specific backends and we report them to
developers.

Output comparator loads previously stored output matrices and performs pair-wise
comparisons for each given validation instance to detect inconsistencies. These pair-wise
comparisons are between a specific pair of backends using a particular model, its associated
validation data, and a particular Keras version. The Output comparator then groups incon-
sistencies into unique inconsistencies. We use two metrics to compare a pair of backends—
the Class-based distance for classification and the MAD-based distance for regression.

A straightforward metric to use is top-k accuracy on the entire validation set. Top-k
accuracy calculates the portion of correct instances—an instance’s ground-truth label is
within the top-k predicted labels—among the total number of instances classified. Top-k
accuracy could fail to identify certain inconsistencies. For example, the Dog species classi-
fication model, affected by the presented Batch Normalization bug, induces inconsistency
between Tensorflow and CNTK. However, when run on those backends, the model has
identical top-1 (29.9%) and top-5 (64.4%) accuracies.

To overcome this problem, we calculate the proportion of inconsistent input instances
over the validation set. Because of the way inconsistent input instances are detected, we will
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not aggregate inconsistencies in the same way as top-k accuracy metric. In the following
sections, we introduce Class-based and MAD-based distances as the ways to measure the
severity of inconsistent instances. Once we have the severities of all validation instances
between a pair of backends, we can apply two thresholds to see if that pair of backends is
inconsistent.

Class-based distance is specific to classification models. It calculates the distance
between two classifications based on the relative distances of the ground-truth label ranks
in the output matrices. Here, we leverage the mapping between the syntax of the model
output (the output vector) and its semantic meaning (the classification). Without this
mapping, it would be difficult to come up with a universal metric and threshold that could
work across different model configurations (e.g., the output vector size of a classifier can
vary from 1000 for ImageNet models to 1 for binary classifiers).

A classification model with N classes outputs a vector of size N containing confidence
level pi corresponding to class Ci, where 0 < i ≤ N . Confidence level pi shows how
confident the model is in predicting class Ci as the correct label for that input instance.
Given an output vector of a classification model as Y and the ground-truth label C of the
input, we calculate the score of classification σC,Y as:

σC,Y =

{
2k−rankC,Y if rankC,Y ≤ k

0 otherwise
(3.1)

rankC,Y is the rank of the ground-truth label C in the classification Y . For example
rankC,Y = 1 if C is predicted as top-1 in classification Y . The score σC,Y emphasizes
on classifications that predict ground-truth label with higher rank. We consider rankC,Y

larger than k(i.e., ground-truth label C not in top-k) not interesting and give it zero score.

Given the confidence level output of the same model on a different backend as Y ′, the
Class-based distance D CLASSC,Y,Y ′ is calculated as the absolute difference between two
scores σC,Y and σC,Y ′ :

D CLASSC,Y,Y ′ = |σC,Y − σC,Y ′| (3.2)

We define our Class-based metric based on the top-k rankings with k = 5. For example,
in Figure 3.2, σpetridish,YTF

= 25−1 = 16 as the rank of petri dish label by the TensorFlow
backend rankpetridish,YTF

is 1. Similarly, σpetridish,YCN
= 0 because petri dish is not in

CNTK’s top-5 for that image. Then the Class-based distance D CLASSpetridish,YTF ,YCN
is

16. If another backend generates the ground-truth label in rank 3, then its σpetridish,Y is
4, and D CLASSpetridish,YTF ,Y is 12. The maximum value of D CLASSC,Y,Y ′ is 16, and the
minimum is 0 with k = 5.
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Mean absolute deviation (MAD)-based distance is a metric that could be used
for both classification and regression models. However, the main purpose of the MAD-based
distance is detecting inconsistencies in regression models where our Class-based distance
would not work.

Given two predicted vectors Y and Y ′ of size N for a pair of backends using a model
and an input instance, we first calculate the Mean Absolute Distance (MAD), δO,Y and
δO,Y ′ , between the two output vectors and the ground-truth vector O. δO,Y is calculated
as followed:

δO,Y =
1

N

∑N

i=1
|Yi −Oi| (3.3)

The MAD-based distance D MADO,Y,Y ′ is calculated as:

D MADO,Y,Y ′ =
|δO,Y − δO,Y ′ |
δO,Y + δO,Y ′

(3.4)

MAD is used here (instead of the more common Euclidean distance) because it does not
inflate due to outliers.

For example, Dave-2 [47] is a model that outputs the steering angle (measured in radian)
of a car given a dashboard camera image as input. For a given input image I, the recorded
(ground-truth) steering angle is O = 0.0. Using the same image as input, Dave-2 outputs
Y = 0.4 and Y ′ = −0.1 using two different backends. We have δOY, = |0.4− 0.0| = 0.4 and
δO,Y = |− 0.1− 0.0| = 0.1. We can then calculate D MADO,Y,Y ′ as |0.4− 0.1|/(0.4 + 0.1) =
0.6. The MAD-based metric produces values between 0 and 1.

Before we can use this metric with classification models, we first need to convert the
ground-truth labels to one-hot vectors. In multi-class classification, a one-hot vector is
a vector of all zero except the value at the ground-truth label index is 1. This vector
indicates a perfect classification with 100% confidence in the ground-truth label.

Identifying Inconsistencies: Given a model (and its validation set), two backends,
and one version of Keras, we consider this pair of backends inconsistent if at least p% of
validation input instances cause the distance between those two sets of output to be larger
than a given threshold T (TC denotes the threshold for the Class-based metric and TM for
MAD-based metric). We call such input instances inconsistency-triggering.

For Class-based metric with k = 5, using threshold TC = 16 is the most strict. This
means that an input instance is considered inconsistency-triggering if one backend ranks
the ground-truth label top-1, while the other ranks it outside of the top-5. Using threshold
TC = 1 means that an input instance is inconsistency-triggering if there is any difference
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Table 3.1: Example of inconsistencies found using the Class-based metric. TF is Tensor-
Flow and CN is CNTK.

Inconsistency pattern

Id Keras Backends Model 16 15-8 7-4 3-2 1 0

1 2.2.2 TF-CN Xception 10 202 147 100 85 4456
2 2.2.2 TF-CN NASNetLarge 5 132 86 77 65 4635
3 2.2.1 TF-CN Xception 10 202 147 100 85 4456
4 2.2.1 TF-CN NASNetLarge 5 132 86 77 65 4635

in the top-5 labels of the two backends and the ground-truth label is in the top-5 of at
least one backend (e.g., if one backend ranks the ground truth label in the top-5, while
the other backend ranks it outside of the top-5). In Figure 3.2, the petri dish image is an
inconsistency-triggering input instance.

Similarly, for MAD-based metric, using TM = 1 is the most strict. For example, with
the Dave-2 model, an input image is inconsistency-triggering with TM = 1 if it causes one
backend to predict an angle matching the recorded angle exactly, while causing the other
to predict a different angle. On the other hand, using TM = 0 means that we consider any
input image inconsistency-triggering.

The stricter the thresholds are the fewer inconsistencies wil be detected. However, the
detected inconsistencies will be more severe (higher TC or TM means each inconsistency-
triggering instance is more severe, while higher p means more output instances are incon-
sistent). If covering all inconsistencies is the priority, lower and more relaxed thresholds
should be used (e.g., the recommended thresholds in Section 3.4). However, if finding
severe bugs that significantly affect models’ accuracies is the priority, then stricter settings
would ensure that those severe bugs will be found given less inspection effort.

Identifying Unique Inconsistencies: Table 3.1 shows four examples of inconsis-
tencies. These inconsistencies are identified using the Class-based metric. Column ‘7–4’ is
the number of validation input instances that cause the two backends to have Class-based
distances of 7, 6, 5, or 4. Inconsistency in row one (inconsistency 1) indicates that the
model Xception is inconsistent between TensorFlow and CNTK (Keras 2.2.2) on its asso-
ciated ImageNet validation set where 10 input instances trigger a Class-based distance of
16, 202 instances trigger distances in the range of 15–8, etc.

The same inconsistencies may exist in different Keras versions (different interface ver-
sions in the backend). To avoid finding duplicate inconsistencies, the output comparator
also automatically groups certain inconsistencies together into unique inconsistencies based
on inconsistency patterns.
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An inconsistency pattern is the distribution of the distances over the entire validation
data. It expresses the characteristics of the inconsistencies. Table 3.1 shows two unique
inconsistency patterns: pattern 1 (for inconsistencies 1 and 3) and pattern 2 (for inconsis-
tencies 2 and 4).

Since the range of MAD-based metric is between 0 and 1, we choose 5 equal sized bins
between 0 and 1 to calculate the inconsistency patterns. Similar to Class-based metric,
the number in bin 0.6-0.8 is the number of input instances that trigger the MAD-based
distance 0.6 ≤ D MAD < 0.8 for each pairwise comparison.

3.3.3 Localization Phase:

Given each unique inconsistency, the Hidden states extractor and the Inconsistency localizer
produce a localization map. A localization map is an execution deviation graph of two
implementations (backends), which highlights inconsistent executions (hidden states) of a
function (layer type), pointing to potential faulty functions in one of the backends.

Recall that an execution of a model produces one execution graph (Section 3.2). Each
execution graph contains connected layers, where the output of one layer is the input of
subsequent layers. Given a model and an input instance, there is one execution graph for
each implementation of libraries. An execution deviation graph is a graph that represents
the differences between two execution graphs of the same model. Since both execution
graphs are from executions of the same model, they have the same structure i.e., the
network structure. Thus, the execution deviation graph also has that same structure
but contains the deviation between each pair of layer type executions. We describe the
deviation calculation below.

For each unique inconsistency, we only perform localization on the most inconsistent
input instance. The most inconsistent input instance triggers the largest Class-based dis-
tance (classification tasks) or MAD-based distance (regression tasks) between the output
of two backends.

Hidden states extractor produces execution graphs in a similar way to the Output
extractor described previously. Both execute the model on validation input instances to
extract output. However, the latter also retrieves the intermediate function output (hidden
state) of each hidden layer (internal execution) in the model. Hidden states are presented
as vectors of floating point numbers.

Inconsistency localizer produces a localization map for each unique inconsistency by first
extracting the execution deviation graphs. It does this by calculating the mean absolute
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Figure 3.4: Batch normalization bug’s localization map for InceptionResNetV2 between
TensorFlow and CNTK with Keras 2.2.0.

deviation (MAD) between each pair of corresponding hidden state from two executions
of the same layer type on two different backends. It is important not to confuse the
usages of MAD here to the MAD-based metrics mentioned previously. Here, MAD is used
to calculate the distances between corresponding intermediate outputs of hidden layers to
represent the internal deviations of two execution graphs. Given the intermediate states SL

and S ′L of layer L executed on two backends, the deviation is calculated using Equation 3.3
as δSL,S′

L
.

Due to the sequential nature of a model, a noticeable MAD deviation at a particular
layer does not indicate inconsistency at that layer as deviation can propagate through the
execution graph and get amplified along the way. Ideally, we want to localize the source
of the inconsistency. To do this, the Inconsistency localizer calculates the rate of change
in deviation between consecutive function executions. Finally, it generates the localization
maps by highlighting functions in the execution deviation graph that have inconsistent
executions.

To calculate the rate of change, we first need to calculate the MAD deviation for
all executions (layers output) in the set pre(L) as δSl,S′

l
with l ∈ pre(L) (pre(L) is the

set of inbound layers which hidden states are the input to layer L). We calculate the
representative deviation of inbound executions, δpre, simply as the maximum deviation:

δpre = max
l∈pre(L)

(δSl,S′
l
) (3.5)

The rate of change in deviations at layer L is:

RL =
δSL,S′

L
− δpre

δpre + ε
(3.6)

We use a smoothing constant ε = 10−7 to prevent RL =∞ in the case where δpre = 0 (e.g.,
L is the first layer).
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We call RL the inconsistency introduction rate of a layer L, i.e., how much diversion
layer L (executions of a pair of function implementations) introduces due to inconsistent
implementations. RL values of all layers provide an overall picture of how the inconsistency
is introduced through the model so that we can localize the function that is the source of
the inconsistency. To generate the localization map, we overlay the MAD and RL values for
each layer on the model structure graph (e.g., maps in Figure 3.4). A node, representing
a layer L, shows the layer type (i.e., low-level transformation function), the MAD value δ,
and the inconsistency introduction rate RL. We select the third quantile of RL distribution
of all nodes in each map as the highlighting threshold. We highlight a node red if its RL

is higher than this threshold.

3.4 Datasets and experimental settings

Trained Models and Datasets: To evaluate CRADLE, we collect 11 public datasets
and 30 DL models that are pre-trained from these datasets. Table 3.2 lists the datasets.

We collected the models by looking for pre-trained models compatible with Keras from
prior work and GitHub. To avoid low-quality models (e.g., class projects and simple
demos), we only examine repositories with at least two stars. Overall, we collected 13 Im-
ageNet [194] models (Xception, VGG16-19, ResNet50, InceptionV3, InceptionResNetV2,
MobileNetV1-V2, DenseNet121-169-201, NASNetLarge-Mobile [49]), 3 self-driving models
used in previous work (DaveOrig-Norminit-Dropout [47,179]), 3 MNIST models (LeNet1-4-
5 [137]), and various models trained for other tasks (Thai number detector – ThaiMnist [9],
Go game player – Betago [3], anime faces recognition – AnimeFaces [2], cat and dog clas-
sifiers – CatDog(Basic, Augmented) [1,4], dog species classifier – Dog [6], gender detection
– Gender [5], Pokemon classifier – Pokedex [7], and GTSRB traffic sign recognition – Traf-
ficSigns(1, 2, 3) [11–13]). We use provided validation dataset for each model to run our
experiment. For ImageNet, we use a random sample of 5,000 images from over 80,000
provided cropped validation images.

Experimental settings: We run CRADLE on 15 versions of Keras (2.0.5–2.2.2). For
the low-level libraries, we use the latest versions of CNTK (2.5.1), Theano (1.0.1), and
TensorFlow (1.7.0). For regression models, i.e., Dave variants, we only use the MAD-based
metric because the Class-based metric does not apply. For the classification models, we use
both Class and MAD-based metrics. Some models are not supported with older versions of
Keras and result in crashes. Since the crash is the expected behavior, we do not consider
them as bugs and exclude those runs from our experiment.
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We vary the thresholds (TC , TM , and p) and found the optimal setting (covering the
most inconsistency without false positives and false negatives) for Class-based metric are
TC = 8 and p = 0% and for MAD-based metric are TM = 0.2 and p = 0%. We use
cross-validation with 80-20% of models to confirm that the thresholds consistently perform
across all 5 folds. These are the thresholds we use in RQ1 and RQ2.

Hardware and Infrastructure: We utilize multiple Anaconda environments to switch
between multiple versions of Keras and different backends. We run all experiments on an
Intel Xeon E5-2695 machine with 128 GB of RAM and two Nvidia Titan XP GPUs. For
the performance analysis, we run the output extraction step utilizing a single GPU.

3.5 Results

3.5.1 RQ1: Can CRADLE Detect Bugs and Inconsistencies in
Deep Learning Backends?

CRADLE detects 12 bugs in DL software for 28 out of 30 models that cause 104 unique
inconsistencies. The 12 bugs (9 have been fixed) consist of 7 inconsistency bugs (3
previously unknown, 2 out of 3 have already been confirmed by developers, e.g., the bug
in Figure 3.2 has been fixed by developers after we reported it), and 5 crash bugs that
crash either Keras or one of the backend libraries. None of the 12 bugs is detected by
the test cases that come with Keras (including the interface), which does simple unit
and integration testing. The results demonstrate that cross-backend inconsistencies are
frequent and CRADLE is effective in detecting them.

Our approach does not report false inconsistencies as it is a dynamic approach: for each
inconsistency, we have inputs that trigger two backends to disagree. Theoretically speaking,
some true inconsistencies may indicate a false bug, as our approach may identify uninter-
esting inconsistencies (e.g., natural computation difference explained in Section 3.3.1). In
our experiment, all 12 bugs are real (i.e., no false bugs detected).

Inconsistencies and inconsistency-triggering input: Using the Class-based metric on
classification tasks and the MAD-based metric on regression tasks, CRADLE detected a
total of 361 inconsistencies. Based on the inconsistency patterns, CRADLE automatically
groups the inconsistencies into 104 unique inconsistencies (Section 3.3.2).

Table 3.2 shows the number of inconsistencies found by CRADLE for each dataset
and pair of backends. For example, CRADLE detects ‘21(54)’ inconsistencies between the
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Table 3.2: Number of inconsistencies found by CRADLE. The numbers outside and (in-
side) brackets are the unique and (total) number of inconsistencies respectively. TF is
TensorFlow, TH is Theano, and CN is CNTK.

Dataset Instances
# of Inconsistencies

TH-TF TF-CN CN-TH

ImageNet 5,000 10(34) 21(54) 18(46)
Driving 5,614 3(9) 3(12)
MNIST 10,000 3(9) 3(12)
Thai MNIST 1,665 1(3) 1(4)
KGS Go game 12,288 2(14) 3(12) 3(15)
Anime Faces 14,490 1(5) 1(6)
Dogs VS Cats 832 2(6) 2(8)
Dog species 835 3(8) 3(9)
Faces 466 2(14) 3(8) 6(15)
Pokedex 1,300 1(14) 1(3) 2(15)
GTSRB sign 12,630 2(14) 2(5) 2(7)

Total
18(95) 42(117) 44(149)

104(361)

two backends TensorFlow and CNTK triggered by 13 ImageNet models. Here ‘21(54)’
indicates that CRADLE detects 54 inconsistencies which map to 21 unique inconsistencies
corresponding to 21 unique inconsistency patterns. Table 3.1 shows two such patterns (the
first and second rows).

On average, these inconsistencies are triggered by 21.9% of input instances in a dataset
(22.2% for classification tasks and 13.9% for regression tasks). Figure 3.5 provides exam-
ples of inconsistency-triggering inputs. The image of a groom was identified correctly by
TensorFlow but incorrectly as an Indian elephant by the faulty Theano. In some extreme
cases, the faulty TensorFlow backend accidentally labels an image of bananas “correctly”
while CNTK identifies it as tennis balls.

Inconsistency bugs: We use CRADLE to localize the source function of all 104 detected
unique inconsistencies (detailed localization results are in Section 3.5.2). We find that they
are caused by 7 bugs in the backend libraries (Table 3.3). Some bugs have the same root
inconsistency because they are either different bugs in the same function or affect several
backends which required multiple fixes to multiple backends. For example, in addition
to the batch normalization bug we presented earlier, we found another bug in the batch
normalization function affecting an older version of Keras.

We manually check the fault localization maps for each cluster of inconsistencies and
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TensorFlow: groom
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Figure 3.5: Inconsistency-triggering inputs for the pooling bug (left column), the padding
bug (middle column), and the batch normalization bug (right column). Correct backends
are bold.

Table 3.3: Bugs found by CRADLE. ‘# Inc. bugs’ indicates the number of inconsistency
bugs per root inconsistency.

Root inconsistency
Localized layers

Affected backends
# Affected # Inc.

(functions) models bugs

Batch normalization BatchNomalization CNTK 11 2
Padding scheme Conv2D, DepthwiseConv2D, TensorFlow, Theano 15 2

SeparatableConv2D
Pooling scheme AveragePooling2D Theano 3 1
Parameter organization Trainable convolution CNTK, Theano 18 2

confirm whether it indicates a bug. If we find a corresponding bug fixing commit in a more
recent version, we consider the bug has been fixed by developers. If not, we consider it
previously unknown. Once two authors agree that it is a bug, we report it to developers.

If the same invocation of functions is identified for multiple bugs that are triggered by
the same model in the same pair of backends across successive Keras versions (which affect
the interface code between Keras and low-level libraries), we consider them one unique
bug. However, if the bugs are in nonconsecutive versions, and the inconsistency pattern
changes for some versions of Keras, this indicates that the issue was partially fixed (or a
new bug introduced) in some Keras versions, then we consider them different bugs (e.g.,
the new inconsistency is likely to be a regression bug).

In addition to the batch normalization bug in Figure 3.2, we detail two additional
confirmed bugs that CRADLE found.

Padding scheme bugs: Padding artificially increases the size of an input image so
that a kernel function can be applied to all the pixels of the original image and produces an
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- if padding == ’same ’:

- th_avg_pool_mode = ’average_inc_pad ’

- elif padding == ’valid ’:

- th_avg_pool_mode = ’average_exc_pad ’

...

- mode=th_avg_pool_mode)

+ mode=’average_exc_pad ’)

Figure 3.6: Pooling scheme bug fix in pool2d in Theano backend.

output of the same shape as the input. The SAME padding scheme behaves inconsistently
across backends when applied on different combination of odd or even sizes of input and
kernel. This creates a shift in the input that propagates through the model and caused
the model to sometimes completely miss some of the shapes it was trained to recognize.
Eventually, it results in inconsistencies between Theano or TensorFlow (depends on the
different combination of input and kernel sizes) and the other two backends. The middle
column of Figure 3.5 shows an example of input images revealing this bug. Although it
has not been fixed yet in the interface source code, this bug has been confirmed to be
a significant problem because various models (i.e., ResNet50, MobileNet, NASNetsLarge-
Mobile, and MobileNetV2) have been updated by their developers to include workarounds
that makes their models consistent across backends.

Pooling scheme bug: This bug in Theano backend causes Gender, InceptionRes-
NetV2, and InceptionV3 models to misbehave. In Keras 2.1.4 and earlier, the 2D pooling
layer in Theano interface determined the average pooling scheme based on the padding
scheme. If the padding is SAME, it used the pooling average inc pad scheme which includes
padding in the average calculation. However, if there is no padding, then they use the
average exc pad scheme. This creates inconsistencies for models that use the Average-
Pooling layer with SAME padding. Figure 3.6 presents the fix where average exc pad is used
regardless of the padding scheme.

Crashes bugs: Excluding crashes caused by unsupported models, we encounter 86 crashes
out of 1173 possible runs. We identified 3 Keras bugs (happened with all backends) and
2 specific backend bugs. In total, 4 of the crash bugs have already been fixed and a
workaround has been added to the crashing model to address the last issue. They are
often caused by incorrect shapes (e.g., incorrect weight or convolution kernel shapes).

Comparison between Class-based metric and top-k accuracy: One alternative
to our Class-based metric is top-k accuracy. To measure its effectiveness in detecting
inconsistencies, we integrate it into CRADLE by calculating the top-k accuracy differences
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between pairs of backends. A pair is considered inconsistent if the accuracy difference is
larger than a threshold TAC . We vary k (1 to 5) and accuracy threshold TAC (between 0%
and 50%).

Using TAC = 0% and k = 1, the accuracy metric detects the most number of incon-
sistencies (305) but still misses 35 inconsistencies found by our Class-based metric. These
are 35 valuable test cases that developers could use to test, localize, and fix detected bugs.
In addition, our Class-based metric enables the generation of inconsistency patterns which
help remove duplicates to reduce 340 detected inconsistencies to 98 unique inconsistencies.
This reduction is not possible with top-k accuracy. The results show that our Class-based
metric is more effective than top-k accuracy.

MAD-based metric usage for classification models: To demonstrate the usefulness
of our Class-based metric, we compare the ability of both metrics to detect unique incon-
sistencies for classification models.

Using the MAD-based metric for classification tasks, CRADLE can only find 10 unique
inconsistencies, 4 of which are inconsistent in confidence level but do not trigger inconsis-
tent classifications. On the other hand, with the Class-based metrics, CRADLE correctly
identifies 98 unique inconsistencies in classification models, including all inconsistencies
correctly found using the MAD-based metric. These results show that Class-based metric
help CRADLE find more inconsistencies with no false positives.

3.5.2 RQ2: Can CRADLE Localize The Source of Inconsisten-
cies?

For each of the 104 unique inconsistencies, CRADLE generates a localization map for the
most inconsistent input instance (Section 3.3.3). By focusing on the first localized incon-
sistent execution and executions with high inconsistency introduction rates in each map,
we manually cluster the 104 unique inconsistencies into 7 bugs. CRADLE’s localization
maps enable us to do this clustering. This manual process takes 1–2 hours per bug. A tech-
nique to automatically cluster unique inconsistencies based on the first localized function
executions or similarity between localization maps remains as future work.

Overall, CRADLE highlights executions that are relevant to the causes of inconsisten-
cies for all 104 unique inconsistencies. For 4 of the bugs, the first localized inconsistent
executions are exactly the executions of faulty functions that were fixed by developers.
This suggests that the localization technique is effective in pinpointing the faulty func-
tions, which should help developers to understand and fix the bugs. For example, the
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Figure 3.7: Pooling scheme bug’s localization map for model InceptionV3 between Tensor-
Flow and Theano with Keras 2.1.4 on the “groom” input image in Figure 3.5.

reduction is 13 to 1 in one case, meaning that the developers only need to examine one
function instead of 13 functions with complicated formulae and interactions to understand
and fix the bug. When we consider all (instead of only the first) localized inconsistent
executions, the faulty methods are invoked in one of the localized inconsistent executions
for 5 of the bugs. For the fifth bug, this represents a reduction of 22–44% in the number
of functions to examine. For the remaining 2 bugs, the localized inconsistent executions
are related to the bug fixes. In fact, the localized executions helped us tremendously in
understanding the bugs so that we were able to write good bug reports.

Figure 3.4 shows a part of a localization map for the batch normalization bug (for
the unique inconsistency involving InceptionResNetV2, TensorFlow and CNTK backends,
and Keras 2.2.0). The input image shown is the most inconsistent input instance for
this unique inconsistency. The Dense box shows the output: “jean” from TensorFlow, and
“mailbag” from CNTK, while the ground truth is “jean”. The map includes 781 invocations
of backend functions. For presentation purposes, we omit 772 invocations. Each box
represents an invocation of a neural network function. The arrows indicate the flow of
data. Function names are indicated in each box, while δ is the MAD distance between
the hidden states (defined in Equation 3.3), and R is the inconsistency introduction rate
(defined in Equation 3.6). In this example, executions of function batch normalization are
localized as faulty (shown in red). The white boxes indicate executions with low or negative
R (i.e., they are unlikely the source of inconsistency). This map correctly highlights the
earliest invocation of the function batch normalization as the source of inconsistency. We
examine localization maps for the other affected models (e.g., InceptionV3, DenseNets
(121, 169, 201)) and notice that they all point to the batch normalization function. We
reported this bug to developers and it has been fixed in Keras 2.2.1.
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Figure 3.7 shows a section of the localization map highlighting the faulty executions for
pooling scheme bug with model InceptionV3 between TensorFlow and Theano on Keras
2.1.4. The first highlighted execution indicates correctly the source of this inconsistency
as the function average pooling. We look at the source code of average pooling which
points to the faulty pool2d function in the Theano backend. Figure 3.6 shows the fix (for
Keras 2.1.5) in the Theano backend source code where the average pooling scheme is set
to average exc pad regardless of the padding scheme.

3.5.3 RQ3: What Is CRADLE’s Detection and Localization Time?

We measure the execution time of CRADLE on the latest version of Keras (2.2.2) using all
30 models. Overall, CRADLE’s detection and localization time is quite reasonable with a
typical end-to-end execution time lower than 5 minutes.

The running times of Output extractor and Hidden states extractor dominate the model
execution times, which depend on the model complexity, validation dataset size, and per-
formance of the backend. The extractor is slow in rare cases, e.g., nearly 10 hours with
the large NASNetLarge model containing over 1,000 layers. However, the typical running
time is within minutes with the median of less than 2 minutes.

The Output comparator and Inconsistency localizer are much faster with median run-
ning time less than 20 seconds and maximum less than 5 minutes. The running time is
independent of the backend implementation; it depends on the dataset size and the model
complexity respectively.

3.6 Limitations and Threats to Validity

Since we focus on detecting bug-revealing inconsistencies, CRADLE may miss inconsisten-
cies that cause internal errors but not failures (i.e., incorrect external behaviors). This is
our design choice to avoid detecting too many false alarms.

We assume that the same algorithms are implemented with similar specifications in all
backends due to the interchangeability of DL backends. In theory, it is possible for our
technique to find false positive inconsistencies because of this assumption. However, our
results show that the inconsistencies found by our approach almost always indicate real
bugs because 11 of them have already been confirmed or fixed by developers.

Our approach might not be generalizable to other models or DL libraries. To miti-
gate this threat, we use 30 models extracted from different GitHub projects and evaluate
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our approach on Keras, the most popular high-level DL library [10], and three popular
backends. Our approach of detecting and localizing inconsistencies should be applicable to
other models and libraries with little work.

It is possible that some complex DL systems contain non-deterministic layers so that,
given the same input, the output might be slightly different. To mitigate this issue, we
make sure none of the layers contains intentional sources of randomness and we apply two
metrics that are designed to be robust even in the existence of small inconsistencies.

Our approach uses pre-trained models. We made this our design choice as we believe
that those pre-trained models that are used by real users are likely to cause bugs that
developers care. Alternatively, we could use dummy models or mutated models to test
backends in order to find more bugs, which remains as future work.

3.7 Summary

We propose CRADLE, a new approach to find and localize bugs in the implementations of
DL models by cross-checking multiple backends. We evaluate CRADLE on three backends
and 30 pre-trained models and find 12 bugs and 104 unique inconsistencies in the backends
for 28 models. This work calls for attention for testing DL implementations and not just
DL models. In the future, we plan to design approaches to identify bugs even if they do
not cause observable differences in backends. It is also conceivable to expand the set of
trained models with mutants for CRADLE to find more bugs.
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Chapter 4

Problems and Opportunities in
Training Deep Learning Software
Systems: An Analysis of Variance

4.1 Motivation

Deep learning is widely used in many fields including autonomous driving cars [43], diabetic
blood glucose prediction [160], and software engineering [39, 44, 45, 102, 131, 189, 250, 255,
257]. DL training algorithms utilize nondeterminism to improve training efficiency and
model accuracy, e.g., using shuffled batch ordering of training data to prevent overfitting
and speed up training [97].

These nondeterminism-introducing (NI)-factors can cause multiple identical training
runs, i.e., training runs with the same settings (e.g., identical training data, identical
algorithm, and identical network) to produce different DL models with different accuracies
and training times [120,195,221,229].

For example, our experiments show that for 16 identical training runs of a popular DL
network, LeNet5 [138], the accuracy of the resulting 16 models ranges from 8.6% to 99.0%
—a large accuracy difference of 90.4%. Four of these identical training runs resulted in weak
models (accuracy below 20%). Even if we exclude such models, the accuracy difference
is still up to 10.8% with LeNet1 between the most accurate run (98.6%) and the least
accurate run (87.8%).

One can eliminate the variance introduced by algorithmic NI-factors (e.g., shuffled
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batch ordering) using fixed random seeds. For example, with a fixed seed for batch ordering,
multiple identical training runs will have the same batch ordering. We refer to these runs
as fixed-seed identical training runs.

In addition to these algorithmic NI-factors, DL libraries (e.g., TensorFlow [26] and
cuDNN [48]) introduce additional variance. For example, by default, core DL libraries
(e.g., TensorFlow or PyTorch [175]) perform data preprocessing in parallel for speed, which
changes the order of training data, even if algorithmically the batch order is fixed. Fur-
thermore, core DL libraries, by default, leverage autotuning to automatically benchmark
several modes of operation (i.e., underlying algorithms for computations such as addi-
tion) for each primitive cuDNN function (e.g., pooling and normalization) in its first call.
The fastest mode of operation is then used for that cuDNN function in subsequent calls.
Different identical runs sometimes use different modes of operation, introducing variance.

Our experiments (Section 4.5.2) show that these implementation-level NI-factors alone
cause an overall accuracy difference of up to 2.9%. Specifically, we train the popular
WideResNet-28-10 [247] (or WRN-28-10 for short) DL network for image classification 16
times using the same default training configuration (e.g., same CIFAR100 [126] training
data, batch size, optimizer, and learning rate schedule), identical model selection criteria
(i.e., selecting models with the lowest loss on a validation set), the same DL libraries (i.e.,
Keras 2.2.2, TensorFlow 1.14.0, CUDA 10.0, and cuDNN 7.6), and identical hardware
(i.e., the same NVIDIA RTX 2080Ti GPU), while disabling all algorithmic NI-factors
(i.e., using fixed random seeds to ensure identical initial weights, identical batch ordering,
deterministic dropout layers, and deterministic data augmentation). This process generates
16 models. Since all algorithmic NI-factors are disabled, one may expect little variance
across the 16 runs. However, we found that the accuracies of these 16 models vary between
77.3% and 80.2% (a 2.9% difference).

These implementation-level NI-factors and differences are often characteristics and con-
sequences of the DL software implementations, which create unique challenges for SE
researchers and practitioners (Section 4.8). Meanwhile, DL researchers have paid little
attention to implementation-level NI-factors (the focus is on theoretical analyses of DL
training [51,52,68,123,142,198]).

To see whether such differences are known, we conduct a survey (Section 4.6), which
surprisingly shows that 83.8% of the 901 responded researchers and practitioners with
DL experience are unaware of (63.4%) or unsure about (20.4%) any implementation-level
variance! Of the 901 respondents, only 10.4% expect 2% or more accuracy difference across
fixed-seed identical training runs.

We also perform a literature survey of 454 papers randomly sampled from recent top
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SE, AI, and systems conferences to understand the awareness and practices of handling
DL system variance in research papers. Of 225 papers that train and evaluate DL systems,
only 19.5±3% use multiple identical training runs to quantify the variance of their DL
approaches.

The per-class accuracy exhibits a much larger difference among the 16 fixed-seed iden-
tical training runs. For example, in the previously described WRN-28-10 runs, for the
“camel” class (all images with the ground-truth label of “camel”), the models’ accuracy
varies from 38.1% to 90.5% (a 52.4% difference).

In addition, there are large differences in convergence time. For example, the time
to convergence of the 16 fixed-seed identical training runs of another popular network,
ResNet56 [100], ranges from 2,986 to 7,324 seconds (a one hour and 12 minutes difference)—
a 145.3% relative time difference. We also observe a discrepancy between the empirical
per-class accuracy and convergence time and the corresponding estimates from the surveyed
researchers and practitioners.

Thus, it is important to study and quantify the variance of DL systems, especially the
implementation-level variance. On the one hand, some practitioners, whose primary goal
is to obtain the best model, may be able to take advantage of the variance by running
multiple identical runs to achieve their goal.

On the other hand, SE, AI, and systems researchers who propose new DL architectures
and models that outperform existing ones may need to execute multiple identical runs to
ensure the validity of their experiments.

For example, a recent research paper [133] proposed a new approach with a reported
0.8% accuracy improvement over the standard WRN-28-10. Our experiments show that
this network’s accuracy can vary by up to 2.9%. Therefore, the reported accuracy improve-
ment may not be statistically significant when considering the aforementioned NI-factors
in the training algorithm and the implementation. In other words, if one runs the two ap-
proaches again, the resulting mode of [133] may not outperform the WRN-28-10 model. At
best, the comparison results still hold, but the current experiments fail to provide evidence
to demonstrate the improvement given the possible variance.

There are existing theoretical analyses of DL training [51,52,68,123,142,198] that study
how well optimizers find good local optima given algorithmic NI-factors. Such work fails
to study the nondeterminism in the underlying DL implementation.

To fill this gap, first, we systematically study and quantify the accuracy and time
variance of DL systems across identical runs using 6 widely-used networks and 3 datasets.
Second, we conduct a survey to ascertain whether DL variance and their implications are
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known to researchers and practitioners with DL experience. Third, we conduct a literature
review of the most recent editions of top SE, AI, and systems conferences to understand
the awareness and practices of coping with DL variance in research papers.

In this chapter, we make the following contributions:

� Finding 0: A list of implementation-level NI-factors (parallel processing, auto-selection
of primitive operations, and scheduling and floating-point precision) and algorithmic NI-
factors (nondeterministic DL layers, weight initialization approach, data augmentation
approach, and batch ordering), and techniques that control these NI-factors to remove
or reduce variance (Section 4.2).

� A DL variance study of 4,838 hours (over 6.5 months) of GPU time on 3 widely-used
datasets (MNIST, CIFAR10, CIFAR100) with 6 popular models (LeNet1, LetNet4, Let-
Net5, ResNet38, ResNet56, and WideResNet-28-10) on three core DL libraries (Tensor-
Flow, CNTK, and Theano):

• Finding 1: The accuracy of models from 16 identical training runs varies by as
much as 10.8%, even after removing weak models.

• Finding 2: With algorithmic NI-factors disabled, DL model accuracy varies by
as much as 2.9%—an accuracy difference caused solely by implementation-level
nondeterminism.

• Finding 3: Implementation-level NI-factors cause a per-class accuracy difference
up to 52.4%, while the per-class difference is up to 100% with default settings (i.e.,
with algorithmic and implementation-level nondeterminism).

• Finding 4: Training time varies by as much as 145.3% (1 hour and 12 minutes)
among fixed-seed identical training runs, while the training time difference is up to
4,014.8% with default settings.

� A researcher and practitioner survey, with 901 valid replies, reveals that:

• Finding 5: A large percentage of respondents are unaware of (31.9%) or unsure
about (21.8%) any variance of DL systems; there is no correlation between DL
experience and awareness of DL variance.

• Finding 6: Even more researchers and practitioners (83.8%) are unaware or un-
certain of implementation-level nondeterminism in DL systems.

• Finding 7: Only 10.4% of respondents expect 2% or more accuracy difference
across fixed-seed identical training runs.

• Finding 8: Most (77.7%) participants estimate the convergence time differences
to be less than 10% across identical training runs, and the majority of respondents
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(84.5%) estimates a similar 10% or less convergence time difference among fixed-seed
identical training runs.

� Finding 9: A literature survey of a random sample of 454 papers from the most re-
cent editions of top SE (ICSE [20], FSE [17], and ASE [14]), AI (NeurIPS/NIPS [22],
ICLR [24], ICML [19], CVPR [16], and ICCV [18]), and systems (ASPLOS [15], SOSP [23],
and MLSys [21]) conferences, shows that 225 papers train and evaluate DL systems, only
19.5±3% of which use multiple identical training runs to evaluate their approaches.

� Implications and suggestions for researchers and practitioners, and raising awareness
of DL variance (Section 4.8).

Code and data are available in a GitHub repository1.

4.2 Nondeterminism-Introducing (NI)-Factors

Many factors affect DL systems’ results and training time. The first set of factors is
the input to a system. Such input includes the training data and hyper-parameters (e.g.,
number of layers, dropout rate, optimizer, learning rate, batch size, and data augmentation
method and settings). It is expected that models with different inputs perform differently,
and there is a flurry o f work on how to select the best input (e.g., hyper-parameter
tuning) [38,111,246].

However, several factors (e.g., shuffled batch ordering) independent of the system’s
input affect the training and accuracy of the final models. We call these factors NI-
factors. We divide NI-factors into two categories: (1) algorithmic NI-factors, which are
introduced to improve the effectiveness of the training algorithm, and (2) implementation-
level NI-factors, which are the byproduct of optimizations to improve DL implementations’
efficiency.

4.2.1 Definitions

In this study, we define a DL system as the composition of a DL algorithm and a DL
implementation. DL algorithm is the theory portion of DL and consists of model definition,
hyper-parameters, and theoretical training process. DL implementation consists of high-
level DL libraries (e.g., Keras), core DL libraries (e.g., TensorFlow and PyTorch), low-level

1https://github.com/lin-tan/dl-variance
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computation libraries (e.g., cuDNN and CUDA), and hardware (e.g., GPU, CPU, and
TPU). The DL training process spans across the DL algorithm and DL implementation.

4.2.2 Algorithmic NI-factors

The most common algorithmic NI-factors include nondeterministic DL layers (e.g., dropout
layer), weight initialization, data augmentation, and batch ordering.

Nondeterministic DL Layers: DL architectures can contain nondeterministic layers.
For example, dropout layers [219] are commonly used to prevent overfitting. They ran-
domly set parts of the input tensor to zero during training and guide each neuron to be
trained with different portions of the training data. Dropout tensors are chosen randomly
on-the-fly during training, which means two identical runs could produce two different
models with different accuracies and different training times.

Weight Initialization: Weight initialization [87,99,139,198] is an important step in DL
training [221,229]. Random weight initialization samples the initial DL model weights from
a predefined distribution. Goodfellow et al. [91] state that random initialization “breaks the
symmetry” across all the weight tensors. This process helps similarly structured neurons
learn different functions instead of repeating each other. Thus, they learn different aspects
of the training data and help to increase the model’s generalization. However, different
initial weights may result in convergence to different local minima [69,83,140]. Therefore,
random initialization can lead to variance in model accuracy across identical runs.

Data Augmentation: DL training algorithms also utilize the randomness in data aug-
mentation to improve their effectiveness (i.e., produce more accurate models). Data aug-
mentation [214] is an inexpensive method that randomly transforms the input to increase
the input’s diversity. It has been shown to improve the generalization of the final trained
model. Randomly transforming the training data will result in nondeterministic identical
training runs.

Batch Ordering: Random batch ordering also improves the generalization of DL models.
It breaks up the order of the training data to prevent the model from quickly overfitting
to a particular label [139]. Reordering training batches at each epoch results in nondeter-
ministic identical training runs.
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4.2.3 Implementation-Level NI-factors

Implementation-level NI-factors are caused by libraries (e.g., TensorFlow, CUDA, and
cuDNN). The most common implementation-level NI-factors are parallel computation,
nondeterministic primitive operations, and rounding errors due to scheduling.

Parallel processes: Core DL libraries (e.g., TensorFlow and Pytorch) provide options
to use multiple processes to improve the efficiency of DL systems. For example, the core
libraries, by default, run the data preprocessing task in parallel to prepare the training
data faster. However, due to the random completion order of parallel tasks, the order
of training data may change and impact the optimization path of the training process,
resulting in variance even if data preprocessing itself is deterministic.

Auto-selection of primitive operations: Core DL libraries implement DL algorithms
by leveraging the GPU-optimized DL primitives provided by low-level libraries (e.g., cuDNN
and CUDA). When used with NVIDIA GPUs, cuDNN provides hardware-accelerated prim-
itives for common DL operations such as forward and backward convolution, pooling,
normalization, and activation layers. cuDNN provides several modes of operation (i.e.,
different computational algorithms) for primitive functions.

By default, core DL libraries enable autotune, which automatically benchmarks several
modes of operation for each primitive cuDNN function in its first call. The fastest mode
of operation is then used for that cuDNN function in subsequent calls. The exact mode of
operation for each primitive used in each run changes depending on the dynamic benchmark
result. Different identical runs sometimes use different modes of operation, introducing
variance. Furthermore, some modes of operation are nondeterministic due to rounding
errors introduced by scheduling (see below).

Scheduling and floating-point precision: GPU programming uses warp as a unit of
computation. A warp consists of 32 parallel threads with concurrent memory access. Due
to the limited precision (32-bits) of DL models, rounding errors are introduced at every step
of floating-point calculation. In the GPU model, concurrent accesses to a single memory
address must be serialized to prevent race conditions with no guaranteed order of access.
Therefore, the rounding error introduced in each warp may vary across fixed-seed identical
training runs due to the different access orders.

For example, matrix reduction operations such as atomicAdd (used in depthwise con-
volution layers) are affected by serialization order. Since floating-point operations are not
associative due to rounding errors [89], varying orders of additions may produce nondeter-
ministic output (A+B + C 6= B + C + A).
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4.2.4 Controlling NI-factors for Determinism

Removing algorithmic NI-factors enables us to study the nondeterminism introduced by
implementation-level NI-factors. In addition, deterministic training may be desirable for
debugging and other purposes. Thus, we identify techniques that control algorithmic and
implementation-level NI-factors to remove or reduce variance.

Controlling algorithmic NI-factors: All algorithmic NI-factors are controlled by pseudo-
random number generators. Thus, we can control these NI-factors by fixing the random
seeds at the beginning of each run to achieve algorithmic determinism across identical runs
while still maintaining the pseudo-random characteristic within a single run. We defined
this as fixed-seed identical training runs.

Controlling implementation-level NI-factors: To control these NI-factors, we need
to take several steps. First, the DL system should not use multiple processes that cannot
guarantee data order. For example, using more than one worker in the data generator to
feed training data would shuffle the batch ordering even with fixed random seeds.

Second, the autotune mechanism should choose deterministic implementations of primi-
tive operations only. For example, in TensorFlow 1.14.0, if the environment flag TF CUDNN DE

TERMINISTIC is set to 1, the autotune mechanism will not consider the nondeterministic
modes for cuDNN primitive functions.

Third, since some operations (e.g., atomicAdd) are nondeterministic when used on a
GPU due to nondeterministic serialization, the input of these operations should be serial-
ized after all parallel executions (i.e., to ensure a deterministic ordering of input). Then,
the operations should be executed on a single CPU thread.

Finally, one solution to achieve complete deterministic training is forcing the DL system
to run completely in a serial manner (i.e., running on a single CPU thread). However, this
option prevents DL systems to utilize the hardware efficiently and may be unrealistic, as
many models would take months or years to train on a single CPU thread. As future
work, deterministic multithreading [60] may be promising for more realistic deterministic
DL systems.

A major goal of this work is to quantify the variance introduced by implementation-level
NI-factors.
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Figure 4.1: Overview of the experimental method

4.3 Experimental Method

First, we extract the default input (i.e., training data, hyper-parameters, and optimizers)
of a DL system from existing work (Section 4.4). Figure 4.1 shows an overview of our
experimental method. We generate different environments that combine different versions
of DL libraries (e.g., high-level libraries, core libraries, and low-level libraries). For all
environments, the hardware is the same (details in Section 4.4). For example, one such
environment includes Keras 2.2.2, TensorFlow 1.14.0, cuDNN 7.6, and CUDA 10.0. Each
network is coupled with its default input. For example, the CIFAR 100 dataset (including
training, validation, and test data) is used to train the WRN-28-10 network with stochastic
gradient descent (SGD) optimizer in 50 epochs. Table 4.1 shows the corresponding default
input for each network. Each network (including its default input) combined with one
nondeterminism setting (details below) is defined as a set of setting. For example, one
set of settings that we use is training the WRN-28-10 network with all algorithmic NI-
factors disabled (i.e., fixed-seed nondeterminism setting). For each environment and setting
combination, we perform an experimental set and measure the accuracy and time variance
across n identical training runs.

To ensure a valid study, we address one main challenge: to measure realistic variance,
the experiments need to reflect the real usage of DL systems. We pick training from-scratch
as our scenario for the training phase because it is a common and fundamental training
scenario [27,100,209,216,226,247,260], i.e., we train a new DL model from the beginning,
starting from randomly initialized weights.

In addition, we focus on studying the variance of models’ overall accuracy, per-class
accuracy, and training time, as these are common metrics that DL researchers and prac-
titioners use, and there have been many techniques [27, 46, 75, 91, 226, 256] proposed to
improve on these metrics.
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Further, to make sure the accuracy and time that we observe are valid, we check that
our results are equivalent to the ones reported in the original papers. Training inputs (e.g.,
training data, prepossessing methods, and optimizer) are chosen to match, as closely as
possible, those reported or used in the authors’ code. While a complete reproduction is
often impossible, we reproduce previous work as faithfully as possible by using reported
settings and ensuring at least one of our runs can reach almost identical accuracy to that
of the original work.

Finally, we perform two statistical tests (Levene’s test for variance and Mann Whitney
U-test for mean) to ensure that we draw statistically significant conclusions.

4.3.1 Experimental Sets of Identical Training Runs

The training phase is an iterative process and after each iteration (i.e., epoch) a checkpoint
of the model is stored. After the training finishes, the best checkpoint is selected based on
a final model selection criterion. We focus on two common (77.5% of the respondents in
our survey use one of these criteria) model selection criteria:

• Best-loss selection criterion: The final model is the checkpoint with the best (i.e.,
lowest) validation loss.

• Best-accuracy selection criterion: The final model is the checkpoint with the best
(i.e., highest) validation accuracy.

Validation loss and accuracy are calculated on the validation set (i.e., unseen data, different
from the training data, and used to tune the model). We report the test accuracy of the
selected best model which is calculated on the test data (i.e., unseen data, different from
the training and validation data).

In practice, the training runs would end if the selection metric (i.e., validation loss or
accuracy) did not improve after a set number of epochs (i.e., patience). In this study,
we instead run the training to a maximum number of epochs while storing the model
checkpoints. Once the training is done, we select the model based on the selection criterion
and then compute the training time as if the training had stopped at the best checkpoint.
This is an estimation of training time without running a separate set of experiments for
each criterion.

We define identical training runs as training runs executed with the same environment
(i.e., hardware and DL libraries), the same network architecture, and the same inputs (i.e.,
training data, hyper-parameters, and optimizers). Each identical training run is followed
by an inference run on the test data to compute the model accuracy.

45



An experimental set is a group of identical training runs. We make sure to avoid mea-
surement bias [164] as much as we could by using the same machine along with Docker en-
vironments that are built from the same base image. The only changes across experimental
sets are the DL library combinations and the set of settings (i.e., the nondeterminism-level,
the network, and its default input). In each experimental set, we perform n = 16 runs.

4.3.2 Nondeterminism-Level Settings

We perform two categories of experiments with different nondeterminism-levels: the default
and fixed-seed settings.

Default identical training runs are experiments that do not enforce determinism (i.e.,
none of the NI-factors are controlled). These are identical training runs with the default
input (training data and hyper-parameters).

Fixed-seed identical training runs are experiments for which algorithmic NI-factors are
disabled, i.e., we use the same random generator and the same seed. For example, with
the TensorFlow core library, we set the global Python random seed, Python hash seed,
Numpy random seed, and the TensorFlow random seed to be identical. Initializing all
random number generators with identical seed disables all known algorithmic NI-factors
(i.e., dropout layers, initial weights, data augmentation, and batch ordering).

4.3.3 Metrics and Measurements

To measure the variance across identical training runs, we measure a model’s overall and
per-class accuracy on the test set. The overall accuracy measures the portion of correct
classifications that a model makes on test samples. The per-class accuracy splits the overall
accuracy into separate classes based on the ground-truth class labels (i.e., the accuracy of
the model for each class). For example, the MNIST dataset has 10 classes, so an MNIST
model would have 10 per-class accuracy values (one for each digit). For all identical training
runs, we measure the total training time as well as the number of epochs until convergence
(i.e., until the checkpoints specified by the selection criterion). For each experimental set,
the maximum difference shows the most extreme gap of model accuracy and training time
between the best and the worst runs.
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Table 4.1: Datasets, networks, and training settings

Dataset
#samples Network Settings

Train Val Test Name #parameters #epochs Optimizer

MNIST 60,000 7,500 2,500
LeNet1 7,206

50 SGDLeNet4 69,362
LeNet5 107,786

CIFAR10 50,000 7,500 2,500
ResNet38 565,386

200 Adam
ResNet56 857,706

CIFAR100 50,000 7,500 2,500 WRN-28-10 36,536,884 200 SGD

4.3.4 Statistical Tests

Levene’s test is a statistical test to assess the equality of variance of two samples. Specif-
ically, when testing accuracy variance, the null hypothesis is that the accuracy variance of
set A is equal to the accuracy variance of set B. If we find that p-value < 0.05 then we can
confirm with 95% confidence the accuracy variance of set A is different from set B. And,
if the accuracy variance of set A is smaller, then runs in set A are more stable than in B.

Mann Whitney U-test is a statistical test to assess the similarity of sample distributions.
We run the U-test instead of the T-test because the U-test does not assume normality
while the T-test does. For example, when comparing two sets of runs (A and B), the
null hypothesis is that the accuracies of set A are similar to set B. If we find that p-value
< 0.05, then we can confirm with 95% confidence that our alternative hypothesis is true
which means set A has statistically different accuracies than set B. We compute the effect
size as the Cohen’s d [56] to check if the difference has a meaningful effect (d = 0: no effect
and d = 2: huge effect [197]).

4.4 Experimental Settings

Datasets and models: We perform our experiments using three popular datasets:
MNIST [138], CIFAR10 [126], and CIFAR100 [126]. We choose image classification ar-
chitectures as they are often used as test subjects in recent SE papers that test [86, 146,
151,182,220,231,232,235,251,258], verify [93,177], and improve [82,119,152,237,249,254]
DL models and libraries. Table 4.1 shows each dataset with the corresponding numbers of
instances in each subset (training, validation, and test). The training set is used to train

47



the model. Following common practice [27, 50,91,100,127,215,224], we use the validation
set to select the best model. The test set is used to evaluate the final model.

We choose to experiment on LeNet [138], ResNet [100], and WideResNet [247] architec-
tures as they are popular networks for image classification. In our literature review, of the
225 relevant papers, 64% of papers use or compare to one of these architectures. Table 4.1
also shows the number of trainable parameters for each network. Our networks are diverse
in size, from 7,206 (LeNet1) to 36,536,884 parameters (WRN-28-10).

We reproduce previous work as faithfully as possible by using networks and settings
recorded by previous work and ensuring some of our runs have a similar (within 1%) accu-
racy as that in the original work. We also use (when available) the original implementation
of the approach from the author and the Keras implementation (if available) to reduce the
risk of introducing new bugs.

We list the training configurations used in table 4.1. To ensure that the model will
converge (i.e., training loss stops improving) within the maximum number of epochs (Ta-
ble 4.1), we empirically choose a maximum number of epochs larger than the number of
epochs to convergence using both selection criteria.

We cannot use networks from prior work [180, 182, 231] since they only provide pre-
trained models and do not provide enough details for us to reproduce the training runs.

DL libraries: We use Keras version 2.2.2 [49] as our high-level library since it provides us
with the ability to transparently switch between three DL core libraries (TensorFlow [26],
CNTK [37], and Theano [200]). This ensures that the comparison across core libraries
is fair and the least affected by our code. We perform our experiments with the official
TensorFlow versions (including the latest) (1.10, 1.12, and 1.14), CNTK version (2.7),
and Theano version (1.0.4). We pair each version of the core libraries with the officially
supported low-level cuDNN and CUDA versions. For example, TensorFlow 1.12 supports
cuDNN 7.3 to 7.6 coupled with CUDA 9.0, while TensorFlow 1.14 supports only cuDNN
7.4 to 7.6 coupled with CUDA 10.0. Since it is not practical to perform experiments on
all library combinations, we use 11 library combinations for TensorFlow, one combination
each for CNTK and Theano.

Infrastructure: We carry out all experiments on a machine with 56 cores, 384GB of
RAM, and RTX 2080Ti graphic cards each with 11GB memory. To accommodate multiple
combinations of libraries, we use Anaconda (4.4.10) with Python (3.6) and Docker (19.03).
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Table 4.2: Maximum differences of overall and per-class accuracy among default and fixed-
seed identical training runs

Setting Network
Overall(%) Per-class(%)

Diff SDev (SDevCI) Diff SDev (SDevCI)

D
e
f
a
u
l
t

LeNet1 10.8 2.6 (2.0-3.8) 99.6 24.5 (19.0-35.2)

LeNet4 10.6 2.6 (2.0-3.7) 100.0 24.7 (19.1-35.5)

LeNet5 90.4 38.7 (30.0-55.6)* 100.0 44.5 (34.4-63.9)

ResNet38 1.9 0.5 (0.4-0.7) 11.7 2.8 (2.2-4.1)

ResNet56 2.1 0.6 (0.4-0.8) 11.9 2.8 (2.2-4.0)

WRN-28-10 2.8 0.8 (0.6-1.1) 50.0 13.3 (10.3-19.1)

F
i
x
e
d
-
s
e
e
d

LeNet1 0.1 <0.1 (<0.1) 0.8 0.3 (0.2-0.4)

LeNet4 0.5 0.1 (0.1-0.2) 1.9 0.6 (0.5-0.9)

LeNet5 1.2 0.3 (0.2-0.4) 4.8 1.3 (1.0-1.9)

ResNet38 2.7 0.6 (0.5-0.8) 12.2 3.3 (2.6-4.8)

ResNet56 1.9 0.5 (0.4-0.7) 10.6 2.3 (1.8-3.3)

WRN-28-10 2.9 0.7 (0.6-1.0) 52.4 16.3 (12.6-23.4)

* 4/16 runs produce weak models that have lower than 20% accuracy

4.5 Results and Findings

We perform 2,304 identical training runs (144 experimental sets with 16 runs each) of six
networks on three datasets, with two levels of nondeterminism, using three core libraries
(TensorFlow, CNTK, and Theano) which is 4,838 hours (over 6.5 months) of GPU time.

4.5.1 RQ1: How Much Accuracy Variance Do NI-factors Intro-
duce?

To investigate the variance caused by NI-factors, we run 16 default identical training runs
for each of the 66 experimental sets (i.e., combinations of 6 networks and 11 environments).
Recall that default identical training runs are defined as training runs with the same default
inputs where no NI-factors are disabled (Section 4.3.1).

To estimate the extreme case, we compute the maximum difference of accuracy (overall
and per-class) between the least accurate and the most accurate default identical training
runs of an experimental set while the standard deviation estimates the average case.

Table 4.2 (Default) shows results for RQ1. Columns Diff show the maximum differences
of accuracy while columns SDev and (SDevCI) shows the standard deviation of accuracy
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Figure 4.2: Boxplots of the overall accuracy for default identical runs with the largest
overall accuracy difference

among 16 identical training runs and corresponding confidence interval (i.e., with 90%
confidence, the confidence interval would contain the population standard deviation). We
only show the larger accuracy differences when using either selection criterion (best-loss or
best-accuracy) as the results are similar between the criteria. Figure 4.2 shows the boxplots
of the overall accuracy of each network. The triangles represent the mean accuracy and
the orange line is the median. Dots outside of the whiskers are outliers.

Across default identical training runs, the accuracy difference is as big as 10.8%, even
after removing weak models. (Finding 1).

Specifically, in the LeNet5 default training experimental set (with TensorFlow 1.14.0,
CUDA 10.0, cuDNN 7.5, and loss selection criterion), the most and least accurate runs
have an overall accuracy of 99.0% and 8.6% respectively (a 90.4% difference). The worst
model’s accuracy is lower than random guesses (i.e., 10% because the MNIST dataset has
10 classes). This large accuracy difference is caused by the random initialization of the
weights [221, 229]. Particularly, four runs do not improve much after training—with the
final models’ accuracies being 8.6%, 9.9%, 10.6%, and 19.7% (the outliers shown as circles
in Figure 4.2). While the four runs produce weak models, they are faithful reproductions of
training with widely-used networks and algorithms using realistic data and settings. The
fact that 4 out of 16 runs fail to improve significantly, shows the importance of reporting
the variance between multiple identical training runs so that the DL approaches can be
evaluated on not just their best accuracy, but also on how stable the training process is.

If we exclude networks with such weak models, we still see an accuracy difference up to
10.8% with LeNet1 (the difference between 87.8% and 98.6%). For WRN-28-10, the largest
difference is 2.8% (between 78.2% and 81.0%) respectively. Although these differences may
seem small, researchers [133] report improvements of 0.8% when comparing against WRN-
28-10 without accounting for NI-factors. At best, the comparison conclusions still hold,
but the papers fail to provide evidence for that.
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The per-class accuracy differences are even larger compared to the overall accuracy
differences (Table 4.2, column Default: Overall versus column Default: Per-Class). On
the least accurate run of LeNet5, the trained model fails completely on a single class (i.e.,
the prediction accuracy for the class digit “0” is 0%), while, for other runs, the highest
prediction accuracy for the same class is 100%. Digit “0” has 261 test images (all classes
have similar numbers) so such single-class failures are not due to insufficient instances
or bias distribution of that class. A similar single-class failure happens for LeNet1 and
LeNet4 training runs. The standard deviation is smaller for these networks (24.5% and
24.7% comparing to 44.5%) because only one run completely fails.

As another example, WRN-28-10 default identical training runs (using library com-
bination TensorFlow 1.12.0, CUDA 9.0, cuDNN 7.6, and best-accuracy selection criteria)
incur a maximum overall accuracy difference of 2.8%. With the same settings, the per-class
accuracy difference is 50.0% (dropping from 72.7% to 22.7%) for the class “bee” (with 22
test samples). Per-class accuracy variance can be problematic for applications where the
accuracy of specific classes is critical. For example, the accuracy variance of the pedestrian
class of a self-driving car’s object classification system could affect pedestrian prediction
reliability. This, in turn, could endanger pedestrians, even if the overall variance of the
model is small.

NI-factors cause a complete single-class failure, where the biggest per-class accuracy
difference is 100% with a standard deviation of 44.5% (Finding 3(a)).

4.5.2 RQ2: How Much Accuracy Variance Do Implementation-
Level NI-factors Cause?

Accuracy variance: We analyze nondeterminism introduced by implementation-level
NI-factors by performing 66 experimental sets (i.e., combinations of 6 networks with 11
environments) of fixed-seed identical training runs (each with 16 runs). Recall that fixed-
seed identical training runs are default identical training runs with algorithmic NI-factors
disabled using fixed random seed initialization (Section 4.3.2).

Table 4.2 (Fixed-seed) shows the largest accuracy differences of the overall and per-class
accuracy of all models (for any library combinations and selection criteria) with disabled
algorithmic NI-factors (i.e., among fixed-seed identical training runs).

Implementation-level NI-factors cause accuracy differences as large as 2.9% (Finding
2), while per-class accuracy differences are up to 52.4% (Finding 3 (b)).
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Figure 4.3: Boxplots of the overall accuracy for fixed-seed identical runs with the largest
overall accuracy difference

Among the fixed-seed identical training runs of WRN-28-10 (with TensorFlow 1.14.0,
CUDA 10, cuDNN 7.6, and loss selection criterion), the most and the least accurate runs
have an overall accuracy of 80.2% and 77.3% respectively. In the same experimental set,
the implementation-level NI-factors cause a per-class accuracy difference of 52.4% (the
“camel” class—with 21 test samples—has 90.5% and 38.1% accuracy in the most and least
accurate runs). All other classes have similar numbers of test samples so the large per-class
accuracy difference is not due to insufficient instances or bias distribution of classes.

The lack of complete failure caused by the random weight initialization (an algorithmic
NI-factors) in LeNet training (Figure 4.3) indicates that training is more stable without
algorithmic NI-factors.

When comparing the results of setting Default and Fixed-seed in Table 4.2, LeNet and
ResNet56 have smaller overall and per-class accuracy differences among default identical
training runs. While for ResNet38 and WRN-28-10, the accuracy differences among fixed-
seed identical training runs are smaller. Levene’s test cannot statistically confirm the
significance (p-value > 0.05) of these differences in variance for all networks except for
LeNet5 (where there are complete failures in identical training runs with default setting).

Table 4.2 (Fixed-seed) shows that except for ResNet38, the more complex a network is
(i.e., more trainable parameters), the larger the accuracy (overall and per-class) variance
will be across fixed-seed identical training runs. For more complex networks, the error
introduced by nondeterminism might propagate further.

To demonstrate the importance of performing identical training runs when comparing
different DL approaches, we consider a scenario where ResNet56 is a baseline approach
to the CIFAR10 image classification problem and ResNet38 is the proposed improvement.
Among 16 fixed-seed identical training runs, ResNet56 averages 91.2% in test accuracy
while ResNet38 averages 90.3%. The U-test confirms (with p-value < 0.01) that ResNet56
has 0.9% higher test accuracy than ResNet38 with an effect size (Cohen’s d) of 1.7 (very
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Figure 4.4: Boxplots of the overall accuracy of fixed-seed identical training runs with
different core libraries

large effect). Hence, there is no improvement from the proposed technique (ResNet38) over
the baseline (ResNet56). However, if each approach only runs once, in the most extreme
case, ResNet56 accuracy is reported with its worst run (90.4%) and ResNet38 with its best
run (91.4%), the researchers might have come to an invalid conclusion that ResNet38 has
1% higher accuracy than ResNet56. Researchers and practitioners should be aware of DL
system variance, even with only implementation-level NI-factors, so they must perform
multiple identical training runs when comparing approaches.

Different core libraries: We investigate if switching core libraries leads to different
accuracy variance among fixed-seed identical training runs. Since it is prohibitively expen-
sive to run all combinations of core and low-level library versions (our experiments’ GPU
time are already over 6.5 months), we compare the latest versions of core and low-level
libraries at the time of the experiment (i.e., in addition, we run 12 more experiment sets –
combinations of 6 models with 2 environments).

Figure 4.4 shows the boxplots of the overall accuracy of fixed-seed identical training
runs for the experimental set of each network with the best-loss selection criterion across
three different core libraries. The accuracy variance is similar across different core li-
braries. For example, for ResNet56 the accuracy difference with CNTK is 1.5% (between
91.8% and 90.3%) and 1.9% with TensorFlow. All core libraries are affected similarly by
implementation-level NI-factors: Levene’s test cannot reject the null hypothesis that each
core library has a different accuracy variance (p-value > 0.1).

Different low-level libraries versions: We analyze the overall accuracy differences
of the 11 low-level library combinations (cuDNN and CUDA) with TensorFlow to see if
there is still variance when switching versions of the low-level libraries. Figure 4.5 shows
the boxplots of the overall accuracy differences of fixed-seed identical training runs when
training each network with each of the 11 library combinations. All training runs are
affected by implementation-level NI-factors, independently from the low-level libraries used.
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Figure 4.5: Boxplots of the overall accuracy difference of fixed-seed identical training runs
with 11 low-level library version combinations for each network

For example, with WRN-28-10, the largest overall accuracy difference is 2.9% (reported
in Table 4.2). On average, across 11 experimental sets, the accuracy difference for this
network is over 2% while the smallest accuracy difference is 1.6%.

4.5.3 RQ3: How Much Training-Time Variance Do NI-factors
Introduce?

We study the variance in overall training time to convergence of default identical train-
ing runs and fixed-seed identical training runs, which is often the primary variance that
researchers and practitioners care about. We measure training time to convergence with
respect to best-loss and best-accuracy selection criteria.

Table 4.3 shows the analysis of the running time to convergence for default identical
training runs and fixed-seed identical training runs. TimeLoss and TimeAcc denote the
training time using two popular model selection criteria—best-loss and best-accuracy, re-
spectively. For each selection criterion, the table shows the time difference between the
slowest and the fastest runs (columns Diff ). Since the running time is very different across
networks, we compute the relative time difference (columns RelDiff )—the ratio of the time
difference over the running time of the fastest. To give some indication of an average case,
columns RelSDev show the relative standard deviation (i.e., coefficient of variation [74]) of
the 16 runs.

Among default identical training runs, LeNet5 has the largest relative training time
difference of 4,014.9% using the best-accuracy selection criterion. As discussed in RQ1,
three runs fail to improve after the first epoch (3.9 seconds for the fastest), creating such
a large time difference. However, since only three runs got stuck at the first epoch, the
relative standard deviation is 55.1%.
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Table 4.3: Running time to convergence differences among default and fixed seed identical
training runs

Setting Network
TimeLoss (seconds) TimeAcc (seconds)

Diff RelDiff RelSDev Diff RelDiff RelSDev

D
e
f
a
u
l
t

LeNet1 27 24.5% 6.5% 41 47.2% 8.5%

LeNet4 22 17.4% 4.7% 25 19.9% 4.0%

LeNet5 155 3,940.7%* 54.2% 158 4,014.8%* 55.1%

ResNet38 434 21.4% 5.3% 2,953 133.2% 18.7%

ResNet56 699 23.9% 6.0% 3,813 116.5% 17.7%

WRN-28-10 2,333 12.9% 3.2% 6,316 46.0% 8.8%

F
i
x
e
d
-
s
e
e
d

LeNet1 17 14.3% 3.8% 18 14.4% 3.8%

LeNet4 17 13.3% 3.6% 25 20.1% 6.2%

LeNet5 31 25.8% 5.6% 37 30.0% 6.0%

ResNet38 415 20.4% 4.4% 2,782 115.5% 15.9%

ResNet56 467 16.4% 3.6% 4,338 145.3% 22.5%

WRN-28-10 2,197 12.2% 2.9% 5,625 38.3% 10.1%

* 3/16 runs stuck at the first epoch

The largest training time difference among default identical training runs is 6,316 sec-
onds (1 hour and 40 minutes) for the WRN-28-10 network with the best-accuracy selection
criterion (relative training time difference of 46.0%). Given how expensive DL training can
be, 46.0% of training time difference could mean days or longer.

Among fixed-seed identical training runs, ResNet56 incurs the largest relative training
time difference (145.3%) when using the best-accuracy selection criterion. This means
that the deviation caused by random computation errors can lead to significantly different
optimization paths, hence different convergence time.

Finding 4: Training time varies by as much as 145.3% (1 hour and 12 minutes) among
fixed-seed identical training runs, while the training time difference is up to 4,014.8%
with default identical training runs.

4.6 Researcher and Practitioner Survey

We conduct a survey to (1) understand if researchers and practitioners are aware of NI-
factors and (2) if they correctly estimate how much impact NI-factors have on DL experi-
ments.
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4.6.1 Survey Design and Deployment

We conduct an anonymous online survey over a period of two weeks in February 2020. We
target GitHub users who committed code to popular public DL projects under the topics
TensorFlow, PyTorch, CNTK, Theano, deeplearning, and neural-network. We send 19,333
emails using Qualtrics services and receive 1,051 responses (5.4% response rate), 901 of
which are valid. Many of the email addresses are from industry (364 from Microsoft, 833
from Google, and 80 from NVidia), and from academia (797 from U.S. universities).

We take the following steps to ensure our survey of 29 questions is valid and not biased.
First, we conduct three rounds of in-person pilot studies with ten graduate students who
have worked on DL projects, and use their feedback to remove ambiguity and biases in our
initial design. The pilot studies’ participants do not participate in the actual survey.

Second, to ensure participants’ understanding, we define important terms (e.g., deep
learning, determinism, identical training runs, and fixed-seed identical training runs) in
the context of our survey before the questions. For example, we give a clear definition of
a deterministic DL system before survey questions: “We define a system as deterministic
if the system has identical accuracy or similar running time between multiple identical
runs. In the case of a DL system, identical training runs have the same training dataset,
data preprocessing method (e.g., same transformation operations), weight initializer (i.e.,
drawn from the same random distribution), network structure, loss function, optimizer,
lower libraries, and hardware.”

All questions and definitions are included in the GitHub repository whose link is pro-
vided in Section 4.1.

4.6.2 Survey Results and Findings

Participant Experience and Statistics: Of the 901 responses, 472 work in industry
and 342 work in academia. Participants have an average work experience of 6.3 years and
a maximum of 47 years. The average DL experience is 3.0 years. Over 68.6% learn AI
formally (e.g., undergraduate and graduate school) and 32 are involved with 5 or more AI
projects.

Awareness of NI-factors in DL systems: We ask Question 20: “In your opinion, are
DL systems deterministic?” to gauge the awareness that participants have of the NI-factors
(results in Figure 4.6).
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Figure 4.6: Distribution of responses to Question 20 (Default identical runs) and Question
26 (Fixed-seed identical runs)

Finding 5: Many respondents are unaware (31.9%) or uncertain (21.8%) of any vari-
ance of DL systems; and there is no correlation between DL experience and awareness
of DL variance.

To measure the correlation between different factors, we use the Pearson correlation
coefficient (r), a statistical indicator of linear correlation between two variables (|r|=0
means no correlation, while |r|=1 suggests a strong correlation). There is no correlation
between awareness of DL variance and DL experience (r=0.03), DL educational background
(r=0.04), or job position (r=0.02). These results suggest limited awareness of variance in
DL systems regardless of experience and educational background.

Awareness of implementation-level NI-factors in DL systems: We design Ques-
tions 26: “Do you expect fixed-seed identical DL training runs to be deterministic?” to
study how aware respondents are with implementation-level NI-factors (results in Fig-
ure 4.6).

Finding 6: Most (83.8%, 755 out of 901) of our surveyed researchers and practitioners
are unaware of or unsure about implementation-level NI-factors.

There is no correlation between awareness of implementation-level NI-factors and DL
experience (r=0.03), DL educational background (r=-0.01), or job position (r=0.06).

Estimate of accuracy difference: We ask participants who answered “Yes” or “Maybe”
to Question 20 to answer Question 21: “From your experience, in the worst case, by how
much would you expect the final overall accuracy (e.g., in classification task) to vary in
terms of absolute value between identical training runs?”. Also, after Question 26, we
ask participants a similar Question 27 regarding fixed-seed identical training runs. For
those who answer “Maybe” (i.e., unsure about DL system variance), we still ask them to
estimate the magnitude of the variance. “Other” is an option to specify an explanation if
no estimate is given.

Figure 4.7 shows participants’ estimations of the overall and per-class accuracy differ-
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Figure 4.7: Estimation of overall and per-class accuracy difference across default and
fixed-seed identical training runs

ences across default identical training runs (Default Overall and Default Per-Class) and
fixed-seed identical training runs (Fixed-seed Overall and Fixed-seed Per-Class). No vari-
ance indicates participants that are unaware of the nondeterminism of DL systems. Some
participants choose “Other” and state that the accuracy difference depends on the task
and network architecture.

Researchers and practitioners underestimate the magnitude of accuracy differences.
Most (80.7%) responses estimate an accuracy difference across default identical training
runs to be less than 5%.

Finding 7: Finding 2 indicates that the accuracy difference is up to 2.9% with
implementation-level NI-factors alone. However, only 10.4% of respondents expect
2% or more accuracy difference across fixed-seed identical training runs, and they
estimate similarly for per-class accuracy differences.

Estimate of training time difference: We ask participants to estimate how much the
running time to convergence varies across default and fixed-seed identical training runs
to see if their estimation matches the results from RQ3 (recall that the convergence time
differences are up to 4,014.8% among default identical training runs and up to 145.3%
among fixed-seed identical training runs).

Finding 8: Most (77.7%) participants estimate the convergence time differences to
be less than 10% across default identical training runs, and the majority of (84.5%)
respondents estimate a similar 10% or less convergence time difference among fixed-
seed identical training runs.
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4.7 DL-Training Paper Survey

We conduct a literature survey to study the awareness of and the practice of handling DL
variance in research papers.

Paper selection criteria and study approach: We extract research articles from the
most recent top SE (ICSE’19, FSE’19, ASE’19), machine learning (NeurIPS/NIPS’19,
ICLR’20, and ICML’19), computer vision (CVPR’19 and ICCV’19), and systems (SOSP’19,
ASPLOS’19, MLSys’19) conferences. We focus on articles that were accepted for oral pre-
sentations (i.e., we exclude posters and spotlight articles), to keep the amount of manual
examination realistic, considering that over 1,000 papers are accepted per year for confer-
ences such as NeurIPS/NIPS. In total, 1,152 articles meet the above criterion. We split
conferences into SE-systems-focused (SE and systems) and AI-focused (machine learning
and computer vision) conferences to investigate whether AI papers are more likely to con-
sider this variance in their evaluation.

Two authors independently check each of the 454 randomly sampled papers to see if it
is relevant, i.e., papers that train DL models (89.3% of agreement). With 95% confidence,
28 out of 202 papers from SE-systems conferences (13.9±3%), versus 197 out of 252 papers
from AI conferences (78.1±4%) are relevant.

Paper survey results: We present the survey result as follows.

Finding 9: Of the 225 relevant papers, only 19.5±3% use multiple identical training
runs to evaluate their approaches: 25.0±4% for SE-systems conferences and 18.7±3%
for AI conferences.

These results corroborate our online survey findings, indicating that researchers rarely
consider (or have no clear solutions to measure) the impact of NI-factors. In addition,
33 papers in our sample use the same models we evaluated and report an accuracy im-
provement lower than the variance that we observed across multiple fixed-seed identical
training runs (2.9%). Most (23) of these studies do not report validation using multiple
identical training runs. Thus, the conclusions of these 23 studies are likely affected by the
variance in multiple identical training runs. This is a conservative estimate as we use the
implementation-level only variance (2.9%) instead of the overall variance (10.8%) as the
criterion.
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4.8 Implications, Suggestions, and Future Work

Improving the stability of training implementations: Practitioners may need to
control NI-factors or replay DL training deterministically to facilitate debugging, which
are challenging tasks. As discussed in Section 4.2.4, algorithmic NI-factors are generally
straightforward to control as they are introduced explicitly using pseudo-random number
generators which can be seeded before each run. Practitioners may benefit from new
methods (e.g., deterministic GPU [116]) to control implementation-level NI-factors, which
are much harder to control because they are often byproducts of optimization.

Research reproducibility and validity: Variance introduced by NI-factors reduces the
reproducibility of DL-related experiments. Researchers should check if multiple identical
training runs are needed to ensure the validity of their experiments and comparison.

It is nontrivial to determine the number of identical runs needed, this depends on the
approaches and the baselines. One solution is iteratively performing more replication runs
when comparing to a selected baseline. The replication process can stop when statistical
tests (e.g., U-test) confirm the significance (e.g., p-value < 0.05) of the difference between
the new approach and the baseline. If after a large number of replication runs (e.g., more
than 30 runs [30]) the improvement is not statistically significant, then the variance might
be large enough such that a statistically significant conclusion about the difference between
the two techniques might not be possible. We propose such a technique (Section 4.10) to
help researchers and practitioners with this process, to reduce the manual effort to conduct
valid experiments and replicate experiments.

Approaches to improve reproducibility suggested by the SE community [90, 154, 233]
need to also consider training variance. New approaches such as efficient checkpointing
may be desirable.

Transparency is important in making sure that research is reproducible and valid.
Recently, the DL research community promoted sharing artifacts and results transpar-
ently [25, 66]. Since DL systems are nondeterministic, it is important to share the data
from the replication runs as well. One solution is maintaining a centralized trusted database
that stores these replication runs and provides authors of new approaches with baseline
results that they can directly compare to without rerunning the baseline approaches. We
are developing a tool that helps users to measure the variance of their approaches and
facilitates the comparison across approaches. Users can upload their replication packages
and results to a database, that is provided by our tool, to be curated for comparison.

Producing better models: When a DL model is the contribution (e.g., defect predic-
tion [145] or program repair [144]), practitioners could leverage variance to obtain a more
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accurate model.

Less expensive training and variance estimation: Since DL training is expensive,
an important research direction could be less-expensive variance estimation and training
approaches such as software support for incremental training [95].

4.9 Threats to Validity

External validity: Observed results might be different for other networks. We use 6
very popular networks with diverse complexity (from 7,206 to 36,536,884 parameters) to
mitigate this issue. We encourage others (and we will strive) to replicate and enrich our
studies with different DL networks, DL training approaches, and DL libraries to build an
empirical body of knowledge about variance in DL systems. We are building a replication
tool to help the research community to share and replicate research experiments and results.

New algorithmic NI-factors can be added (e.g., new nondeterministic layers) so our list
of algorithmic NI-factors could become incomplete in the future. For fixed-seed identical
training runs, we ensure that all algorithmic NI-factors of the DL networks we evaluate
are disabled.

Internal validity: Our implementation or the libraries we used might have bugs. This
should be alleviated by that (1) all our code is reviewed by most authors of the paper [183],
(2) our results show that variance exists for all versions of all libraries we evaluate, thus
is unlikely to be caused by library bugs, (3) we focus on official releases of DL libraries,
so our runs should still be representative of real DL usage, and (4) we analyze all results,
especially outliers to ensure there were no implementation bugs.

Multiple identical training runs might produce different models (i.e., models with dif-
ferent weights) with identical accuracy and running time. Our study focuses on accuracy
and time variance, since these are the end results that users care about.

Construct validity: We ensure to target relevant participants in our survey by specifically
inviting code contributors to DL projects and asking them to confirm that they work with
DL. Respondents might not have wanted to show any perceived ignorance which could have
biased their responses. However, the strength of the responses, 83.8% being unaware or
uncertain about implementation-level nondeterminism in DL systems helps alleviate this
issue.
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4.10 DEVIATE: A Deep Learning Variance Testing
Framework

As suggested, DL researchers and practitioners must perform their DL training experiments
multiple times with identical settings to measure the variance of their proposed approaches
and then compute the statistical test when comparing to the baseline approaches. With
the tested results, DL practitioners can make informed choices of techniques when applying
DL properly and effectively in their applications.

While replicating identical DL experiments and measuring their variance may appear
to be straightforward, this task has many research and engineering challenges. First, it
requires extra effort to automatically monitor important metrics (e.g., epoch, accuracy,
and loss) in training source code and record them in an organized manner among iden-
tical experiment runs. Since different users tend to use different coding styles in writing
source code (e.g., a simple for loop or a dedicated method), automatically identifying the
code location that monitors training metrics is challenging. Second, once the results from
multiple experiment runs for both the proposed approach and baselines are ready, it is
nontrivial to know which statistical tests to use for analyzing the variance among multiple
runs of individual approaches and evaluating the improvements over baseline approaches
with the variance taken into account.

We introduce the DEVIATE framework 2 which addresses these challenges. Figure 4.8
shows the overview of DEVIATE. The code analyzer automatically processes the training
source code and extracts the variables where important metrics such as epoch, accuracy,

2https://https://github.com/lin-tan/DEVIATE
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and loss, are assigned. DEVIATE supports an option for users to double-check the ex-
tracted metrics and select only the relevant metrics if necessary. The code modifier then
injects the logging code into the original source code to record these metrics. DEVIATE
then systematically replicates the experiments multiple times with the most identical set-
ting possible. Once the experiments are completed, DEVIATE performs statistical tests
to analyze the variance of the user’s proposed approach as well as the comparison of the
proposed approaches with baselines. Hence, DEVIATE enables the reproducibility of the
proposed approach and ensures the validity of comparison results.

DEVIATE automatically analyzes the DL system source code, extracts important met-
rics (such as accuracy, loss...) that are monitored by the authors, and stores those metrics
in a consistent format. DEVIATE performs popular statistical tests (such as confidence
interval of standard deviation, MannWhitney U-test, and Cohen’s d effect size) and pro-
vides users with a report of how well the proposed technique performs in comparison to
the selected baselines.

To demonstrate the effectiveness of DEVIATE, we perform a case study with adver-
sarial training [153]. We found that apart from the standard training approaches, other
training approaches can also have large variance. For example, with the standard training
procedure, our analysis (Section 4.5) reports a difference up to 1.9% in accuracy among
16 identical training runs of ResNet56 network with fixed random seeds. However, with
a more complex adversarial training process [153] that uses Fast Gradient Signed Method
(FGSM) [92], DEVIATE measures a difference of robustness (accuracy on adversarial sam-
ples) and effectiveness (accuracy on natural samples) up to 5.1% and 2.0% in accuracy,
respectively, among only 8 identical training runs with fixed random seeds.

4.11 Summary

This work studies the variance introduced by nondeterminism in DL systems and the
awareness of this variance among researchers and practitioners. We perform experiments on
three datasets with six popular networks and find differences of up to 10.8% accuracy among
identical training runs, when excluding weak models. Even with fixed seeds, the accuracy
differences are as large as 2.9%. Our surveys show that 83.8% of surveyed researchers
and practitioners are unaware of or unsure about implementation-level variance and only
19.5±3% of papers in recent relevant top conferences use multiple identical training runs
to quantify the variance of their DL approaches. Thus, we aim to raise the awareness
of DL variance, for better research validity and reproducibility, more accurate models,
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deterministic debugging, new research on training stability, efficient training, and fast
variance estimation.
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Chapter 5

Mitigating Blindspots in Deep
Learning Training Data: The
N-model Approach

5.1 Motivation

Deep learning (DL) has been used in many practical tasks such as image processing [55],
speech recognition [105], and natural language processing [222]. One reason for DL’s
popularity in recent years is its ability to learn from a large amount of data and perform
tasks such as image classification even better than humans [99].

However, DL still suffers from the same problems as any other data-driven machine
learning algorithm. One such problem is that the training dataset is not representative of
the real-world application. For example, the training data for a gesture detection model
may include samples of normal hand without tattoos, but does not contain a single sample
of hands with a tattoo. Such a training dataset problem (i.e., blindspots in training dataset)
can cause the trained model to be less robust when applied to the real world [227]. The
robustness issues may lead to disproportionate error rates for different demographic groups
causing fairness concerns [40], risks in safety-critical applications and unreliable behavior
that may break user trust.

One possible way to detect such a blindspot problem is by looking at how uncertain
the trained model is when predicting an unseen sample. Specifically, there are two kinds
of test errors that a predictive model would make, the known unknowns and unknown
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Figure 5.1: A demonstration on how N models can provide more information to select
useful additional sample when compare to a single model. Each square shows the highest
confidence level of the corresponding model’s prediction for corresponding input.

unknowns [34]. A known unknown is an input that the model is uncertain about (i.e.,
low-confidence prediction). Figure 5.1 shows examples of such known unknown errors.
Specifically, with respect to Model 1, a test Input 1 is a known unknown if Model 1 is
uncertain about its prediction (i.e., low-confidence prediction which is presented with the
orange color box). This means, a low-confidence prediction (i.e., known unknown) would
indicate a blindspot sample (i.e., a sample that cannot be generalized from the training
data). We call such samples knownspots. An unknown unknown, on the other hand, is
an input that the model makes an unknowingly incorrect prediction with high confidence.
Figure 5.1 shows examples of some high-confidence prediction. Specifically, with respect to
Model 1, Inputs 3 to 6 have high confidence (presented with blue color boxes). However, a

66



high-confidence prediction might also indicate that the unseen sample can be generalized
from the training data. We call samples with high-confidence predictions undetermined
since, without ground truth labels, it is not possible to know if high-confidence samples
can be helpful in improving the model. In general, based on predictions from the Model
1 (a single model), Input 1 and 2 from Figure 5.1 are considered useful additional data to
improve such a model.

In general, it is not possible to detect or address the “strong” blindspots (e.g., gesture
detection training data does not contain a single sample of hands with a tattoo) by just
analyzing the trained model, since the model only has access to the same flawed training
data. However, if the blindspots are “weak”, the predicted confidence can sometimes
indicate weakspot samples as known unknowns. Here, we consider a blindspot as weak (or
weakspot) when there are weak signals that can help the model to learn. For example, these
weak signals could be a few samples of the weakspot subcategories in the training data (e.g.,
gesture detection training data contains only a few samples of hands with tattoo) or similar
features within a class that a model can learn when a subcategory is missing completely
(e.g., ray fish samples have the similar water background as some other fish samples).
However, due to the stochastic nature of the optimization process, if we only analyze a
single trained model, depending on the optimization path, such weakspot samples might
still be considered as undetermined (e.g., Input 3 in Figure 5.1 is considered undetermined
if we only analyse Model 1 on its own). Instead, we should analyze across multiple training
runs. Then the variance of the confidence when predicting an unseen samples can indicate
weakspot samples. For example, Input 3 in Figure 5.1 would represent a weakspot since it
is considered as known unknown for Model 2, 3, and 5 while it is not considered as known
unknown for Model 1, 4, and 6.

Intuitively, for each training run, the optimizer would select a different local optimum.
From our observation, there are test samples that are correctly predicted consistently across
multiple models (i.e., with a low variance of confidence level across multiple models) which
are well generalized from the training data. This observation is consistent with recent
research of the core set [203]. However, some samples are predicted with large variance
in confidence (inconsistent samples). These samples could belong to the underrepresented
subcategories (e.g., the “ray” fish in the example above) and each local optimum has
to make compromises to focus on a few of those samples. Such samples could indicate
weakspots (i.e., missing subcategories) in the training dataset. This is consistent with
prior work which shows that training DL models with different random seeds produce
different models that perform differently [183].

Building on this result, we propose a more general approach that is not reliant on
strategic dropout layers or specific neural network architecture (e.g., convolutional neural
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network, recurrent neural network, reinforcement learning) [81], and thus can be applied to
any deep learning model as a black box method. Our N model approach uses the stochastic
process of training to estimate the uncertainty of the prediction by computing the variance
of the confidence across the sample of multiple models (i.e., trained with different seeds)
instead of measuring the uncertainty using only one model. Our approach can detect
weakspots because of the stochastic nature of the DL optimizer (i.e., stochastic gradient
descent) and the nonconvex nature of the optimization problem (e.g., image classification)
leading to weakspot samples to be unknown unknown on one training run but known
unknown on another.

To evaluate the proposed N model approach, we follow prior work [196] and first create
candidate holdout training datasets that could contain weakspots of different severity by
removing (i.e., holding-out) all or a portion of data samples of specific subcategories (e.g.,
“ray” samples from “fish” category). We then further analyze those candidate holdout
datasets to measure the severity of the introduced weakspots. We found that removing
certain subcategories such as “maple tree” from the “tree” category does not affect the
generalization of the trained model when classifying “maple tree” test samples (accuracy
drop of only 4.6%). However, when removing “mushroom” samples from the “fruit and
veggie” category, the trained model can not predict well the “mushroom” sample (accuracy
drop of 70.1%). Such analysis indicates that the holdout dataset of “mushroom” containts
a more severe weakspot when compared to the holdout dataset of “maple tree” (Finding
0).

We then perform experiments to answer the following research questions:

• Can an input-sample score with N models better indicate a dataset weakspot sample
than a traditional score?

• Can incorporating the multiple models analysis in the development process improve the
DL model with retraining?

• Can analysis of samples with high variance reveal the characteristic of the blindspots?

The experiments show that our N model approach is able to detect weakspot samples
better than a single model approach (Finding 1). By applying retraining, our N model
approach improves the holdout test accuracy by up to 25.2% with only 2% added training
data (Finding 2). In our qualitative analysis, we find that by inspecting the unseen sam-
ples with high uncertainty across multiple models with the help of attention visualization
methods such as Grad-CAM [201], the developers could gather some insight into why the
model fails to generalize and how to improve the model.

In this chapter, we make the following contributions:
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• A new procedure that leverages the variance of training N models to detect and mitigate
the weakspots in training data

• A set of training datasets with artificially induced weakspots along with the analysis of
their characteristics (Finding 0)

• An evaluation of the N model ranking metrics that shows:

• Finding 1.a: N model metrics are effective at predicting weakspot samples in
scenarios where the weakspots in the training data are severe.

• Finding 1.b: N model metrics are better indicators of blindspot samples comparing
to the single model metric on average and in the worst case.

• An evaluation of the N model retraining procedure that shows:

• Finding 2.a: The ranking based on the variance of predictive confidence enables
retraining to gain the most holdout accuracy in scenarios where the original training
data have a significant weakspot (up to 25.2% with just 2% of additional data).

• Finding 2.b: The ranking based on the variance of predictive confidence does not
affect the test accuracy in other classes after retraining.

• A qualitative analysis of the “ray” weakspot scenario that shows the benefit of investi-
gating high variance input samples to reveal insights that help DL developers improve
their training dataset and model.

5.2 Approach

Our N model approach leverages multiple models to rank and select the most useful un-
labeled samples that can provide useful information for DL deverlopers to improve their
training dataset. Additionally, these samples can be added to the original training data to
improve the original models with additional training. Our approach applies both uncer-
tainty based and consistency based ranking to select the least amount of additional data
(reducing the labeling cost) while improving the original model the most.

5.2.1 Ranking Unlabeled Samples

During the DL model development, one way that the developers could improve their model
is to examine validation samples that perform badly (e.g., incorrectly classified with very
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low model confidence on the ground-truth label). By analyzing such input samples, the
developers would have some ideas on how to improve the model. For example, one might
realise that the badly performing input samples might be important use cases that are
under-represented in the training data. By collecting more inputs of such use cases, the
model might perform better after retraining. Since the manual effort of examining the badly
performing samples is costly, the higher problematic samples are ranked in the examination
priority list, the less manual effort would be needed.

Single model confidence score: One traditional ranking metric is the confidence level
of the predicted label. A low confidence level might indicate that the model has difficulty
recognizing similar samples. However, low confidence levels could be due to many reasons,
including limitations of the model. If we aim to detect samples that indicate a training
data problem, a single score of a single model might not be the best metric.

Average of N models confidence score: As mentioned previously, DL model training
is not deterministic. Different training runs of different random seeds will produce different
models with different predictions. This is because the optimizer selects different optima
each run due to different starting conditions. Hence, a more consistent metric to indicate
a problematic sample is the average confidentce level across N models from the N different
training runs.

Variance of N models confidence score: From our observation, there are a set of
samples that is correctly predicted consistently across multiple models (consistent samples).
This observation is consistent with recent research on core sets [203]. However, there are
samples that are predicted correctly by only a few models (inconsistent samples). These
samples could be “harder samples” to predict and each local optimum makes compromises
to focus on a few of those samples. A metric that measures the variance of confidence
levels across N models could be a good metric to indicate such “harder samples”.

5.2.2 Investigating Interesting Unlabeled Samples

One way to benefit from ranking scores is to manually investigate highly ranked samples
to find useful insights on how to improve the training dataset (e.g., those examples might
indicate an under-represented population data that is missing from the training dataset).
In this work, we evaluate such a usecase of the ranking scores by computing the predictive
power of the holdout sample (i.e., how well they detect the weakspots that are artificially
introduced.)
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Figure 5.2: The retraining process to improve a DL system with additional training data

5.2.3 Retraining to Improve DL Model

Another less labor intensive way to benefit from the ranking scores is to apply them, as
acquisition functions, to a retraining process that is similar to the traditional active learning
procedure. Figure 5.2 shows the overview or our retraining process. The original training
data (green box) is used to train the initial models. The ranking of a separate unlabeled
data (yellow box) is computed based on the trained models. In the case of the average
confidence score acquisition function, the lower the score (i.e., average confidence levels),
the higher rank the sample will be, thus would be likely to be selected in the retraining
step. In the case of the confidence score standard deviation acquisition function, the
higher the score (i.e., the variance), the higher rank the sample will be. For the N model
procedure, these rankings are shared across all original models, however, for the single
model procedure, the ranking is specific to each individual model. Once the unlabeled
data is ranked, a portion of the top ranked unlabeled (blue box) samples are selected to be
labeled and added to the original training data. This new extended training data is then
used to train the original models with additional iterations to obtain the final models.

In both processes (single model and N model ranking), the retraining process will create
multiple models. In the case of the single model ranking, these models represent multiple
identical runs of the same retraining algorithm. We evaluate these using their average to
show the performance on average of the single model ranking metric. In the case of the N
model ranking, one of the models can be selected as the improved production system or
they can be used in an ensemble. In this work, we calculate the average accuracy across
the models to show the improvement of the new dataset with added data.
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Table 5.1: Coarse-classes and corresponding sub-classes

Coarse-class Sub-classes

aquatic mammal beaver dolphin otter seal whale

fish aquarium fish flatfish ray shark trout

flower orchid poppy rose sunflower tulip

fruit and veggie apple mushroom orange pear sweet pepper

insect bee beetle butterfly caterpillar cockroach

medium mammal fox porcupine possum raccoon skunk

people baby boy girl man woman

reptile crocodile dinosaur lizard snake turtle

small mammal hamster mouse rabbit shrew squirrel

tree maple tree oak tree palm tree pine tree willow tree

5.3 Experimental Settings

Data set and blindspot scenarios construction To evaluate our approach of improving
DL system when there exist weakspots in the training data, we first need to create artificial
scenarios where such weakspots are injected into the training data. We first select an
original dataset that represent the complete real-world. To create a training set with an
induced weakspot, following prior work [196], we artificially remove samples of a specific
holdout subclass (e.g., ray fish images) which belong to a coarse class (e.g., fish images)
from the original training dataset. The test set simulates the real-world application and is
the same across all scenarios. This way we can evaluate and compare the effect of various
training data issues on the same test set.

Holding out a subset of the training data does not guarantee the creation of weakspots
since the remaining samples could provide enough information for the model to generalize.
For example, a DL model could learn features from adult faces and generalize well with
faces of boys and girls. So, to validate that each holdout dataset indeed contains weakspots,
we train a DL model on each holdout dataset and measure the performance of the model
on the holdout test set. For example, we would remove a portion of the training images of
the ray fish to create a holdout dataset of the ray fish. We then evaluate the trained model
on a holdout test set containing only test images of the ray fish. If the amount of removed
ray images from the training data correlate with the drop in the model accuracy on the
test holdout set, we successfully inject weakspots in the holdout scenarios of ray fish.

Since it is difficult to get a perfect dataset that represents a real-world distribution, we
use an existing dataset as an alternative to a real-world distribution. In this case, we select
CIFAR100 [126] dataset for its popularity and manageable size as well as its hierarchical
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label structure, which facilitates the creation of realistic weakspots in the training datasets.
ImageNet is another popular dataset with hierarchical labels, but since it is much more
expensive to train ImageNet models, using such a larger dataset would reduce the number of
scenarios that we could explore. CIFAR100 has 60,000 images, but with 20 coarse-classes,
each has 5 sub-classes for a total of 100 sub-classes. Of the 20 coarse-classes, we select
10 coarse-classes that visually represent their sub-classes. For example, we remove the
coarse-class “large man made outdoor things” which contains “bridge”, “castle”, “house”,
“road”, “skyscraper” because these sub-classes are not visually similar. Table 5.1 shows
the 10 selected coarse-classes and their sub-classes.

Training and retraining settings For each scenario, we train 25 models with the same
training data but with different random seeds. We then evaluate the 25 models using the
test sets.

We use a popular ResNet18 network as our experimental DL architecture because of its
faster training time without too much accuracy compromise. While we believe the results
should generalize, extending the approach to other DL architectures remains as future
work.

The ResNet18 models are trained initially with 150 iterations, and later in the retraining
step, are trained with additional 50 iterations. The optimizer is started at the correct
training iteration, so that the correct learning rate according to the scheduler is selected
to prevent the optimization process from updating the parameters too aggressively, which
can create sub optimal retrained models.

Hardware and software The experiments are run on a cluster with Tesla V100 GPUs.
We use Python 3.6 with Pytorch 1.4 to train and retrain the models. Overall, it took over
a week on the 32 GPU cluster to run all experiments.

5.4 Results and Findings

First, we perform experiments to analyze the characteristic of the artificial weakspot sce-
narios RQ0). Second, we investigate if input-sample scores with N models better indicate
a dataset weakspot sample than a traditional score. Third, we perform retraining using
those ranking scores to see which scores provide the best improvement given the same
resources. Finally, we discuss an usecase of analyzing the samples with high variance to
reveal insight that can help developers improve their training data.
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Figure 5.3: The clustering of 50 sub-classes based on the holdout accuracy drop and original
holdout accuracy when they are used as 100% holdout sub-classes.

5.4.1 RQ0: Are All Holdout Scenarios Blindspot Scenarios?

To evaluate our approach of improving DL systems that suffered from blindspots in the
training data, we first create holdout scenarios by removing training samples of sub-classes
in the CIFAR-100 dataset. Specifically, we create 11 holdout scenarios (varying in the
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holdout portion from 0% to 100% with interval of 10%) for each of the selected 50 sub-
classes, for a total of 550 scenarios.

For each holdout scenario, we train 25 ResNet18 models to predict the ten coarse labels.
We then calculate the average accuracy of these trained models on the holdout test set.

Figure 5.3 shows the clustering of the 50 sub-classes with respect to their holdout test
accuracy. The x-axis represents the original holdout test accuracy (i.e., holdout portion
of 0%) and the y-axis represents how much the original accuracy drops in the complete
holdout scenario (i.e., holdout portion of 100%). We notice that the removal of some
sub-classes does not affect the holdout test accuracy as much as some other sub-classes.
For example, sub-classes of cluster 1 have a small drop in holdout accuracy of less than
10%. This result makes sense since human faces are quite general across age groups and
genders, hence, the DL model generalizes well with the remaining sub-classes. That means
removing all training images of girl from the people coarse-class does not greatly reduce
the trained model holdout test accuracy, as they are generalized well enough to recognize
a girl as a person even if they have only been trained on images of boy, man, woman, and
baby. These holdout scenarios do not represent a blindspot scenario in our study, as the
missing samples do not induce much loss in the models’ performance.

On the other hand, cluster 5 has a very large drop in accuracy: around 70%. Sub-
classes such as mushroom are quite different from other sub-classes such as apple, orange,
pear, sweet pepper in the fruit and vegetable coarse class. That means removing training
samples of the mushroom reduces the model’s ability to recognize the images of mushroom
as fruit and vegetable. These kinds of holdout scenarios represent blindspot scenarios where
the missing samples have a significant impact on the model accuracy and these would be
scenarios where we want to focus our effort on improving.

Finding 0: Different holdout scenarios with different holdout classes have different
blindspot severity. Removing all sample of subclasses in cluster C1 induces at most a
10% accuracy drop. However, removing all samples of subclasses(such as mushroom)
in cluster C5 induces a large accuracy drop of up to 70%.

5.4.2 RQ1: Can Input Sample Scores with N Models Better In-
dicate a Dataset Blindspot Sample than Traditional Single
Model Scores?

We hypothesise that the ranking scores could be used to rank the unseen samples so that
the more related samples to the weakspots appear higher than the unrelated ones. To test
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Figure 5.4: Box plot of AUC when using N models metrics to detect blindspot samples

this hypothesis, we apply the ranking scores to our artificially generated weakspot scenarios
where we know the holdout samples are the injected weakspots. We then measure how
well the ranking scores can detect such holdout samples (i.e., assigning higher ranking to
holdout samples when compare to other sub-classes) by computing the Area Under the
Receiver Operator Characteristic Curve (AUC).

Specifically, in this RQ, we investigate if N model metrics such as the variance and the
average of predicted confidence levels across N models can indicate a weakspot samples
and if they are better than the single model metric. Figure 5.4 shows the box plot of the
AUC for each cluster of holdout classes when using the N model metrics—the variance
(SDev-Conf ) and the average (Avg-Conf ) of predicted confidence levels across N models.
The clusters are sorted with increasing effectiveness (i.e., AUC) of the metrics.

For clusters C9 and C0, the N model metrics are quite effective in detecting blindspot
samples (with median AUC of more than 70%). This is a good indication that N model
metrics can be used to indicate if a test sample represents a blindspot or not, as C9 and
C0 are two clusters of holdout classes where there exists a blindspot in the training data
(i.e., we see a large drop of 40-50% in accuracy when those samples are removed from the
training data—refer to RQ0 for details).
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Figure 5.5: Average AUC across all holdout classes in cluster C0 when using different
metrics

On the other hand, for clusters C1 and C8, the metrics are not effective in predicting
the blindspot samples. This is consistent with the fact that for scenarios in clusters C1 and
C8, the accuracy drops are small (less than 10%), indicating that the blindspot does not
exist in the training data. Without a blindspot in the training data, it is understandable
that the metrics would not be able to indicate the holdout samples.

One main observation that we have is the effectiveness of our N model metrics in
predicting holdout samples seems to correlate to the original accuracy of the holdout sub-
classes. This is shown by the matching of the clusters order in Figure 5.4 and the x-axis
order of the clusters in Figure 5.3. We hypothesize that if the model is less accurate
on a sub-class (e.g., in cluster C0), the N model training process is more likely making
compromises and enables our N model based metrics to perform better. For more accurate
sub-classes (e.g., in cluster 1), the variance is more likely smaller, which makes our N model
metrics less effective. In this case, cluster C5 has the largest accuracy drop in Figure 5.3.
However the N model ranking on scenarios in this cluster is average, which is correlated
with their average holdout sub-classes’ original accuracy.

Finding 1.a: N model metrics are effective at predicting blindspot samples in sce-
narios where the blindspots in the training data are severe (e.g., in clusters C0 and
C9). On the other hand, they are less effective in scenarios where the severity of the
blindspot are very low (e.g., in clusters C1 and C8).

To see if the N model metrics are better in predicting the blindspot samples, we compare
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Table 5.2: Average holdout accuracy increase after retraining with 2% additional data for
scenarios with 100% holdout ratio

Cluster Random
1-model N-models

Conf Avg-Conf SDev-Conf

C1 0.4% 1.2% 0.9% 1.1%
C8 2.6% 5.9% 6.1% 5.2%
C3 3.1% 6.3% 7.0% 5.9%
C6 10.7% 20.0% 22.7% 20.7%
C5 7.6% 20.7% 24.7% 25.2%
C7 3.7% 9.7% 11.3% 10.9%
C2 9.0% 18.5% 20.4% 21.2%
C4 1.4% 3.7% 3.8% 3.4%
C9 2.0% 5.2% 6.3% 5.4%
C0 3.5% 6.7% 7.2% 6.6%

the AUC of N model metrics with the AUC of single model metric. Figure 5.5 shows the
average AUC across all holdout classes of cluster C0 with different holdout ratio for both
N model metrics (Avg-Conf and SDev-Conf) and single model metric. Because there are
25 models, we show the average case (Median-Conf) and worst case (Worst-Conf) of the
single model metric. The N model metrics have on average 5% better AUC than the
average single model metric and over 10% better AUC than the worse single model metric.
One could say that our method could be less effective than the best single model, however
in practice it is not possible to know which is the best model without knowing the ground
truth. So in this case, our N model metrics out perform the single model in most cases.
The figure also shows that the more severe the blindspot (i.e., higher holdout ratio), the
better the metrics at predicting blindspot samples.

Finding 1.b: N model metrics are better indicators of blindspot samples compared
to the single model metric on average and in the worst case.

5.4.3 RQ2: Can Incorporating Multiple Model Analysis in The
Development Process Improve The DL Model with Re-
training?

One way to improve a DL system is to add additional training data. However, labeling
training samples is an expensive process. Instead, we can use the metrics we evaluate
in RQ2 to rank and prioritize examples to be labeled, so that we can improve the DL
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model with retraining with additional data using minimum labeling effort (more details in
section 5.2.3)

For this RQ we use random selection as the baseline acquisition function (i.e., we rank
the unseen samples to add with random scores). For the single model, each of the N models
has its own acquisition function based on its predicted confidence of the unseen samples
(Col. Conf). Finally, the two acquisition functions based on N models are the average
predicted confidence (Col. Avg-Conf) and the standard deviation of predicted confidence
(Col. SDev-Conf) across N models. Table 5.2 shows the average improvement from before
retraining (over the N = 25 models) to after retraining with just additional 2% of data
in the scenario where all of the samples of the holdout sub-class are excluded from the
original training data. The improvement is shown as the average absolute holdout sample
test accuracy gain after retraining across holdout classes in each cluster.

Overall, cluster C5, C6, C2, and C7 gain the most (between 11.3% and 25.2%) after
retraining since they suffer the most when the holdout classes are removed (between 40%
and 70%). For all clusters except one (i.e., C1), N models acquisition functions out per-
form random and single model functions. Especially for C5, the variance of the predicted
confidence acquisition function improve the models on average almost 5% better than the
single model one.

For cluster C1, where the training data does not have a significant weakspot (i.e., the
holdout accuracy drop is the smallest among all clusters), the N model ranking metric can
still improve the model with performance similar to the performance of the single model
acquisition function. This indicates that the original training data, even though missing
samples from an entire sub-class, does not contain significant weakspots: the models were
able to be generalized from the samples of the remaining sub-class.

Figure 5.6 shows the holdout test accuracy gain after retraining with different portions
of additional training data when using the standard deviation of the predicted confidence
for sample ranking. The portion of additional data is in relation to the size of the original
training data, however, in total, the available additional data is 10% of the original training
data. This means that the maximum gain the retraining can achieve is with 10% of
additional data (i.e., 100% of the available additional data). The gain trend shows that
with only 20% of available additional data (i.e., 2% of additional data), the retraining
with the N model ranking metric can achieve nearly the maximum potential of the whole
available additional data.

Finding 2.a: The ranking based on the variance of predictive confidence enables
retraining to gain the most holdout accuracy in scenarios where the original training
data have a significant weakspot (up to 25.2% with just 2% of additional data).
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Figure 5.6: The holdout test accuracy gain after retraining using SDev-Conf ranking with
different amounts of additional data in scenario with 100% holdout ratio

Figure 5.7 shows the non-holdout test accuracy gain after retraining with different
portions of additional training data when using the standard deviation of the predicted
confidence for sample ranking. This result shows that the N model variance metric improves
the holdout accuracy significantly with just 2% additional training data, furthermore it
does not affect the accuracy of non-holdout classes. At 5% of additional data, there is
some small negative effect of at most 0.4% decrease in non-holdout classes’ accuracy for
some clusters (e.g., C6 and C4)

Finding 2.b: The ranking based on the variance of predictive confidence does not
affect the test accuracy in other classes after retraining.

5.4.4 The “ray” Fish: A Use-Case of Leveraging Analysis of
Samples with High Variance

To understand whether detailed analysis of the sample with high variance can give some
insight on the nature of the weakspots, we apply a state of the art visualization tool Grad-
CAM [202] to visualize the variance across multiple training runs. Specifically, Grad-CAM
leverages the gradient information in the hidden layer to create a heat map that highlights
important features which contribute to the decision made by the DL models.
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Figure 5.7: The non-holdout test accuracy gain after retraining using SDev-Conf ranking
with different amounts of additional data with 100% holdout ratio

Figure 5.8: The holdout test accuracy drop as the holdout ratio is increased

In our experiments, one of the most interesting holdout sub-classes is the “ray” in the
“fish” class. Comparing to other types of fish such as “aquarium fish”, “flatfish”, “shark”,
or “trout”, the “ray” fish has very different shape and looks distinctively different. Thus,
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(a) Input image

(b) Avg (0%) (c) Avg (100%)

(d) Max-diff(0%) (e) Max-diff(100%)

Figure 5.9: Original input images of a “ray” fish and the average and maximum difference
GradCAM for 0% and 100% holdout ratio.

when we perform the holdout experiment, we expect the accuracy to drop as we remove
more and more examples of “ray” images from the training data. However, as shown
in figure 5.8, the “ray” holdout test accuracy drops initially similar to the holdout class
“mushroom”, but at 50% holdout ratio, unlike “mushroom”, the “ray” accuracy stops
reducing and only drops to 43%, even when the ratio reaches 100% (i.e., there is no “ray”
images in the training data). This finding leads us to suspect that the models may have
used a non-“ray” related feature to classify the “ray” images as “fish”.

To investigate whether our suspicion is correct, we apply Grad-CAM to extract the
feature heat map of “ray” fish in the test set for each trained model. We then compute the
average and maximum difference heat map for those “ray” images. Figure 5.9 show the
heat maps for the same image in figure 5.9a for models that have access to the full training
dataset and models that were trained on training dataset with “ray” images completely
removed. In the Grad-CAM images (figures 5.9b, 5.9c,5.9d,5.9e), the purple color indicates
high values (i.e., high feature focus or high variance of feature focus) and the cyan color
indicate the low values (i.e., low feature focus or low variance of feature focus).

Figure 5.9b shows the average Grad-CAM heat map across multiple models trained with
a full dataset (i.e., 0% holdout ratio). In this heat map, the purple area is on top of the ray
fish, indicating that the models are focusing on the actual fish to make the classification.

82



However, Figure 5.9c shows that the models focus more on the water surrounding the fish
(i.e., indicating by the purple area around the fish) when there is no “ray” images in the
training data (i.e., 100% holdout ratio). This explains the higher-than-expected accuracy
(over 40%) even though no “ray” images are used in training, because the model learns to
use the water to predict a “ray” image as a fish.

Figure 5.9d shows the maximum difference between Grad-CAM heat maps across mul-
tiple models trained with a full dataset. The whole image is covered in similar colors
indicating that the differences between focus of different models are small. However, fig-
ure 5.9e shows that, when no “ray” images are used to train the model, the models are in
more conflict on whether to use the fish to predict the label (indicated by the more distinct
purple ring around the “ray” fish).

This is a use case where these detailed analysis of average and maximum difference
between model focuses gives us more information and potentially can help DL model
developers detect and pinpoint a weakspot problem with their training dataset.

5.5 Summary

DL systems can work well in the real world. However, they can suffer from the data
blindspot problem where the training data misses samples from the real world distribution.
It is difficult to detect such blindspots since the model may consider these samples unknown
unknowns (i.e., it unknowingly classifies such samples incorrectly with high confidence).
However, in practice, a weaker form of blindspot can also be a problem (i.e., the training
data contains some samples that represents the real world but it does not contain enough).
Our N models procedure leverages the variance of the DL training process to detect such
data weakspots and help with the selection of additional training instances to improve
the DL system with minimum labeling effort. Our evaluation shows that, in scenarios
where the weakspots are severe, our procedure improves the model accuracy on weakspot
samples by 25.2% requiring 2% of additional training data. This is an improvement of 4.5
percentage points compared to the traditional single model metric with the same amount
of additional training data.
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Chapter 6

Future Work

The projects in this thesis could be further supported and expanded with the following
future work. Section 6.1 details future work on DL software systems debugging, Section 6.2
lists some possible exploration of DL systems automatic repair. Finally, Section 6.3 pro-
poses potential directions to perform variance aware hyperparameter optimization.

6.1 Deep Learning Software Systems Testing and De-

bugging

CRADLE can detect real bugs in DL libraries by applying differential testing, however, it
makes several compromises. Specifically, it requires more than one equivalent DL library
to work. One direction that can remove such limitation is to utilize other equivalent
concepts such as equivalent model/network, equivalent optimizations, or equivalent data
formats to expand the differential testing that CRADLE can do. For example, in compiler
testing, differential testing was able to detect bugs in optimization code by introducing dead
branches to create equivalent programs [135, 136, 252]. One can apply similar concepts to
add “dead branches” to DL models (i.e., the portion of the models that does not impact the
final outcome but does interact with optimization code such as pruning or compression).

Another CRADLE’s drawback is that it only tests inference code due to nondetermin-
istic training [183], which makes differential testing challenging, because one can not tell if
the detected inconsistency is caused by the variance induced by the software implementa-
tion or a software bug. One obvious solution is to enable deterministic training. However,
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deterministic training does not support some networks and configurations. Another poten-
tial solution to this challenge is to test partial training steps (e,g., only backpropagation—
gradient computation—is enabled but no weight updating).

CRADLE can detect real DL libraries bugs that affect real models with real inputs,
however, this limits the number of bugs CRADLE can detect. Our other work [240] is able
to detect many critical DL libraries bugs by fuzzing DL libraries Application Programming
Interface (API) inputs that conform or violate the extracted constraint from the API
documents. However, such bug-triggering inputs are only for one internal API that might
not trigger a bug in a real DL system even if such systems contain the buggy API. One
possible improvement is to generate bug-triggering inputs to a whole DL system given
the specific API bug-triggering input to a particular buggy API. This could be done by
applying optimization [163] to the model input such that the input to the buggy API is as
close to the API bug-triggering input as possible.

6.2 Deep Learning Systems Automatic Repair

Bugs detected by CRADLE require the attention of a developer to investigate and fix.
An automatically generated quick fix would be beneficial to keep the DL functional until
a proper fix is developed. Since DL systems are networks of mathematical formulas, one
can create a quick fix by modifying the network (e.g., adding a dense layer after the buggy
layer) and applying some fine-tuning so that the different libraries would produce matching
outputs. For example, for the batch normalization bug that CRADLE found, one could
add additional dense layers after the faulty CNTK’s batch normalization layers. Once these
additional layers are fine-tuned with the output of TensorFlow’s model as the optimization
goal, the additional layers would act as a temporary patch until a fix can be added to the
source code of the faulty library.

6.3 Variance Aware Deep Learning Hyperparameter

Optimization

Recently, the rise of complex and computationally expensive DL models with many hy-
perparameters has resulted in a resurgence of research on hyperparameter optimization
(HPO). It is widely acknowledged that optimized hyperparameters often provide better
models than the default settings [78]. Such HPO and the recent AutoML approaches often
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base their selection on the evaluations of the candidate settings. Given the cost of training
DL models, such approaches usually perform a single evaluation run for each candidate
setting. However, the variance caused by DL libraries [183, 186] could potentially cause
the selection to be suboptimal and in turn, reduce the effectiveness of the optimization
methods. The research community could benefit from a study that quantifies how much
variance would the implementation introduce to approaches such as HPO or AutoML. If
the variance is significant, developing variance-aware HPO or AutoML approaches could
be the next step. One could integrate the observed variance into an optimization approach
such as Bayesian optimization. One could optimize this further by developing estimation
methods to approximate the variance and mitigate the cost of having to run multiple
expensive training runs.
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Chapter 7

Conclusion

This thesis proposes techniques that help improving the DL system reliability for all stages
of the development process: detecting bugs in the inference stage, analyzing the variance
of DL training, and detecting and mitigating blindspots in DL training data.

In Chapter 3, we propose CRADLE, which that improves the reliability of the DL sys-
tem inference by applying differential testing to find bugs in DL libraries. CRADLE focuses
on finding and localizing bugs in DL software libraries by performing cross-implementation
inconsistency checking to detect bugs, and leveraging anomaly propagation tracking and
analysis to localize faulty functions that cause the bugs. CRADLE detects 12 bugs in three
DL libraries, and highlights functions relevant to the causes of inconsistencies for all 104
unique inconsistencies

In Chapter 4, we present the first study of the variance of DL systems training and
the awareness of this variance among researchers and practitioners. The study shows
implementation-level factors alone cause the accuracy difference across identical training
runs to be up to 2.9%. The survey shows that 83.8% of the 901 participants are unaware
of or unsure about any implementation-level variance. The study and surveys aim to
raise awareness of DL training variance while the tool improves the reproducibility of DL
software and results.

In Chapter 5, we evaluate a new procedure to detect weakspots in training data and to
improve the DL system with minimum labeling effort. The result shows that this procedure
improves the model accuracy on weakspot samples by 25.2% while requiring the same 2%
of additional training data.

Collectively, these projects contribute to improve the reliability of deep learning soft-
ware systems.
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