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Abstract

Antimicrobial peptides (AMPs) are key molecules of the innate immune system, found
among a wide variety of living organisms, including animals, plants, and humans. It is
typically composed of cationic and has a unique property known as cell selectivity: It has
a stronger affinity toward bacterial membranes, which contain a large fraction of anionic
lipids; in contrast, the outer layer of eukaryotic cell membranes consists electrically neu-
tral. This distinctive characteristic causes peptide selectivity toward bacterial cells over
the host cells, allowing AMPs to bind and rupture bacterial membranes preferentially. Op-
timized AMPs are thus considered novel candidates for the next generation of antibiotics.
Despite its significance, the detailed picture of how their interactions with cell membranes
influence peptide selectivity still remains unclear. The work in this thesis is aimed at gain-
ing a deeper understanding of how AMPs interact with and permeabilize cell membranes
from a theoretical perspective. First, we investigate the cell-density dependence of pep-
tide activity and selectivity. In particular, we examine how the presence of host cells is
implicated in peptide activity and selectivity. Second, we explore the effects of salt ions
on the interactions of AMPs with cell membranes and their impacts on peptide activity
and selectivity. Last, we examine the interactions between the outer bacterial membranes,
especially the lipopolysaccharide (LPS) layer, against AMPs. To this end, we view LPS
molecules as forming a polymer brush grafted to a charged surface and clarify the relative
significance of various factors such as brush-peptide interactions, the electrostatic interac-
tions between peptides and LPS headgroups, and brush lengths. Through this thesis, we
introduced biophysical models for describing the interactions of AMPs with cell membranes
and quantified the activity and selectivity under various biologically-relevant conditions.
Additional efforts related to the work carried out in this thesis will be beneficial in searching
for ideal AMPs as therapeutic agents.
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Chapter 1

Introduction

Living organisms operate under complex biological regulatory systems. Over a long period
of time, organisms have evolved to survive while facing various challenges, including infec-
tions from pathogens like bacteria or viruses. The advent of antibiotics has enhanced the
long-term survivability of humans. In 1928, Alexander Fleming discovered Penicillin which
is the first known form of antibiotic. [51, 101] Since then, with advanced development, addi-
tional forms of antibiotics have been developed. However, over-usage or prolonged exposure
to antibiotics has created an unpleasant consequence, i.e., bacterial resistance. Thus ex-
perts have warned against the abuse of antibiotics and suggested to put much effort to find
a new alternative. [2, 5, 42, 51] Antimicrobial peptides (AMPs), found in living organisms,
are key components of the innate immune system. Optimized AMPs have been identified
as promising candidates. They often rupture bacterial membranes. It is less likely for bac-
teria to develop resistance against membrane-rupturing AMPs than against conventional
antibiotics. [92, 102, 15]

Good AMPs are cell-selective. AMPs are mostly cationic (positively charged) and
amphipathic (both hydrophilic and hydrophobic). [47] Bacterial cell membranes contain
anionic (negatively charged) lipids, whereas the anionic lipids in host cell membranes are
segregated into the inner layer. [42, 92] As a result, AMPs have a stronger affinity toward
bacterial cells. When AMP binds to the cell surface, it causes destruction of cell membranes
and brings fatal damage to cell morphology, leading to cell rupture and death. They can
kill bacteria selectively over the host cells and are considered to be a promising novel
candidate for next-generation peptide antibiotics. [76, 102, 47]

Aside from the benefit of human medication, AMPs have a wide range of applications
and share a positive influence on various fields such as food, agriculture, animal husbandry,
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and aquaculture industries. [42] For instance, in the food industry, where foods get easily
spoiled by environmental factors like temperatures, acidity, and packaging, AMPs are used
for food preservation purposes. AMPs are considered a favorable option over synthetic
chemicals since it is biologically more stable and less harmful to the human body. [42] In
addition, when plants are susceptible to disease, AMPs help inhibit the growth of pathogens
in plants and positively affect agricultural production. [42, 62]

Despite the growing interest in potential applications of AMPs in a number of areas,
the detailed mechanisms of action behind AMPs have not been fully elucidated. According
to the database (APD3) [94], as of May 25, 2022, approximately 3324 AMPs have been
discovered. Due to the enormous diversity and quantity, many different properties are
exhibited by AMPs, making it challenging to integrate AMPs into a single reaction sys-
tem. The well-known characteristics of AMPs often include structural morphology, charge
distributions, interactions with various cell types, environmental conditions, etc. [42] De-
pending on their characteristics, they behave differently. In this work, we are interested in
resolving several open questions about the interactions between AMPs and cells, e.g., how
does the cell density impact the activities of AMPs in a heterogeneous mixture of bacteria
and host cells, referred to as a competitive medium? A homogeneous solution of either
bacteria or host cells can be designated as non-competitive. How do AMPs behave under
different salt conditions? What is the role of outer bacterial membranes in protecting the
bacteria against the action of AMPs?

These questions merit consideration. First, the density of cells can vary in a biological
setting depending on the degree of infection and is a key parameter in controlling peptide
activity and selectivity. [76] Secondly, AMPs have been widely used for food preservation
in the food industry, and changing environmental conditions is a sensitive matter. [42]
Examining variations in salt concentration allows us to understand how microbes interact
with cationic molecules (e.g., AMPs) and predict their responses under various conditions.
Lastly, unlike Gram-positive bacteria or eukaryotic cells, Gram-negative bacteria are sur-
rounded by two membranes: outer membranes (OMs) and inner membranes. Thus, un-
derstanding how AMPs interact with and perturb the OM is important for us in designing
peptide antibiotics for fighting Gram-negative bacteria. [64]

In this work, these questions are addressed by constructing theoretical models. Aside
from the benefits discussed above, the resulting models help to accurately analyze exper-
iments and make predictions regarding the interactions of AMPs with cell membranes.
Before presenting the models, we first provide background information about the interac-
tions between cells and AMPs.
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1.1 Biological Background

1.1.1 Antimicrobial Peptides (AMPs)

AMPs are essential molecules of the innate immune system found in various living or-
ganisms. It act as a first-line defense against other pathogens, including bacteria, fungi,
parasites, yeast, and viruses. [101, 97] These are short peptide molecules that are typically
classified as short lengths of proteins. In general, polypeptides are formed from combina-
tions of amino acids linked by covalent peptide bonds, and when 50 or more amino acids
are grouped, they are commonly referred to as proteins. Therefore, AMPs are known as a
small class of proteins consisting of 15-50 amino acid residues. Although rare, some AMPs
consist of more than 100 amino acids. [7] These unique sequences of amino acid composi-
tions on the AMP give diversity to the types, structure configurations, and functions.

Characteristics and Structural features

AMPs are known to have amphipathic (both hydrophilic and hydrophobic) nature and
cationic properties with a net charge ranging between +2 and +9 due to the high occurrence
of arginine and lysine residues. [96] Although anionic AMPs exist, positively charged AMPs
are more common. Most AMPs include more than 50% hydrophobic amino acids, allowing
them to have amphipathic characteristics and facilitate interaction with target cells. In
addition, AMPs are observed in various conformations. Mostly, they exist in the following
secondary structures: α-helix, β-sheets, loop, and αβ. [37] Here, the β–sheets are composed
of at least two β-strands, which are sustained by the disulfide bonds that anchor the
structures. [27]

Types of AMPs

AMPs are challenging to classify due to their immense variety and abundance. Thus,
many studies have proposed various classification systems based on structural composition,
origin, and activity. [42, 102, 101] In particular, when classified according to structure,
AMPs are typically distinguished based on their secondary structures, such as α-helix,
β-sheets, linear, or both containing αβ configurations. Moreover, depending on the species
of origin, it is categorized into mammals, amphibians, and insect microorganisms. There
are more classification methods that exist depending on purposes, such as amino acid
abundance or AMP activity. In addition, the most extensively studied AMP families of
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the group include cathelicidins, defensins, cecropins, and magainin. [93, 88, 81, 38] Here,
we briefly introduce well-known examples of AMPs.

In the mammalian AMPs, there are only two family groups: cathelicidins, and de-
fensins. [24] Particularly, the only cathelicidin type discovered in humans is the LL-37 pep-
tide, which is frequently observed in the skin of newborn infants. [26] The LL-37 peptide
exhibits essentially no secondary structure in aqueous solution but acquires an α-helical
structure when exposed to a non-polar environment. [101] Moreover, defensins are the
most abundant among all AMP families, more widely distributed across most eukaryotes
organisms, and can be further divided into sub-families of α, β, and θ-defensins. [24] α-
defensin was initially discovered in rabbit alveolar macrophages, and six β-defensins were
identified in humans isolated from bovine tracheal epithelial cells. The other forms of α
and θ-defensins exist among humans.

Among the amphibian AMPs, magainin is one of the well-known AMPs primarily found
on the skin of frogs. It has the properties of amphipathic, cationic, and α-helical structure.
It was first isolated from the African clawed frog Xenopus laevis [98] and also discovered
in the other species of frogs such as Silurana, Pseudhymenochirus, and Hymenochirus. [16]
It plays an important role in inhibiting growth and killing Pseudomonas cells.

Melittin is one example of insect AMPs frequently employed in numerous investiga-
tions. It is the major component in honey bee venom, making up roughly 52% of its dry
mass. [10] It contains amphipathic, cationic characteristics composed of 26 amino acids.
When melittin is exposed to the water, it is primarily unstructured, but upon binding to a
lipid or hydrophobic surface, it transforms into an α-helical structure. [101] It has several
positive effects. In particular, due to its high selectivity in microbes or cancer cells, it is
considered a strong potential for the development of therapeutic peptides.

1.1.2 Cell membrane and Lipid composition

Living cells are surrounded by a cell membrane. This cell membrane separates the ex-
terior environment from the cell interior. It is an essential component that serves as a
compartmentalization, signal transduction, and transport pathways. It has a basic bilayer
structure mainly composed of phospholipids, proteins, and cholesterol. [3]

In particular, phospholipids, which are the main components of cell membranes, ex-
ist in various types and can be distinguished according to the charge properties. [102]
The most common neutral phospholipids are phosphatidylcholine (PC) and phosphatidyl-
ethanolamine (PE). Phosphatidylcholine (PC) comprises up to ∼50% of total phospho-
lipids and helps maintain membrane permeability. [89, 91] In contrast, the properties of
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negatively charged phospholipids include phosphatidylserine (PS), cardiolipin (CL), phos-
phatidylinositol (PI), and phosphatidylglycerol (PG). [53] Cell membranes are formed by
these various lipid mixtures.

Mammalian Cell Membrane

Mammalian cell membranes are composed of a lipid bilayer, but the two layers not being
identical. The outer membranes are composed of abundant PC, electrically neutral, and
cholesterol elements. [91] Comparatively, the majority of the cellular inner layer of the
membrane is made up of PS, PE and PI, which impart anionic phospholipid properties. [90]
This asymmetrical tendency between the two layers induces biological phenomena such as
blood coagulation and cell apoptosis when PS lipids get exposed to the outer layer of the
membrane. [12]

Bacterial Cell Membrane

Bacterial cell membranes have a different lipid composition than mammalian cells and are
devoid of cholesterol. The outer leaflets of membranes have anionic properties due to the
compositions of PS, CL, and PG lipids. [53] Based on the characteristics of the membrane’s
cell envelope, the bacterial cells can further be divided into two groups: Gram-negative
bacteria and Gram-positive bacteria. [80] Gram-negative bacteria are characterized by a
thin peptidoglycan layer and the lipopolysaccharide (LPS) in the outer membrane (OM)
that plays a protective role. [80] In contrast, Gram-positive bacteria have a thick pep-
tidoglycan layer and a lipoteichoic acid (LTA) layer on the outer surface. These outer
layers play an essential role in preventing the entry of external substances. [73] The overall
negative charge of the bacterial outer leaflet of the membrane is reflected by LPS and LTA.

1.2 Overview of Actions of Mechanism on AMPs

1.2.1 Cell Selectivity

Cell selectivity is one of the crucial motives for choosing AMPs as a promising alternative to
antibiotics. [99, 9] As discussed in the previous Sec. 1.1.1, a brief review of the fundamental
properties of AMP and cell membranes showed that cationic AMPs could bind effectively
to the surface of anionic bacterial cell membranes due to their opposite charge effects.
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Figure 1.1: Basic structural diagram of the bacterial cell surface: (a) Gram-positive bacte-
ria: It comprises thick layers of peptidoglycan, teichoic acid, and lipoteichoic acid on the
outer layer. (b) Gram-negative bacteria: It comprises thin layers of peptidoglycan with
the lipopolysaccharide attached to the outer membrane. (c) The three main structural
domains of the lipopolysaccharide are Phospholipid A, Core oligosaccharides, and O anti-
gens. Diagrams (a) and (b) were modified with permission from ref. [80]. Diagram (c) is
adapted with permission from ref. [64]. (Copyright 2021 American Chemical Society.)

Mammalian cells, on the other hand, produce relatively weak binding attractions due to
their uncharged surfaces. This higher binding affinity towards bacterial cells leads to rapid
cell death and provides a favorable condition for host cells. Thus, we refer to this ability of
AMPs to preferentially bind to microbes and destroy cells more effectively than host cells
as “cell selectivity”.

Despite the intriguing discovery of the special features of cell selectivity, the mechanism
of action for positively charged AMPs has not been fully established. Therefore, the
starting point of the research begins by understanding the interaction between cationic
AMPs and anionic bacterial cell membranes. After AMPs bind to the surface of the
membrane, it eventually leads to cell membrane destruction and cell death. Other than
the charge-induced attraction, many other factors are involved in the binding process of the
AMPs. In the following section, we reviewed the main driving forces behind the binding
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Figure 1.2: Schematic diagram of cell selectivity. Amphiphilic AMPs are colored dif-
ferently to distinguish the hydrophobic and hydrophilic portions of the peptide. The hy-
drophobic portion of the AMP interacts with the hydrophobic region on the outer leaflet
of the membrane, generating hydrophobic energy. Hydrophobic binding is observed in
both mammalian cells and bacterial cells. The outer leaflet of the bacteria is composed of
several anionic lipids. (e.g., phosphatidylserine (PS), cardiolipin (CL), and phosphatidyl-
glycerol (PG) lipids). Mammalian membranes, are primarily composed of neutral lipids
(e.g., phosphatidylcholine (PC)). The diagram adapted from Biochimica et Biophysica
Acta (BBA) - Biomembranes, 1462, Katsumi Matsuzaki, ‘Why and how are peptide–lipid
interactions utilized for self-defense? Magainins and tachyplesins as archetypes’, 1-10.,
Copyright (2022), with permission from Elsevier [55].

mechanism of the AMP. [8, 9, 99]

1.2.2 Binding mechanisms

Positively charged antimicrobial peptide (AMP) activity is initiated by interacting with
negatively charged bacterial cell membranes. In particular, various mechanisms are im-
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plicated in binding AMPs to cell membranes, and the most significant factors are the
hydrophobic and electrostatic interactions.

Hydrophobic Interactions: Antimicrobial peptide (AMP) has amphipathic proper-
ties, and in particular; about 50% of amino acids in the primary sequence of AMPs are
composed of hydrophobic residues. This allows the peptide to interact with the phospho-
lipid bilayer. [7] The hydrophobic portion of the AMP interacts with the hydrophobic tail
of the lipid cell membrane with the hydrophilic region of the AMP facing solution. [13, 78]
It was found that stronger hydrophobic interactions were associated with rapid reactions
and increased binding ability. However, an appropriate degree of hydrophobicity is es-
sential for antimicrobial peptide function but needs to be taken with caution as excessive
hydrophobicity is associated with toxicity and also results in loss of antimicrobial peptide
specificity. [77]

Electrostatic Interactions: Electrostatic interactions are one of the most critical
interactions involved in the binding process targeting microbial cells. AMP conserved the
cationic feature over many organisms, enabling them to bind to other microorganisms
through electrostatic interactions. Thus, AMPs attract charged phosphate groups and
bind to bacterial membranes. [99] This explanation demonstrates that the initial binding
process is triggered by electrostatic interactions. [27]

In particular, when an interaction occurs between a cationic AMP and Gram-negative
bacteria, the interaction is initiated by replacing the divalent cations (e.g., Mg2+,Ca2+)
from the LPS layer of the bacterial membrane. [82, 100] Moreover, Gram-positive bacteria
have abundant teichoic acid polymers that provide ideal binding sites for cationic AMPs.
In contrast, mammalian cells have an uncharged surface on the outer leaflets of the cell
membrane, making them less attractive for a charged AMP to bind. Therefore, the fact
that bacteria have more electrostatically favorable conditions indicates that AMPs have a
higher selectivity for bacteria than mammalian cells.

1.2.3 Pore Forming mechanisms

When AMPs bind to cell membranes, the lipids get perturbed, and pores are created,
ultimately leading to cell rupture and death. Different AMPS can form different pores.
[9] The three most frequently observed models among the organisms are the Barrel-Stave
model, the Carpet-like model, and the Toroidal Pore model. [78]

Barrel-Stave model: As the name suggests, when the peptide binds to the membrane,
it creates a barrel-like ring to form a pore as depicted in Fig. 1.2.3 (b). In particular, the
AMPs aggregate with each other, and the AMPs are inserted parallel to the bilayer to
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(d)  Toroidal model(c)  Carpet-like model

(b)  Barrel-stave model
(a) 

Figure 1.3: Three representative models of a pore-forming mechanism by AMPs on the
cellular membrane are presented. (a) Prior to pore formation steps, the concentration
of antimicrobial peptide (AMP) does not exceed the threshold (P/L)∗. (b) Barrel-stave
model: AMPs are inserted perpendicular to the lipid bilayer and generate channels between
the interior and exterior environment. (c) Carpet-like model: AMPs destroy the cell
membrane in a detergent-like manner. (d) Toroidal model: AMPs are vertically inserted
into the bilayer, and phospholipid bends like the ring to create pores. This diagram is
adopted from the paper [102].

bind and create pores. [78] Here, the amphipathic peptide is oriented perpendicular such
that the hydrophobic domain of the peptide interacts with the hydrophobic core of the
lipid bilayer, and the hydrophilic region faces the aqueous channel of the pore. These
peptides are arranged parallel to the phospholipid chains while remaining perpendicular to
the bilayer plane. This morphology creates pores and channels simultaneously, resulting
in cytoplasmic outflow. In addition, as the number of peptide units increases, the number
of pores can also increase, leading to cell collapse and death. [54]

Carpet-like model: In this model, the AMPs are aligned parallel to the phospholipid
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bilayer. The hydrophobic portion of the peptide aligns with the cell membrane, and the
hydrophilic portion faces the solution. After the membrane is completely covered by the
peptides like a carpet, pores are formed in a detergent-like manner, [65] which eventually
causes the membrane to rupture. This model is illustrated in Fig. 1.2.3 (c). One example
using the given mechanism is human cathelicidin LL-37. [17, 79]

Toroidal Pore model: The toroidal pore model lies somewhere between the carpet
and barrel-stave pore mechanisms, also known as the wormhole model, and it is shown in
Fig. 1.2.3 (d).[27] This mechanism is typically well studied using the α-helical peptides.
Initially, peptides are orientated parallel to the surface of the membrane. Then once a
threshold concentration of peptides has reached, the peptides vertically get embedded in
the cell membrane and bend to form a ring hole of the pore. [57, 58] Similar to the previous
model, it ultimately leads to cell disruption. The typical examples of the given mechanisms
are commonly exhibited in magainin 2, lacticin Q, and arenicin. [42]

1.2.4 Bound peptide to lipid ratio (P/L)

When AMPs come into contact with cells, they do not immediately trigger cell rupture.
Instead, it progressively binds to the surface of the membrane as the concentration of
AMP gradually increases. The creation of pores on the surface membrane begins once the
threshold limit of the AMP concentrations exceeds in the solution. As a result, it is crucial
to determine the values of the molar ratio of bound peptides to lipids for regulating cell
death. Thus, we denote (P/L) as a molar ratio of bound peptides to lipids. [43, 48]

To further illustrate this mechanism, we subdivided it into two states: the S (surface
bound) state and the I (inserted) state. [44, 48] The S state refers to the state in which the
(P/L) (the molar ratio of bound peptides to lipids) is smaller than the (P/L)∗ (a threshold
value required for a membrane rupture). At this stage, helical peptides are bound to the
surface and oriented parallel to the plane of the membrane, thinning the membrane, and no
pores have formed yet. In the I state, (P/L) exceeds (P/L)∗ resulting in peptide insertion
into the membrane oriented parallel to the membrane, and pores appear that promote the
cell rupture and lysis. [43, 48]

1.2.5 Measurements of AMP effectiveness

There are two good indicators that we can quantitatively evaluate the effectiveness of
AMP. Minimum inhibitory concentrations (MICs) and minimum hemolytic concentrations
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Figure 1.4: Pore formation in membranes. AMPs are represented by cylinder, with the red
portion being hydrophobic and the blue portion representing the hydrophilic portion of the
AMP. (a) (P/L) << (P/L)∗ case: The molar ratio of bound peptides to lipids ((P/L))
is significantly less than the (P/L)∗. The cell membrane morphology remains unchanged.
(b) (P/L) < (P/L)∗ case: (P/L) remains smaller than the (P/L)∗, and peptide begins
getting inserted into phospholipids, resulting in thinning effects. (c) (P/L) > (P/L)∗ case:
(P/L) exceeds the threshold value (P/L)∗ and pores are created. This diagram is adapted
with permission from ref. [48].( Copyright 2006 American Chemical Society.)

(MHCs) are two important measurements of AMPs activity. Minimum inhibitory con-
centrations (MICs) refer to the lowest peptide concentration that inhibits the observable
growth of microorganisms such as bacteria. [4] It is a good reference when comparing the
performance of various antibacterial substances. A lower MIC indicates a better ability to
inhibit bacterial growth, which is beneficial for treatment. In contrast, according to Greber
et al. [32], minimal hemolytic concentrations (MHCs) were defined as the lowest peptide
concentrations that cause 10% hemolysis for human red blood cells. Therefore, having a
high MHC is ideal from a human perspective and poses less harm to humans.

Minimum hemolytic concentrations (MHCs) and minimum inhibitory concentrations
(MICs) are the important indicators considered throughout the paper. It represents the
effectiveness of AMPs in killing the host cells (MHCs) and the bacterial cells (MICs). The
range of concentrations typically lies between (MIC < working concentration of AMPS <
MHC). Additionally, the ratio between the two (MHC/MIC) is known as the therapeutic
index and provides a good reference for the selectivity of a given AMP. In general, a high
therapeutic index represents a high degree of AMP selectivity.

11



1.3 Physical Background

When charged objects are exposed to an ionic solution, they interact with the surrounding
ions. The electrostatic double-layer theory explains this behavior and accounts for the
interaction between charged objects exposed to ionic solution.

1.3.1 Electric double layer
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Figure 1.5: Schematic diagram of the electric double layer. The orange circle represents
the negative charge, and the green circle represents the positive charge (counterions). (a)
Helmholtz model: A simplified discontinuous model. (b) Gouy-Chapman model: Continu-
ous model including the diffusive layer. The diagram is reproduce with the permission by
”Wiley Materials” from ref. [1]

The membrane generates an electric field around it and draws counterions (ions with the
opposite charge to that of the membrane surface) to the surface. This type of structure is
referred to as an electric double layer, typically observed when a charged surface is exposed
to a solution containing mobile ions. In general, the electric double layer is separated into
three sections: (1) Surface charge, (2) Stern layer (3) Diffusive layer. [68] First, the surface
charge represents the interface of an object where the positive or negative (often negative)
ions get absorbed. The second layer refers to the stern layer, in which the counterions
get attracted to the interface of the object due to electrostatic forces, and counterions get
tightly bound to the surface. Finally, the diffusive layer is formed by loosely-bound ions.
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The higher concentrations of counterions tend to loosely attract the free ions generating
the thermal and electrical forces. [68]

This electric double layer can be solved mathematically, allowing us to derive the elec-
trostatic free energy. The first model of the electric double layer was attributed to the
Helmholtz theory. The model accounted for the counterions binding to the surface to
neutralize the surface charge, just like the plate capacitor. However, the drawback to the
model was that it was oversimplified, which did not capture the ion thermal fluctuation
and failed to calculate the capacitance of the layer. [1] To further complement the model,
Louis Georges Gouy and David Chapman came up with a better description. The Gouy-
Chapman model described that the ions create a diffusive layer as ions get farther away
from the surface and successfully illustrates the main properties of the double layer in the
continuous model. [31, 11, 30] Furthermore, Debye-Huckle found an analytical solution in
the spherical case, which allowed us to calculate the ion distribution and potential around
the surface. [18]

1.3.2 Electrostatic free energy derivation

Poisson-Boltzmann Equation

Starting with the Poisson equation, we can derive the electrostatic free energy of the
charged surface and the electrical potential. [40, 1] In general, the Poisson equation de-
scribes the relationship between the electrostatic potential ψ and the charge density ρ,
which is written as,

∇2ψ =
ρ

εε0
, (1.1)

where ε0 represents the dielectric constant and ε permittivity. When ions are distributed
in the solution, we can write the ionic concentration using the Boltzmann distribution.
Let c0 be the bulk concentration of an ion of species with charge Ze and e being the
elementary charge of the single electron, and according to the Boltzmann distribution, the
concentration of charged potential is written as,

c = c0

∑

i

e−Zieψ/KT . (1.2)

Here, Z = ±1 and therefore, Eq. 1.2 can be expanded as c = c0(e−Zeψ/kBT − eZeψ/kBT ).
This ion concentration can be applied to the local charge density, which is described as,

ρ = ec0(e−Zeψ/kBT − eZeψ/kBT ) (1.3)
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If we recall the Poisson equation (Eq. 1.1), we can re-write it in the following form,

∇2ψ =
ec0

εε0
(e−Zeψ/kBT − eZeψ/kBT ), (1.4)

This equation can be further simplified with a high or low potential case. In the case of
the low potential (here, the low potential strictly means Ze|ψ|/kBT � 1), we expand the
exponential, e.g.(ex ≈ 1 + x+ x2

2!
+ · · · ) and obtain

∇2ψ =

(
1 +

Zeψ

kBT
− 1 +

Zeψ

kBT
+ · · ·

)
≈ 2c0e

2

εε0kBT
ψ. (1.5)

This is called the linearized Poisson-Boltzmann equation and the general solution is found
as

ψ = C1e
−κx + C2e

κx. (1.6)

Here, C1 and C2 are constants that can be determined after applying the boundary condi-
tions of a surface potential. Here, κ is defined as,

κ =

√
2c0e2

εε0kBT
, (1.7)

which is also known as the Debye length. The charged potential surface shows how much
the ions in the solution have been screened. To solve the above general solution (Eq. 1.6),
we need to apply the boundary condition. The conditions states that when the potential
is at the surface, the potential equals the surface potential ψ(x = 0) = ψ0, and when the
potential is far from the surface potential disappears, ψ(x = ∞) = 0. This leads to the
C2 = 0 and C1 = ψ0, which the general solutions reduced down to ψ = ψ0e

−κx in the low
potential case.

To find the electrostatic free energy of a charged object, we return to the original Poisson
equation and start from the Eq. 1.4. For simplification purposes in our calculation, we want
to reduce the dimensions of the potential by substituting y = Zeψ

kBT
. After the substitution

and expansion of the Laplace operator, the equation is reduced down to,

d2y

dx2
=

c0e
2

εε0kBT
(ey − e−y) =

2c0e
2

εε0kBT

(ey − e−y)
2

= κ2 sinh y (1.8)

To solve the following differential equation, we multiply 2 dy
dx

on both side and take the

14



integral as follows:

2

(
dy

dx

)
d2y

dx2
= 2

(
dy

dx

)
κ2 sinh y (1.9)

2
d

dx

(
dy

dx

)2

= 2

(
dy

dx

)
κ2 sinh y (1.10)

∫
d

dx

(
dy

dx

)2

dx = 2κ2

∫ (
dy

dx

)
sinh y dx (1.11)

(
dy

dx

)2

= 2κ2

∫
sinh y dy = 2κ2 cosh y + C1 (1.12)

C1 here indicates the integration constant and determined by the factors of boundary
conditions, which is found to be C1 = −2κ2; this leads to,

(
dy

dx

)2

= 2κ2(cosh y − 1)⇒
(
dy

dx

)
= −κ

√
2(cosh y − 1) (1.13)

After applying the trigonometry rules, it can be written as,

(
dy

dx

)
= −2κ(sinh

y

2
) (1.14)

The following Eq. 1.14 comes in handy later for deriving the charge density. Next, we
can go on and find the total charge in the electric double layer.

Grahame equation

Grahame equation has been derived from the Gouy–Chapman theory to further explain
the relationship between the charge density σ and electrically neutral potential ψ0. [1] In
general, the total charge density, which is the sum of all the charge densities in the area,
is written as,

σ = −
∫ ∞

0

ρ dx (1.15)

Utilizing the original Poisson equation and by the fact that the potential converges to the
zero at large distance, the Eq.1.15 is written as,
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σ = −
∫ ∞

0

εε0

(
dψ

dx

)2

dx = εε0
dψ

dx

∣∣∣
x=0

(1.16)

If we recall Eq.1.14, we can revert to the potential term which dy
dx

= e
kBT

dψ
dx

then,

dψ

dx
=
kBT

e

dy

dx
= −kBT

e
2κ sinh

(
eψ

2kBT

)
(1.17)

After the rearrangement in the equation, this finally returns our desired form of the Gra-
hame equation:

σ =
√

8c0εε0kBT sinh

(
eψ

2kBT

)
(1.18)

Or we can rearrange eq. 1.18 in terms of the surface potential:

ψ0 =
2kBT

e
sinh−1

(
σ

√
1

8c0εε0kBT

)
(1.19)

Potential and electrostatic free energy

Now that the surface potential is found, we can utilize Eq. 1.19 to obtain the Gibbs free
energy. The differential equation of Helmholtz free energy of the charged systems is written
as:

dF = −S dT + Π dA+ ψ dq (1.20)

Here, we assume that the system is in the constant temperature (T) and a constant area
(A). This condition makes the differential term dT and dA disappear; it reduces to:

dF = ψ dq (1.21)

This represents the contribution of the electrostatic free energy per mole of lipids. After
the integration,

Fel,L =

∫ e

q=0

ψ0 dq = AL

∫ σ′

σ=0

ψ0 dσ (1.22)

where AL represents membrane as a two-dimension system under conditions of the constant
area of AL. Here, using Eq. 1.19 we find
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Fel,L =AL

∫ σ′

σ=0

2kBT

e
sinh−1

(
σ

√
1

8c0εε0kBT

)
dσ (1.23)

=AL

(
σψ0 − 4εε0

(
kBT

e

)2

κ

[
cosh

(
eψ0

2kBT

)
− 1

])
(1.24)

This expression is the electrostatic contribution to the free energy dependent on the area
per lipids and the ionic strength. [40, 1]

1.4 Thesis overview

The remainder of the thesis is organized as follows. In chapter 2, we presented a biophys-
ical model of peptide activity and selectivity in homogeneous and heterogeneous mixtures
of bacteria and host cells. The model clarified how the presence of host cells and peptide
trapping influence peptide selectivity and how competitive selectivity differs from non-
competitive selectivity. In chapter 3, we introduced a model of interactions between AMPs
and the bacterial membrane in electrolyte solutions containing salt ions. In this work, we
discussed how binding affinity changes with monovalent cation variations. In chapter 4, we
explored the theoretical model of the interactions between LPS and AMPs. Through the
analysis, we identify the relative significance of various factors such as brush-peptide in-
teractions, the electrostatic interactions between peptides and LPS headgroups, and brush
lengths. Finally, chapter 5 concludes with a brief overview of the previous chapters, in-
cluding further discussions on future work for improvement.
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Chapter 2

Modeling Selectivity of Antimicrobial
Peptides: Membrane Selectivity
Versus Cell Selectivity

This chapter will be submitted to the journal in the following form.
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Modeling selectivity of antimicrobial peptides: membrane selectivity versus cell
selectivity

Suemin Lee1, Bethany R. Schefter1, Sattar Taheri-Araghi2, and Bae-Yeun Ha1
1Department of Physics and Astronomy, University of Waterloo, Ontario N2L 3G1, Canada

2Department of Physics, University of California San Diego, La Jolla, CA 92093, USA

Antimicrobial peptides (AMPs), naturally-occurring peptide antibiotics, are known to attack
bacteria selectively over the host cells. They often act through physical mechanisms (e.g., forming
pores in membranes) and thus are advantageous over conventional antibiotics that reply on specific
(chirality-dependent) interactions. This has spurred much effort in utilizing optimized (more se-
lective) AMPs as new peptide antibiotics. The cell (bacteria versus host cells) selectivity of these
peptides depends on various factors such as their binding affinity for cell membranes, peptide trap-
ping in cells, peptide coverages on cell membranes required for membrane rupture, and cell densities.
Here, we present a physical model of peptide selectivity, which shows this dependence quantitatively
and thus assists with the correct interpretation of selectivity measurements. The model suggests a
rather nontrivial dependence of the selectivity on the presence of host cells and peptide trapping;
these factors or effects can enhance or reduce the selectivity depending on how cell densities are
chosen. It also clarifies how the cell selectivity of AMPs differs from their membrane selectivity.

I. INTRODUCTION

Antimicrobial peptides (AMPs) are microbe-killing
molecules deployed in the host defense of living organisms
(e.g., animals, plants, and human).1,2 They are relatively
short, typically consisting of 20-50 amino acids. In the
bulk, they often resemble random coils but in a lipidic en-
vironment, they assume compact, amphiphilic structures
(e.g., α helices). AMPs are mostly cationic and thus uti-
lize the unique ‘design feature’ of microbial membranes1,
enriched with anionic lipids1–3. They preferentially bind
to and rupture microbial membranes over host cell mem-
branes, which are composed of neutral lipids. Once they
gain entry into the cytoplasm, they can target key intra-
cellular components (e.g., DNA and proteins), leading to
intra-cellular killing of microbes1,2.

There has been much interest in developing enhanced
AMPs as potent peptide antibiotics, especially for fight-
ing drug-resistant bacteria. Membrane-perturbing AMPs
are advantageous. They act via physical mechanisms
such as pore formation in membranes, which bacte-
ria cannot easily avoid. Developing bacterial resistance
against these peptides would involve a ‘costly’ solution
of membrane redesigning1, even though pathogens can,
in principle, evolve antimicrobial resistance4,5. In ad-
dition to rupturing bacterial membranes, they act as
metabolic inhibitors1,2 and/or immunomodulators6. The
therapeutic potential of these multitasking molecules de-
serves much consideration7.

Cationic AMPs can single out bacteria through their
stronger binding affinity for the bacterial membranes.
The resulting selectivity can be quantified by the ratio
of two concentrations: the minimum hemolytic concen-
tration (MHC) and the minimum inhibitory concentra-
tion (MIC). The larger the ratio MHC/MIC is for a given
peptide, the more selective the peptide is. In a sizeable
range of peptide concentration (∼ µM) between MIC and
MHC, the peptide is active against bacteria while leaving

the host cells unharmed.
The selectivity of AMPs is influenced by a number of

factors such as their binding affinity for cell membranes,
peptide trapping in (dead) cells8–10, a peptide coverage
on cell membranes required for membrane rupture11–13,
and cell densities refs. Let P/L denote the molar ra-
tio of bound peptides to lipids. At the MIC or MHC,
P/L reaches a threshold value, P/L∗. The value of P/L∗

depends on the type of peptide and lipid11–13 and is typi-
cally larger for membranes containing lipids with smaller
headgroups such as phosphatidylethanolamine (PE) as
in bacterial membranes. At P/L∗, each cell consumes
a certain number of peptides with some of the peptides
trapped in the cell8–10. This implies that the MIC or
the MHC increases with increasing cell density; the ratio
MHC/MIC is cell-density dependent. The cell-density
dependence is often referred to as an inoculum effect8–10

and is known to enhance population survivability10.
A point related to the cell density dependence of pep-

tide selectivity is that peptide selectivity also depends
on the way it is measured14–16. For instance, it can be
obtained by combining MIC and MHC measured sep-
arately from bacteria-only and host-cell-only solutions,
respectively; in this work, the resulting selectivity is re-
ferred to as “non-competitive” selectivity. More realisti-
cally, it can be measured from a mixture of both types
of cells: competitive selectivity. In this case, the pres-
ence of host cells raises the MIC and influences the ratio
MHC/MIC.9,14,17 These two approaches generally lead to
different levels of selectivity. How the selectivity should
be measured has to reflect the biological setting of in-
fected sites (e.g., the degree of infection).

According to what is discussed above, peptide selectiv-
ity not only reflects peptide’s intrinsic properties such as
peptide charge and hydrophobicity, but it also depends
on external parameters such as cell densities. Does this
mean that the selectivity should be measured for a wide
range of cell selectivities and various combinations of host
cell and bacterial cell densities? Recent modeling efforts,



2

however, suggest that these two aspects (intrinsic and
extrinsic) are well separated14,16. With an appropriate
model, one can figure out the selectivity with varying
cell densities, once it is known at a low cell-density limit.
Furthermore, in the past, model lipid membranes, mim-
icking cell membranes, were often used for AMP exper-
iments11–13,18. How does the resulting selectivity differ
from the one measured for cells? Peptide trapping is one
of the determining factors in the latter but is insignificant
in the former.

Recently, we have examined theoretically peptide se-
lectivity under various conditions and clarified the effects
of peptide trapping on the selectivity, MHC/MIC.14 This
effort is relevant in the presence of an excess amount of
host cells or for a homogeneous solution of either bac-
teria or host cells. Here, we extend this effort and map
out various scenarios regarding the activity and selectiv-
ity of AMPs, which can be used to interpret selectivity
measurements or to assist with our endeavor in finding
optimized peptides (see Ref.16 for earlier effort).

The results reported in this work, which are relevant
for melittin-like peptides, suggest a rather nontrivial de-
pendence of the selectivity on the presence of host cells,
peptide trapping, and cell density. These effects or fac-
tors can enhance or reduce the selectivity depending on
how the densities of host cells and bacteria are chosen. In
most cases, they work in favor of the host cells, enhanc-
ing the selectivity. The presence of an excess amount of
host cells (5× 109 cells/mL) as in whole blood, however,
can raise the MIC more than 10-fold, proportionally with
the density of bacterial cells. The resulting MIC still falls
in a low-µM range as long as the bacterial cell density is
somewhat less than 5× 107 cells/mL.

Let CB and CH be the density of bacteria and host
cells, respectively, and Np the number of peptides
trapped in a cell. As we raise CB and CH coherently
so that CB = CH, the selectivity also increases in both
non-competitive and competitive cases. In the presence
of an excess amount of host cells, the selectivity decreases
with increasing CB in both cases, more so for larger Np.
In contrast, when CB = 5× 104 cells/mL is chosen, it in-
creases with increasing CH. Compared to the competitive
one, the non-competitive selectivity can be overestimated
by more than 2 orders of magnitude, depending on how
CB and CH are chosen.

We also clarify how the cell selectivity of AMPs dif-
fers from their membrane selectivity. While the selectiv-
ity based on model membranes is typically larger than
the corresponding cell selectivity, the difference between
competitive and non-competitive selectivity is generally
larger in the latter. Except for some differences, mem-
brane selectivity and cell selectivity of AMPs are qual-
itatively similar to each other. The former can provide
useful information about the latter and may assist with
our strategy for optimizing peptide selectivity. It is how-
ever important to use properly-chosen membrane param-
eters such as the surface area of the membrane as well as
biologically-relevant membrane densities. Finally, we test

and justify the approximate equations describing peptide
activity and selectivity we have recently introduced.14

In this work, we will focus our effort on presenting
a selectivity model in a pedagogical but yet systematic
manner. A detailed account of earlier experiments will
be skipped, since it can be found in a number of recent
papers (see for instance, Refs.8–10). In our consideration,
the only difference between model membranes and cells
comes from peptide trapping in the latter. We will often
use membrane densities and cell densities interchange-
ably; also MICs and MHCs refer to peptide concentration
beyond which membranes are ruptured, whether they are
model membranes or cell membranes.

This paper is organized as follows: In Sec. II, we
present a simple picture of how the activity and selectiv-
ity of AMPs vary with cell densities for a non-competitive
and competitive medium. Sec. III introduces a Langmuir
model of peptide binding. Sec. IV summaries the results
for peptide activity and selectivity as a function of cell
density; the effect of peptide trapping is highlighted.

II. CELL AND MEMBRANE SELECTIVITY OF
ANTIMICROBIAL PEPTIDES

In this section, we present a pedagogical approach to
peptide activity and selectivity, which shows how pep-
tide selectivity depends on cell densities. We start with
a homogeneous system of either bacterial or host cells,
referred to as a noncompetitive case, and turn to a mix-
ture of both types of cells, referred to as a competitive
case.

Before proceeding further, we introduce a few key pa-
rameters relevant for peptide activity and selectivity. A
key “extrinsic” parameter is the concentration of pep-
tides, denoted as Cp; so is the cell density, Ccell

8,10,15,16.
The surface area of each cell, Acell, matters15: doubling
Acell for given Ccell is equivalent to doubling Ccell for
given Acell. The peptide selectivity arises primarily from
different binding energies for bacterial and host-cell mem-
branes, denoted as wB and wH, respectively1,14–16. Mem-
brane rupture occurs in an all-or-none Ccell-dependent
manner11,12,19. Let P/L be the molar ratio of membrane-
bound peptides to lipids. At a certain value of Cp, i.e.,
C∗

p , P/L reaches a threshold value required for membrane

rupture, (P/L)
∗11–13,18; C∗

p is either MIC or MHC. Fi-
nally, Np denotes the number of trapped peptides per
cell. This needs to be taken with caution. Below C∗

p , we
assume that Np = 0. In this case, penetration of pep-
tides into a cell is expected to be a rare event, since it
involves overcoming a large free energy barrier for cross-
ing an otherwise intact cell membrane. At C∗

p , half of
the cell membranes are ruptured. Thus, Np can be inter-
preted as the number of peptides trapped in each dead
cell. Alternatively, it can be considered as the “average”
number of peptides trapped per cell at C∗

p : N∗
p . Here, we

employ this definition of Np, which is half of the num-
ber of trapped peptides in a dead cell. Beyond C∗

p , Np
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MIC = MIC0 + (P/L* × Acell/al + Np)/V MIC = MIC0 + 2 (P/L* × Acell/al + Np)/V

(i) (ii) (iii)volume V

freebound

area Acell

Cell density dependence of MIC (or MHC): homogeneous case
- -

+ + + + 

MIC ≈MIC0

FIG. 1. Cell-density dependence of C∗
p , i.e., either MIC or MHC: homogeneous or noncompetitive case. Cells are represented

by two concentric circles and peptides by filled (free) or unfilled circles (bound). As the peptide concentration Cp increase, their
surface coverage P/L (molar ratio of peptides to lipids) also increases and eventually reaches a thereshold P/L∗ at C∗

p . Even
in the single cell limit shown in (i), C∗

p > 0, because of the entropy of peptides, which favors unbinding. Imagine introducing
a second cell in (i), converting the system into the one in (ii). The number of peptides the first cell consumed is equal to
(P/L∗ ×Acell/al +Np), where al is the area of each lipid. In order to remain at P/L∗, an extra number of peptides should be
supplied. The required number of peptides is equal to this number. This will raise C∗

p by (P/L∗ ×Acell/al +Np) /V , where V
is the volume of the system: C∗

p(2 cells) = C∗
p(1 cell) + (P/L∗ ×Acell/al +Np) /V . The progression from (i)-(iii) shows that

C∗
p = C∗

p(1 cell) + (Ncell − 1) × (P/L∗ ×Acell/al +Np) /V ≈ C∗
p(1 cell) + (P/L∗ ×Acell/al +Np) × Ccell. When applied to

bacteria, this equation become MIC(Ccell) = MIC0 + (P/L∗ ×Acell/al +Np)Ccell, where MIC0 is MIC in the low-cell density
limit: Ccell → 0. The slope of this relation, (P/L∗ ×Acell/al +Np), is the total amount of peptides consumed per cell at
P/L = P/L∗; the ‘y’-axis intercept, (MIC)0, is set by the interaction of peptides with membranes among others. It is worth
noting that MIC0 is sensitive to the peptide parameters (e.g., peptide charge and hydrophobicity) but (P/L∗ ×Acell/al +Np)
is not. This suggests that MICs (MHCs as well) is less sensitive to peptide parameters at high cell densities; so is the ratio
MHC/MIC or peptide selectivity. Figure adapted with permission from Ref.15. Copyright 2015 American Chemical Society;
Reproduced with modifications from Ref.16 with permission from the Royal Society of Chemistry.

can be larger than N∗
p . But we ignore the possible weak

dependence of Np on Cp (see subsec. II B for further dis-
cussion). As a result, for Cp ≥ C∗

p , we use Np and N∗
p

interchangeably.

A. Homogeneous case

Fig. 1 illustrates how C∗
p depends on cell density Ccell

in a homogeneous or noncompetitive case, consisting of
one cell type (e.g., bacteria). Here, two concentric cir-
cles represent cells (membrane bilayers enclosing cells),
whereas small circles stand for peptides; if filled ones are
free or trapped, unfilled ones are membrane-bound. The
fraction of bound peptides is controlled by the balance
between entropy and energy. At a low peptide concentra-
tion, peptides are mostly free, because of a large entropic
penalty for binding; even at a single-cell limit (Fig. 1(i)),
a certain amount of peptides is needed in order for some
fraction of them to decorate the cell surface. As the pep-
tide concentration Cp increases, the balance is swayed
toward energy, which favors binding. As a result, the
surface coverage of peptides P/L (molar ratio of bound
peptides to lipids) also increases. Eventually, Cp reaches
C∗

p (either MIC or MHC), at which P/L = P/L∗. Even
in the single cell limit shown in (i), C∗

p > 0.
As the cell density increases, different cells compete for

peptides. Even though the binding is driven by energy,
this competition is entropic in origin and does not in-
volve cell-cell interactions. This is responsible for the
cell-density dependence of C∗

p . It can be worked out
progressively as shown in Fig. 1. Now imagine intro-
ducing a second cell in Fig. 1(i), converting the system
into the one in (ii). Because of the presence of the first
cell, there will be less peptides for the second one: at
Cp = C∗

p , the number of peptides the first cell con-

sumed is equal to
[
(P/L)

∗ ×Acell/al +Np

]
, where al is

the area of each lipid and Acell the surface area of each
cell. The presence of a second cell in (ii) is equivalent
to removing

[
(P/L)

∗ ×Acell/al +Np

]
in (i); (i) is at C∗

p .
In order to remain at P/L∗, an extra number of peptides
should be supplied. The required number of peptides is
equal to

[
(P/L)

∗ ×Acell/al +Np

]
. This will raise C∗

p by[
(P/L)

∗ ×Acell/al +Np

]
/V , where V is the volume of

the system:

C∗
p(2 cells) = C∗

p(1 cell) +

[(
P

L

)∗
Acell

al
+Np

]
1

V
. (1)

Here, C∗
p(1 cell) is either MIC or MHC in the single-cell

or low-cell-density limit.

The progression from (i)-(iii) shows how this analysis
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MIC ≈ MIC0 MIC = MIC0+ P/LH × AH/aHV
MIC = MIC0 + (P/LB* × AB/aB + NpB)/V    

+ 2 P/LH × AH/aHV

(i) (ii) (iii)volume V

(A) Cell density dependence of MIC: competitive case

area AH

freebound

area AB

- -

+ + + + + + + + 

MHC ≈ MHC0 MHC = MHC0 + (P/LB × AB/aB + NpB)/V MHC = MHC0 + (P/LH* × AH/aH + NpH)/V  
+ 2(P/LB × AB/aB + NpB)/V

(i) (ii) (iii)volume V

(B) Cell density dependence of MHC: competitive case

freebound

area AH

- -

+ + + + + + + + 

area AB

FIG. 2. Cell-density dependence of MIC (A) and MHC (B): competitive case. Cells are represented by two concentric
circles and peptides by filled (free or trapped) or unfilled circles (membrane-bound); if the blue circles represent bacterial
cells, the pink ones stand for host cells. Let Acell = AB or AH be the bacterial or host cell surface area, respectively;
aB and aH the lipid headgroup area of the bacterial or host-cell membranes, respectively; NpB and NpH the number of
trapped peptides in each bacterial and host cell, respectively; (P/L)B and (P/L)H are the molar ratio of bound peptides to
lipids on the bacterial and host-cell membranes, respectively. (A) The progression from (i)-(iii) suggests that MIC(Ccell) =
(MIC)0 +[AB/aB × (P/L)∗B +NpB]CB +AH/aH× (P/L)HCH. (B) Using a similar line of reasoning, we arrive at MHC(Ccell) =
(MHC)0 + [AH/aH × (P/L)∗H +NpH]CH + [AB/aB × (P/L)B +NpB]CB. If CH � CB, these equations can be simplified as
MIC(Ccell) ≈ (MIC)0 + AH/aB × (P/L)HCH and MHC(Ccell) ≈ (MHC)0 + [AH/aH × (P/L)∗H +NpH]CH. In this case, the
ratio MHC/MIC becomes independent of CB, as CH →∞ (while CB is held fixed). Imagine combining two data sets of data:
one set for bacteria only and one set for host cells only. If CH � CB, MHC/MIC → ∞ as CH → ∞. This limiting behavior
in the homogeneous case is exactly opposite to the one obtained for the corresponding competitive case. It explains how the
selectivity can be excessively overestimated, if homogenous solutions are used; it is more so if model membranes are used, since
peptide trapping tends to increase the selectivity in the heterogeneous case, but not in the corresponding homogeneous case.
Figure adapted with permission from Ref.15. Copyright 2015 American Chemical Society; Reproduced with modifications from
Ref.16 with permission from the Royal Society of Chemistry.

can be extended to the Ncell-cell case:

C∗
p = C∗

p(1 cell) +

[(
P

L

)∗
Acell

al
+Np

]
(Ncell − 1)

V

≈ C∗
p(1 cell) +

[(
P

L

)∗
Acell

al
+Np

]
Ccell, (2)

where the second equality holds if Ncell � 1, as is often

the case. This equation can be applied to a homogeneous
system of either bacteria or host cells. To distinguish
between the two cell types, the subscript ‘B’ and ‘H’ will
be used in place of the subscript ‘cell’. For instance, CB is
the bacterial cell density; AB is the bacterial cell surface
area; aB and aH are the lipid headgroup area of bacterial
and host-cell membranes, respectively; similarly, we can
interpret wB, wH, NpB, NpH, (P/L)

∗
B, and (P/L)

∗
H
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Eq. 2 becomes

MIC(CB) = MIC0 +

[(
P

L

)∗

B

AB

aB
+NpB

]
CB = MIC0 +

[
MIC0vp(

MIC0vp + ewB/kBT
) AB

Ap
+NpB

]
CB (3a)

MHC(CH) = MHC0 +

[(
P

L

)∗

H

AH

aH
+NpH

]
CH = MHC0 +

[
MHC0vp(

MHC0vp + ewH/kBT
) AH

Ap
+NpH

]
CH. (3b)

Here MIC0 and MHC0 are, respectively, the MIC and
MHC in the low-cell density limit: Cp(Ccell → 0) ≈
C∗

p(1 cell). In the second equality, we used an equa-
tion (Eq. 15) obtained in Sec. III to eliminate P/L∗ in
favor of MIC0 or MHC0, which are experimentally more
accessible parameters8–10.

Eq. 3 can be viewed as a function of cell density. Both
MIC and MHC increase linearly with the cell density.
The slope of the relation in Eq. 3, [(P/L)∗Acell/al +Np],
is the total number of peptides consumed per cell at
P/L = (P/L)

∗
; the ‘y’-axis intercept, either MIC0 or

MHC0, is set by the interaction of peptides with mem-
branes among others (see Sec. III). It is worth noting
that the y-intercept is sensitive to the peptide parameters
(e.g., peptide charge and hydrophobicity) but the slope
is not as sensitive (recall that the slope is just the num-
ber of peptides consumed per cell at C∗

p). The value of
P/L∗ reflects membrane curvature (peptide parameters
as well). It is larger for PE (phosphatidylethanolamine)-
containing (e.g., bacterial) membranes, which tend to
develop a negative curvature. This, however, does not
change P/L∗ by an order of magnitude. For the pep-
tide melittin, for instance, (P/L)

∗
B ≈ 0.02 and (P/L)

∗
H ≈

0.0111–13.

Because of the cell-density dependence, MICs or MHCs

are less sensitive to peptide parameters at high cell densi-
ties15,16; so is the ratio MHC/MIC or peptide selectivity.
Imagine combining MHC and MIC values obtained sepa-
rately for homogeneous solutions. The ratio MHC/MIC
increases with CH: the larger CH is, the larger the se-
lectivity is. As evidenced below, this does not correctly
represent the selectivity in a biological-relevant medium
(e.g., a mixture of host cells and bacteria) but tends to
overestimate it.

B. Competitive case

The homogeneous-case analysis in Fig. 1 can be ex-
tended to a mixture of bacterial and host cells, referred
to as a competitive case, as shown in Fig. 2. If the
concentric circles in blue represent bacterial cells, the
pink ones stand for host cells. Recall that Acell = AB

or AH is the bacterial or host cell surface area, re-
spectively. Fig. 2(i) shows a single bacterial cell at
the MIC. The introduction of a host cell in (ii) will
reduce the amount of peptides for the bacterial cell.
The extra number of peptides to maintain Cp at the
MIC is equal to [(P/L)H ×AH/aH +NpH]; similarly, in
(iii), the number of peptides that should be added is[
(P/L)

∗
B ×AB/aB +NpB

]
+ 2 [(P/L)H ×AH/aH].

The progression from (i)-(iii) suggests that

MIC(CB, CH) = MIC0 +

[(
P

L

)∗

B

AB

aB
+N∗

pB

]
CB +

(
P

L

)

H

AH

aH
CH (4a)

MHC(CB, CH)
?
= MHC0 +

[(
P

L

)∗

H

AH

aH
+NpH

]
CH +

[(
P

L

)

B

AB

aB
+NpB

]
CB. (4b)

Similarly to what is done with Eq. 3, using Eq. 15, one can eliminate P/L∗ in favor of MIC0 or MHC0:

MIC(CB, CH) = MIC0 +

[
MIC0vp(

MIC0vp + ewB/kBT
) AB

Ap
+NpB

]
CB +

MHC0vp(
MHC0vp + ewH/kBT

) AH

Ap
CH (5a)

MHC(CB, CH) = MHC0 +

[
MHC0vp(

MHC0vp + ewH/kBT
) AH

Ap
+NpH

]
CH +

[
MIC0vp(

MIC0vp + ewB/kBT
) AB

Ap
+NpB

]
CB. (5b)

If Np is set to zero as for model membranes, the sec-
ond equation in Eq. 4 or Eq. 5 can be obtained from the

first one by swapping the role of bacteria with that of
host cells. Here (P/L)H in Eq. 4a is the surface cover-
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age of peptides on the host cells evaluated at Cp = MIC,
whereas (P/L)B in Eq. 4b is the surface coverage of pep-
tides on bacteria evaluated at Cp = MHC.

Note that these two lines of equations in Eq. 4 or Eq. 5
are not symmetric with respect to the exchange in role
between host cells and bacteria for the obvious reason: as
Cp increases, the MIC will be reached first. This explains
why the last term in Eq. 4a or Eq. 5a does not contain
NpH. In other words, (P/L)H < (P/L)

∗
H in Eq. 4a. In

contrast, (P/L)B > (P/L)
∗
B in Eq. 4b. As a result, over

a sizeable Cp range, the peptide under consideration is
active against bacteria only and is thus selective.

Also, Eq. 4b and Eq. 5b need to be understood with
caution. Beyond (P/L)

∗
B, some of bound peptides start

to rupture the membranes by forming pores, for instance.
The last term in these equations may be interpreted as
the total amount of bound peptides whether on the mem-
brane surface or in pores. As a result, wB needs to be
interpreted accordingly. As it turns out, the term inside
[...] in Eq. 5b is dominated by Np (see below). Further-

more, wH in Eq. 5a is not constant but can vary with
(P/L)H. The main source of this dependence is the elec-
trostatic interaction between bound peptides. But this
dependence is generally weak, since the distance between
bound peptides for P/L ≤ (P/L)

∗ ≈ 0.01 is typically
larger than the Debye screening length, rD, beyond which
the electrostatic interaction is exponentially screened. At
(P/L)

∗
= 0.01, the typical distance between the adjacent

peptides is ≈
√

100× 70Å ≈ 80Å. This is appreciably
larger than the screening length under physiological con-
ditions (e.g., in the presence of 100 mM of monovalent
salts): rD ≈ 10Å. Finally, in Eq. 4a, NpB is the number
of trapped peptides in each cell above the MIC. The value
of this parameter will eventually be determined by chem-
ical equilibrium between trapped peptides and those on
the membrane or in the bulk. The energetics of this is
unknown and can be influenced by a number of factors
such as peptide’s interaction with cellular components
and crowding in the cell. In our consideration, we ignore
this complexity and approximate NpB in Eq. 4b by N∗

pB.

It is worth noting that Eqs. 3 and 4 are a special case of the following relations:

Cp =
1

vp
·

Ap

aB

(
P
L

)
B

1− Ap

aB

(
P
L

)
B

ewB/kBT +

[(
P

L

)

B

AB

aB
+NpB

]
CB +

(
P

L

)

H

AH

aH
CH (6a)

=
1

vp
·

Ap

aH

(
P
L

)
H

1− Ap

aH

(
P
L

)
H

ewH/kBT +

[(
P

L

)

H

AH

aH
+NpH

]
CH +

[(
P

L

)

B

AB

aB
+NpB

]
CB. (6b)

Here, Np is a function of P/L and is generally different from N∗
p ; Np = N∗

p for P/L = (P/L)
∗

and Np = 0 for

P/L < (P/L)
∗
. The first term in each line is inspired by Eq. 14; wB and wH are, respectively, the binding energy of

a given peptide on bacterial and host-cell membranes (see Sec. III for details). If evaluated at (P/L)B = (P/L)
∗
B, the

first term on the right hand side of Eq. 6(a) is MIC0; the first term in Eq. 6(b) can be interpreted similarly. Strictly
speaking, both wB and wH have a weak dependence on P/L. At the relevant range of P/L around P/L∗, however,
this dependence can be neglected as discussed above.

For given values of Cp and cell densities (CB and CH), the two equations in Eq. 6 can be solved simultaneously for
P/L: (P/L)B and (P/L)H. Initially, we set Np = 0 and increase Cp gradually from zero. At some value of Cp, i.e.,
C∗

p = MIC, (P/L)B will reach (P/L)
∗
B. We then increase Cp further until (P/L)H = (P/L)

∗
H. The resulting Cp is the

MHC. In this step, NpB in the last term of Eq. 6b needs to be set to an appropriately-chosen value. For practical
purposes, however, this extra complication can be ignored, since it will not change the MHC in any significant way.
To understand this, recall that (P/L)B (AB/aB) � NpB. As a result, P/L evaluated with Np = 0 can approximate
the P/L term inside [...] in Eq. 6.

It is worth noting that the values of MIC0, MHC0,
NpB, andNpH can be obtained from noncompetitive mea-
surements. If these values are fed into Eq. 5 (or Eq. 3),
the cell-density dependence of peptide selectivity can, in
principle, be mapped out. The term in front of CB or
CH in Eq. 4 and Eq. 5 (i.e., the one inside [...] in Eq. 4
or Eq. 5, respectively) can be interpreted as the total
number of peptides consumed per cell; recall N∗

p is the
value of Np at C∗

p (e.g., MIC); (P/L)H in Eq. 4a is the
surface coverage of peptides on the host-cell membranes
at Cp = MIC. As indicated below Eq. 4, it is assumed
that MHC0 > MIC0: peptides are selective, i.e., at the
MIC, host cells remain intact. As a result, these relations

are not fully symmetric with respect to the exchange be-
tween the subscripts ‘B’ and ‘H’. Finally, note that the
term [(P/L)B (AB/aB) +NpB] in Eq. 4b is larger than
[...] in Eq. 4a, since the former is evaluated at a larger
value of Cp.

It will be instructive to compare the two terms inside
[...] in Eq. 4 or Eq. 5: the number of membrane-bound
peptides and the number of adsorbed peptides per cell.
For this consideration, we invoke some simplification: a
cell viewed as a sack of molecules enclosed by a mem-
brane bilayer. For E. coli as a representative bacterium,
AB ≈ 12µm2, which is twice the area of each layer (either
inner or outer) in the cytoplasmic membrane. Since aB ≈
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aH ≈ 70 Å
2
, AB/aB ≈ 1.7 × 107. For the peptide melit-

tin, (P/L)
∗
B ≈ 0.02 and (P/L)

∗
H ≈ 0.01.11–13 We thus

find (P/L)
∗
B (AB/aB) ≈ 3.4× 105. This number is much

smaller than NpB ≈ 107-108.10 For the outer E. coli mem-
brane, (P/L)

∗
B is several fold larger,18,20 but this does not

change the picture. For human red blood cells as repre-
sentative host cells, AH ≈ 17AB and AH/aH ≈ 2.9× 108.
As a result, we obtain (P/L)

∗
H (AH/aH) ≈ 2.9 × 106,

which is smaller than NpH ≈ 107.8,9 The main source of
inoculum effects is the trapping of peptides inside dead
cells (i.e., at or above (P/L)

∗
).

The analysis above implies that only the last term in
Eq. 4a or Eq. 5a has an explicit dependence on the bind-
ing energy wH for given MIC0 and MHC0. As a result,
both the MIC and the MHC in Eqs. 4 and 3 are not sen-
sitive to wB for a fixed value of MIC0. Also, the MIC
in Eq. 4a can be sensitive to wH, whereas the MHC in
Eq. 4b is not. For the homogeneous case in Eq. 3, none of
the MIC and the MHC is “explicitly” sensitive to wB or
wH. For this reason, we favor Eq. 5 over Eq. 4. This con-
sideration suggests that a realistic value of wH is needed
to estimate the MIC in Eq. 5a.

Furthermore, one can show that the trapping of pep-
tides inside a cell will not change C∗

p(1 cell), i.e., either
(MIC)0 or (MHC)0. This quantity is dictated by cell’s
susceptibility against a given peptide, i.e., it is intrinsic
to the type of cell and peptide. Otherwise it would re-
flect such external parameters as cell density. But this
contradicts the meaning of C∗

p(1 cell). Indeed, peptide
trapping in a cell reduces the amount of peptides for the
cell surface. In the single-cell limit, however, this will
not change the bulk peptide concentration in any signif-
icant way. Thus the effect of peptide trapping on C∗

p is
insignificant (see Sec. III for additional details).

Because of peptide trapping in cells (the main inocu-
lum effect), C∗

p will increase more rapidly with Ccell. It
makes steeper the slope of a C∗

p curve versus Ccell. Oth-
erwise, the general features of our analysis in subsec. II A
and II B remain relevant, e.g., an excessive overestima-
tion of peptide selectivity in a noncompetitive environ-
ment, if the cell density is much higher for host cells.

C. Limiting cases

It proves instructive to take some mathematical limits
and simplify Eq. 4 or Eq. 5. First, consider the case CB =
CH. In the low cell-density limit, i.e., CB = CH → 0, the
MIC and MHC in Eq. 4 reduce to MIC0 and MHC0,
respectively, as there is no competition between differ-
ent cells (or membranes). As a result, the distinction
between the competitive and noncompetitive cases dis-
appears in this limit.

In the high-cell-density case, for simplicity, let’s as-
sume that AB = AH and Np = 0, as is often

the case for lipid bilayers, and aB = aH (≈ 70Å
2
),

which is a good approximation. (If AH 6= AB,
this analysis is applicable to the case: ABCB =

AHCH.) The competitive selectivity, MHC/MIC,
becomes cell-density independent: MHC/MIC ≈
[(P/L)B + (P/L)∗H] / [(P/L)∗B + (P/L)H] & 1. To under-
stand the origin of the inequality, note that (P/L)B in
the numerator is larger than (P/L)∗B and (P/L)H in the
denominator is smaller than (P/L)∗H, because of stronger
binding affinity of peptides for bacterial cell membranes.
Thus MHC/MIC in this limit will get saturated at some
constant larger than 1.

In the noncompetitive case, however, the ra-
tio MHC/MIC approaches the following constant:
(P/L)∗H/(P/L)∗B. The threshold P/L is better known
for lipid bilayers mimicking cell membranes than for cell
membranes. As noted in subsec. II A, because of the
presence of PE (phosphatidylethanolamine) in bacterial
cell-membrane mimics, (P/L)∗B somewhat larger than
(P/L)∗H. In the large cell-density limit in the noncom-
petitive case, we thus have MHC/MIC . 1. There is a
noticeable difference between the competitive and non-
competitive cases in the large cell-density limit; the se-
lectivity is higher in the former case.

If CH � CB, Eq. 4 can be simplified as MIC ≈
(MIC)0 + AH/aH × (P/L)HCH and MHC ≈ (MHC)0 +
AH/aH × (P/L)∗HCH. Note that the MIC in this case is
much larger than the MIC for the corresponding bacteria-
only case and the MHC here is approximately equal to
the MHC for the corresponding host-cell-only case, as il-
lustrated in Fig. 3. Accordingly, the ratio MHC/MIC is
roughly independent of CB and approaches a constant of
order 1, as CH →∞ (while CB is held fixed).

Imagine combining two sets of data: one set for bacte-
ria only and one set for host cells only, i.e., two homoge-
neous cases in Eq. 3. Second, if CH � CB, MHC/MIC→
∞ as CH → ∞. This limiting behavior in the homoge-
neous case is opposite to the one obtained for the corre-
sponding competitive case (see Fig. 3). It explains how
the selectivity can be excessively overestimated.

When Np 6= 0 and AB 6= AH, the analysis above
should reflect this. But the difference is often quantita-
tive rather than qualitative, as discussed in Sec. IV.

A full analysis of Eq. 4 or Eq. 5 is involved, since
it requires the determination of (P/L)B and (P/L)H
with varying Cp and identify the value of Cp at which
(P/L)B = (P/L)

∗
B or (P/L)H = (P/L)

∗
H. In some rele-

vant limits, we can use Eq. 4 to map out a few scenarios
regarding peptide selectivity. In the competitive case, if
CH � CB as in whole blood, Eq. 4 can be approximated
as

MIC(CB, CH) ≈ (MIC)0 +

(
P

L

)

H

AH

aH
CH (7a)

MHC(CB, CH) ≈ (MHC)0 +

[(
P

L

)∗

H

AH

aH
+N∗

pH

]
CH.

(7b)

Here (P/L)H is to be evaluated at Cp = MIC. Chemical
equilibrium between free and bound peptides (see Eq. 13
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u
n

Peptide selectivity for the case CH ≫ CB: noncompetitive versus competitive
(i) noncompetitive (ii) competitive

MIC(i)≪MIC(ii). MHC(i) ≈ MHC(ii). MHC/MIC(i)≫MHC/MIC(ii).

- -

FIG. 3. Peptide selectivity for a noncompetitive (homogeneous) (i) versus competitive (heterogeneous) case (ii). It is assumed
that CH � CB. In this case, whether the selectivity is measured noncompetitively (i) or competitively (ii) has a profound
impact on the selectivity. It can be excessively overestimated in the noncompetitive case (i) with reference to the corresponding
competitive case (ii), since the MIC is much larger for the latter case. The opposite is true if CH � CB. Figure adapted
with permission from Ref.15. Copyright 2015 American Chemical Society; Reproduced with modifications from Ref.16 with
permission from the Royal Society of Chemistry.

in Sec. III) leads to

MIC(CB, CH) ≈
(
P

L

)

H

AH

aH
CH +

1

vp
·

Ap

aH

(
P
L

)
H

1− Ap

aH

(
P
L

)
H

ewH/kBT , (8)

where wH is the binding energy of a peptide on the host-cell membrane (see Sec. III). This can be used to eliminate
(P/L)H in Eq. 7(a); similarly (P/L)

∗
H can be eliminated in favor of MHC0:

MIC(CB, CH) ≈ MIC0 +
MIC0vp(

MIC0vp + ewH/kBT
) AH

Ap
CH (9a)

MHC(CB, CH) ≈ MHC0 +

[
MHC0vp(

MHC0vp + ewH/kBT
) AH

Ap
+N∗

pH

]
CH. (9b)

The MIC expression in this equation is strikingly different from the one in the homogeneous case in Eq. 3(a). Similarly
to our earlier analysis in subsec. II B and in Fig. 3, for CH � CB, the competitive MIC is much larger than the
noncompetitive one. This results in much smaller selectivity in the competitive case.

For the case CH � CB, the ratio MHC/MIC become

MHC

MIC
≈

MHC0 +
[(

P
L

)∗
H

AH

aH
+N∗

pH

]
CH

MIC0 +
MIC0vp

(MIC0vp+ewH/kBT )
AH

Ap
CH

=

MHC0 +

[
MHC0vp

(MHC0vp+ewH/kBT )
AH

Ap
+N∗

pH

]
CH

MIC0 +
MIC0vp

(MIC0vp+ewH/kBT )
AH

Ap
CH

. (10)

This implies that peptide trapping in host cells enhances peptide selectivity. Compared to the case N∗
pH ≈ 0, more

peptides will be needed in order for (P/L)B to reach (P/L)
∗
B for N∗

pH � 1. Since the second term inside [...] in the
numerator of Eq. 10 is larger than the first term roughly by an order of magnitude, the effect of peptide trapping is
about 10-fold.

So far, we have used a simple biophysical picture to
explore how peptide selectivity depends on cell densities
and on the way it is measured (i.e., competitive versus
noncompetitive). The y-intercepts, MIC0 and MHC0,
may be considered as fitting parameters. They can be
related to more microscopic parameters. In the next sec-

tion, we recapture the main results in this section; we
then relate MIC0 and MHC0 to the biophysical parame-
ters of peptides and membranes.
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III. LANGMUIR BINDING MODEL

In this section, using a Langmuir-type model for molec-
ular binding21, we derive the main results presented in
Sec. II and relate MIC0 and MHC0 to the biophysical
parameters of peptides and membranes. Note that such
a model was already considered recently15,16. Here, we
recapture the essence of this consideration and general-
ize it to include peptide trapping in a cell. It suffices to
focus on the homogeneous case, since the dependence of
peptide activity on cell densities in the competitive case
is already obvious from Eq. 4 or Eq. 5.

In this model, peptides are either “free” (in the bulk)
or “bound”; bound peptides are further classified as ad-
sorbed to the cell surface or trapped inside a cell (see
Fig. 1). Initially, peptide binding occurs on the outer
membrane layer or the outmost one in the case of Gram-
negative bacteria. Adsorbed peptides will be eventually

symmetrically distributed between the two layers after
or even prior to membrane rupture22,23 For simplicity,
we ignore peptide trapping below C∗

p within typical ex-
perimental time scales. Indeed, it was shown that a
large amount of trapped peptides were observed in dead
bacterial cells, not dividing cells10. At and beyond C∗

p ,
the amount of bound peptides is determined by chemical
equilibrium between free and bound.

Let w and u be the adsorption and trapping energy,
respectively. The value of w is typically more negative
for bacterial membranes containing a large fraction of an-
ionic lipids. It is worth noting that w is an effective pa-
rameter in which the effect of lipid demixing and peptide-
peptide interactions on the membrane surface are sub-
sumed (see Ref.16 for details). Similarly, u takes into
account the interactions of a peptide with intracellular
components as well as their mutual interactions inside
the cell; it is also influenced by molecular crowding in
the cell24,25.

Let Cp be the total concentration of peptides whether free or bound, σp [= (P/L)/al] the planar density of adsorbed
peptides and Ap the area occupied by a bound peptide; np the density of trapped peptides and vp the volume of each
peptide; np = 0 for P/L < P/L∗ and np = Np/Vcell for P/L = P/L∗, where Vcell is the volume of each cell. In our
Langmuir model, the chemical potential of bound peptides µbound at and above P/L∗ can readily be obtained as

µbound

kBT
=

w

kBT
+ ln

(
σpAp

1− σpAp

)
=

u

kBT
+ ln

(
npvp

1− npvp

)
. (11)

Here and below, kB is the Boltzmann constant and T the temperature. The log term is related to the number of ways
in which bound peptides are distributed on the membrane surface or inside the cell. The second equality holds in
chemical equilibrium between adsorbed and trapped peptides.

The chemical potential of free peptides is

µfree

kBT
= ln {[Cp − Ccell (σpAcell + npVcell)] vp} . (12)

Note that the expression inside [...] is the concentration of free peptides and the term inside (...) is the inoculum size;
recall that Acell is the cell surface area and Vcell denotes the volume of the cell.

By equating the two chemical potentials in Eqs. 11 and 12, we obtain

Cp =
1

vp
·

Ap

al

(
P
L

)

1− Ap

al

(
P
L

)ew/kBT +

[
Acell

al

(
P

L

)
+ npVcell

]
Ccell (13a)

=
1

vp
· npvp

1− npvp
eu/kBT +

[
Acell

al

(
P

L

)
+ npVcell

]
Ccell. (13b)

In this final expression, we eliminated σp in favor of P/L via the relation σpal = P/L (with al as the lipid head-group
area). In the absence of peptide trapping in cells (or below C∗

p), Eq. 13(a) with np = 0 describes chemical equilibrium
between free and adsorbed peptides; Eq. 13(b) becomes irrelevant.

At C∗
p , i.e., either MIC or MHC,

C∗
p =

1

vp
·

Ap

al

(
P
L

)∗

1− Ap

al

(
P
L

)∗ ew/kBT +

[
Acell

al

(
P

L

)∗
+ n∗pVcell

]
Ccell (14a)

=
1

vp
· n∗pvp

1− n∗pvp
eu/kBT +

[
Acell

al

(
P

L

)∗
+ n∗pVcell

]
Ccell. (14b)

Here n∗pVcell = N∗
p can be interpreted as the total number of peptides trapped in each cell at Cp = C∗

p .
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The relation in Eq. 14 shows how C∗
p varies with Ccell for a given w value: C∗

p is insensitive to Ccell for Ccell ≈ 0
but it increases approximately linearly with Ccell for a sufficiently large Ccell. Comparison between Eq. 14 and Eq. 3
leads to the following relation

MIC0 =
1

vp
·

Ap

aB

(
P
L

)∗
B

1− Ap

aB

(
P
L

)∗
B

ewB/kBT =
n∗pB

1− n∗pBvp
euB/kBT (15a)

MHC0 =
1

vp
·

Ap

aH

(
P
L

)∗
H

1− Ap

aH

(
P
L

)∗
H

ewH/kBT =
n∗pH

1− n∗pHvp
euH/kBT . (15b)

Here the subscript ‘B’ and ‘H’ refer to bacteria and host cells, respectively. Both MIC0 and MHC0 are exponentially
sensitive to w or u but they are not as sensitive to other quantities. This energy scale is the main determinant of
peptide selectivity. The results in Eq. 15 can be used in Eq. 4 (competitive) or in Eq. 3 (noncompetitive).

It is worth mentioning that we will not attempt to solve
Eq. 13 for np, partly because the energetics involved in
peptide trapping (i.e., u) is not well known. Instead,
we will use suitable values of npVcell = Np ≈ N∗

p , the
number of peptides trapped in each cell, inspired by re-
cent experiments8–10. With this simplification, Eq. 13
can readily be extended to the competitive case shown
in Fig. 2. The cell-density dependence of Cp is obvious
in light of the discussion in subsec. II B; one can readily
write down Eq. 6.

IV. RESULTS

In this section, we present the results for peptide activ-
ity and selectivity obtained for model membranes (sub-
sec. IV A) and cells (subsec. IV B). Recall that the main
difference between the two comes from peptide trapping
in the latter case. As evidenced below, MIC0 and MHC0

are chosen differently for the two cases. If calculated val-
ues of these quantities are used for model membranes,
they are chosen appropriately for cells. For instance, the
value MIC0 = 5µM that we use is to reflect recent ex-
periments10.

A. Membrane selectivity

Following Sec. II, we first present our results for pep-
tide activity and selectivity without taking into account
peptide trapping using peptide parameters relevant for
the peptide melittin15,16: peptide charge Q = 5 (?),

(P/L)
∗
B = 1/48, (P/L)H = 1/99,11–13 vp = 333Å

3
, and

Ap = 400Å
215,16. For this peptide, w was mapped out

for model membranes, mimicking bacterial and host-cell
membranes: wB = −16.6kBT and wH = −6.72kBT .16

Also, aB = 74Å
2

(al for bacterial membranes), aH =

71Å
2

(al for bacterial membranes)11–13, AB = 1.2 ×
109Å

2
= 12µm2 (as for E. coli, and AH = AB or

AH = 17AB as for human red blood cells15. Note here
that this value of AB is two times the surface area of

E. coli (≈ 6µm2)26. This is to reflect the symmetrical
binding of peptides on the inner and outer layers of the
cytoplasmic membrane. Finally we set Np = 0 as ex-
pected for model membranes.

We have solved Eq. 3 for the noncompetitive case
and Eq. 4 for the competitive case (both together with
Eq. 15). This is equivalent to solving Eq. 6 for P/L at
and found Cp at which P/L is equal to P/L∗, as dis-
cussed below Eq. 6. In Fig. 4, the resulting C∗

p , either
MIC or MHC, as well as the ratio MHC/MIC are shown
as a function of cell density. When CH (CB) is held fixed,
the x axis represents CB (CH); for the case CH = CB, it
indicates both CH and CB. If the competitive cases are
represented by dashed lines with filled symbols, the non-
competitive ones are described by solid lines with open
symbols.

As shown in Fig. 4(A) and (B), both MICs and MHCs
increase with increasing cell density (CH or CB), as sug-
gested by Eqs. 3 and 4. For AH = 17AB, the pres-
ence of a large amount of host-cell membranes (CH =
5 × 109 cells/mL) raises the MIC by an order of magni-
tude as long as CB . 5 × 105 cells/mL; for AH = AB,
however, its impact on the MIC appears to be minor.
There is no essential difference between the three cases
in (A): (i) CH = CB, AH = AB, (ii) CH = 0, AH = AB,
and (iii) CH = CB, AH = 17AB (labelled as (i), (ii), (iii),
respectively, in the legend); in these cases, the MIC is
insensitive to the presence of host-cell membranes or the
value of AH. As CB increases, the MIC curves eventually
collapse onto each other. In this case, it is dominated by
the CB-dependent term in Eq. 4a or Eq. 5a.

As shown in 4(B), in the presence of a large amount
of host-cell membranes (CH = 5 × 109 cells/mL), the
MHC obtained with AH = 17AB is about ten-fold larger,
as long as CB . 108 cells/mL. There is no essential
difference between the MHC curves obtained with (i)
CH = CB, AH = AB, (ii) CB = 0, AH = 17AB, and
(iii) CB = 5 × 105 cells/mL, AH = 17AB (labelled as
(i), (ii), and (iii), respectively, in the legend). The sim-
ilarity between (ii) and (iii) means that the presence of
5 × 104 cells/mL of bacterial cell membranes does not
have any noticeable impact on the MHC; at a low CH

range, the MHC is dominated by MHC0. The similar-
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FIG. 4. Cell (membrane)-density dependence of MIC, MHC, and MHC/MIC for the noncompetitive and competitive cases,
represented by solid lines with unfilled symbols and dashed lines with filled symbols, respectively. When CH (CB) is held fixed,
the ‘x’ axis should be interpreted as CB (CH); for the case CH = CB, it stands for both CH and CB. We have chosen the
parameter as follows: the peptide charge Q = 5 (as for melittin); the bacterial cell surface area AB = 12µm2 (suitable for

E. coli); the host cell surface area AH = AB and AH = 200µm2 ≈ 17 × AB (as for human red blood cells); aB = 71 Å
2

and

aH = 74 Å
2
; P/L∗

B = 1/48 and P/L∗
H = 1/9911–13; vp = 333Å

3
, and Ap = 400Å

215,16; wB = −16.6 kBT and wH = −6.72 kBT
16

as for the peptide melittin. (A)-(B) In all cases, both MICs and MHCs increase with increasing cell (membrane) density (CH

or CB), as expected from Eq. 4a or Eq. 5a. Also, the presence of a large amount of hot-cell membranes (CH = 5×109 cells/mL)
raises both the MIC and the MIC as long as CH � CB – almost by an order of magnitude for the case AH = 17AB. There is no
essential difference between the three cases labelled as (i), (ii), and (iii) in the legend in (A): the presence of an equal amount
of host-cell membranes (CH = CB) does not influence the MIC in any noticeable way. Similarly, the curves labelled as (i), (ii),
and (iii) tend to collapse onto each other in (B), as if the presence of an equal amount of bacterial membranes (CH = CB) does
not seem to have any noticeable impact on the MHC. But this is a coincidence. Indeed, for AH = AB, the non-competitive
MHC curve deviates from and fall below these curves. The selectivity, as measured by MHC/MIC, in (C) decreases as the
membrane density increases; in both competitive and noncompetitive cases, we chose CH = CB. The difference between the
competitive and noncompetitive cases becomes obvious when the cell density is & 108 cells/mL, in which the selectivity is higher
for the former case. Also the selectivity is higher for the larger AH case as long as CB = CH & 108 cells/mL. In (D), except
for the red dashed curve, CH = 5 × 109 cells/mL but CB varies. Similarly to what the graphs in (C) suggests, the selectivity
in (D) decreases as CB decreases. Compared to the competitive case represented by the blue dashed curve with filled squares,
the corresponding noncompetitive case overestimates the selectivity by about one order of magnitude at a low CB range of
CB . 105 cells/mL. Also shown is the red dashed line with inverted triangles obtained with CB = 5× 104 cells/mL. This curve
is nearly flat in the CH range shown.

ity between (i) and (ii) (or (iii)) is, however, a coinci-
dence. Indeed, with different parameter choices, the two
cases deviate from each other15. As one way to see this,
imagine increasing the value of AH in (ii). The corre-

sponding curve will shift to the right. Finally, the MHC
obtained with CB = 0 and AH = AB falls below the other
curves, e.g., the curve representing the case (ii), as long
as CH & 108cells/mL. This is well aligned with the AH
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FIG. 5. Cell-density dependence of MIC (A) and MHC (B) for the noncompetitive and competitive cases, represented by
unfilled symbols (or solid lines with unfilled symbols) and dashed or dotted lines with filled symbols, respectively. When CH

(CB) is held fixed, the ‘x’ axis represents CB (CH); for the case CH = CB, it indicates both CH and CB (the results for this case
are included in all the graphs). We have chosen the parameters as follows: MIC0 = 1µM and MHC0 = 5µM; wB = −16.6 kBT
and wH = −6.72 kBT ; the peptide charge Q = 5 (as for melittin); the bacterial cell surface area AB = 12µm2 (suitable for E.

coli); the host cell surface area AH = 200µm2 ≈ 17× AB (as for human red blood cells); the lipid headgroup area aB = 71 Å
2

and aH = 74 Å
2
. In all cases shown in (A) and (B), both the MIC and MHC increase with increasing cell density (CH or CB),

as expected from Eq. 4(a) and (b). (A) (Left) The presence of host cells increases the MIC, more so for larger Np, as long as
CB . 5× 108 cells/mL; for this, compare the two curves obtained with CH = 5× 109 cells/mL and CH = 0. The MIC remains
. 10µM if CB . 5 × 107 cells/mL. If CB & 5 × 108 cells/mL, the presence of host cells does not have a significant impact on
the MIC; in this case, peptide trapping in bacterial cells is a determining factor. For the same value of Np, different curves
representing different values of CH collapse onto each other for sufficiently large CB: CB & 5 × 108 cells/mL. In all cases, the
MIC increases more rapidly with CB for larger Np. There is no noticeable difference between the two cases: CB = CH and
CH = 0 for given Np. In this case, the main source of inoculum effects is the trapping of peptides in bacterial cells. (A) (Right)
The results obtained with CB = 5 × 104 cells/mL (the two bottom curves) indicate that the MIC increases “slowly” with CH

(see Eq. 4). At the MIC, host cells are below the MHC. As a result, the binding of peptides to the host-cell membrane is
responsible for the increase of MIC with CH. This also explains why there is no essential difference between the two cases:
CB = CH and CH = 0 for given Np. (B) (Left) When CH = 5× 109 cells/mL, the MHC is large and remains roughly flat as CB

increases up to CB = 109 cells/mL. It is obviously larger for the larger Np case (squares or diamonds); it can be two orders of
magnitude larger than MHC0. In all other cases, the MHC increases with increasing cell densities: either CB or CH. Also the
MHC is larger for the competitive case CB = CH compared to the corresponding non-competitive case CB = 0: at the MHC,
the bacterial cells are above the MIC and the resulting peptide trapping in the bacterial cells raises the MHC. (B) (Right)
The presence of a small concentration of bacteria (i.e., CB = 5× 104 cells/mL) does not alter the MHC in any significant way.
Also the MHC increases faster with CH or CB for larger Np, as expected from Eq. 4(b). The competitive curve obtained with
CB = CH is similar to the corresponding noncompetitive one obtained with CB = 0.
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dependence of the MHC in Eq. 4b or Eq. 5b.

The MIC and MHC results in Fig. 4(A) and (B) sug-
gest that the presence of bacterial membranes influences
MHCs more effectively than the presence of host cell
membranes influences MICs. For this, compare the two
curves obtained with (i) CH = CB, AH = AB and (ii)
CH = 0, AH = AB in (A) as well as those obtained with
(i) CH = CB, AH = AB and CB = 0, AH = AB in (B).
This difference can be attributed to the stronger binding
of peptides to bacterial membranes.

In the competitive case with an excessive amount of
host cells (CH = 5 × 109 cells/mL), however, MICs in
(A) and MHCs in (B) are much larger than in the other
cases as long as CB � CH. This is consistent with what
Eq. 4 or Eq. 5 suggests: the presence of a large amount
of host cells increases both MICs and MHCs. Also the
MIC or the MHC is generally larger for AH = 17AB

than for AH = AB, as long as CH & CB. As discussed
in Sec. II, increasing AH is equivalent to increasing CH.
This explains the observation of larger MHCs for larger
AH.

The ratio MHC/MIC measures peptide selectivity.
Our results for this ratio are shown in Fig. 4(C) and (D).
In (C), CB = CH; in (D), except for the red dashed line,
CH = 5 × 109 cells/mL but CB is allowed to vary. In all
cases, the selectivity decreases (or remains flat), as the
cell density increases as discussed in Sec. II. In (C), the
difference between the competitive and noncompetitive
cases for AH = AB becomes obvious when the cell den-
sity is & 108 cells/mL, in which the selectivity is higher
for the former case. This is correlated with the obser-
vation that MHCs are higher for the competitive case in
this range of cell density as shown in Fig. 4(B). Also, the
selectivity is higher for the larger AH case.

The competitive case in (D), except for the red dashed
line, contains a large amount of host cells (CH = 5 ×
109 cells/mL) as well as bacterial cells with variable CB.
In the noncompetitive measurement, MHCs obtained
with the choice CH = 5 × 109 cells/mL were combined
with MICs. Similarly to what the graphs in (C) sug-
gests, the selectivity in (D) decreases as the density CB

decreases. However, the selectivity in the noncompeti-
tive case is overestimated compared to the corresponding
competitive case, as long as CB . 107-108 cells/mL �
CH. For the large AH case, it is overestimated by up to
an order of magnitude.

This finding is well aligned with the view that the
selectivity measured in a noncompetitive manner (with
CH � CB) can be an experimental illusion.27 The re-
sults in (D) also clear up possible confusions. Even in the
presence of a large amount of host cells, the selectivity
measured in a competitive environment is not an experi-
mental artifact. It just reflects correctly the cell-density
dependence of the selectivity, presented in Sec. II.

B. Cell selectivity: inoculum effects

We have also solved Eq. 5 or equivalently Eq. 4 with
realistic choices of Np and mapped out various scenarios
for peptide activity and selectivity. One of the challenges
in this effort is that the parameters in these equations
are not well known for real cells. In particular, wB for
Gram-negative bacteria should take into account the pep-
tide interaction with their outer membrane (OM), among
others; recall that this is an effective parameter, in which
microscopic details (e.g., peptide charge, peptide interac-
tion with the OM) are subsumed. This quantity has only
recently been mapped out theoretically for the interac-
tion of melittin-like peptides with model membranes16.
For the reasons explained in Sec. II, the dependence of
peptide activity on wB is reflected mainly through MIC0.
Furthermore, the MIC and the MHC in the homogeneous
case in Eq. 3 do not depend sensitively on wB or wH for
given MIC0 and MHC0.

Here we do not attempt to calculate the effective bind-
ing energy w (either wB or wH) for real cells and use it in
the computation of MIC0 and MHC0. Instead, we start
with conveniently-chosen but biophysically-relevant val-
ues of MIC0 and MHC0: MIC0 = 1µM and MHC0 =
5µM. For simplicity, the number of trapped peptides
Np is chosen to be the same for bacteria and host cells:
Np = 0, 107, 5× 107. Otherwise, we choose the same pa-
rameters used in Fig. 4: the bacterial cell surface area
AB = 12µm2 (suitable for E. coli); the host cell surface
area AH = 200µm2 ≈ 17 × AB (as for human red blood

cells); aB = 71 Å
2

and aH = 74 Å
2
; wB = −16.6 kBT and

wH = −6.72 kBT .
Fig. 5 displays the results for MIC (A) and MHC

(B) for the noncompetitive and competitive cases, rep-
resented by solid lines with unfilled symbols or unfilled
symbols and dashed lines with filled symbols, respec-
tively. As in Fig. 4, when CH (CB) is held fixed, the
‘x’ axis represents CB (CH); for the case CH = CB, it
stands for both CH and CB.

In all cases shown in Fig. 5(A)-(B), both MICs and
MHCs increase with increasing cell density (CH or CB),
similarly to what is shown for model membranes in Fig. 4.
This is a natural consequence of the cell-density depen-
dence shown in Eq. 5 (or Eq. 4). As indicated in the
graph on the left in Fig. 6(A), the presence of an excess
amount of host cells raises the MIC, more so for larger
Np as long as CB . 5 × 108 cells/mL; for this, compare
the two top curves obtained with CH = 5× 109 cells/mL
and CH = 0. Nevertheless, the MIC remains somewhat
smaller than 10µM if CB . 5 × 107 cells/mL. When
CB & 5 × 108 cells/mL, the presence of host cells does
not have a significant impact on the MIC; in this case,
peptide trapping in bacterial cells is a determining factor.
For the same value of Np, different curves representing
different values of CH collapse onto each other for suf-
ficiently large CB: CB & 5 × 108 cells/mL. In all cases,
the MIC increases more rapidly with CB for larger Np. In
contrast, the results obtained with CB = 5×104 cells/mL,
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FIG. 6. Cell-density dependence of MHC/MIC for the noncompetitive and competitive cases, represented by solid lines with
unfilled symbols and dashed lines with filled symbols, respectively. When CH (CB) is held fixed, the ‘x’ axis represents CB (CH);
for the case CH = CB, it stands for both CH and CB. We have chosen the same parameters as in Fig. 5: MIC0 = 1µM and
MHC0 = 5µM; wB = −16.6 kBT and wH = −6.72 kBT as for melittin; the peptide charge Q = 5 (as for melittin); the bacterial
cell surface area AB = 12µm2 (suitable for E. coli); the host cell surface area AH = 200µm2 ≈ 17×AB (as for human red blood

cells); aB = 71 Å
2

and aH = 74 Å
2
. (Left) In all cases shown, CH = CB. The selectivity, MHC/MIC, decreases as the cell density

increases. It is larger for the competitive case (filled symbols), more so for larger CH = CB. For CH = CB . 109 cell/mL, the
selectivity is somewhat larger when Np is smaller; in this case, peptide trapping works in bacteria’s favor by increasing the MIC.
(Right) This graph shows how peptide selectivity depends on cell densities. The selectivity obtained with CH = 5×109 cells/mL
decreases with increasing CB. In this case, peptide trapping enhances the selectivity for CB . 109 cells/mL (competitive) or
CB . 108 cells/mL (non-competitive) but does not seem to have a noticeable impact outside this range. In contrast, it increases
with CH in the presence of CB = 5× 104 cells/mL. With the parameter choices used, the non-competitive selectivity can be an
order of magnitude larger than the corresponding competitive one. Depending on how the selectivity is measured, it can be
two or three order of magnitude different; for this, compare the blue and purple curves.

plotted in the graph in the right, indicate that the MIC
increases “slowly” with CH (see Eq. 4). At the MIC,
host cells are below the MHC. As a result, the binding
of peptides to the host-cell membrane is responsible for
the slow increase of MIC with CH, i.e., a weak inoculum
effect. (For comparison purposes, we included the com-
petitive curves obtained with CH = CB in both graphs
in Fig. 5.)

Fig. 5(B) shows how the MHC varies as a function of
cell density: CB or CH. As shown in the left graph, when
CH = 5 × 109 cells/mL, the MHC is large and remains
roughly flat as CB increases up to CB = 109 cells/mL.
This is consistent with Eq. 4b or Eq. 5b, which suggests
that the MHC is roughly independent of CB, as long as
CH is sufficiently larger than CB. The MHC is obviously
larger for the larger Np case (squares or diamonds). In
all other cases, the MHC increases with increasing cell
density: CB or CH. Finally, there is no essential differ-
ence between the two cases: CB = CH (competitive) and
CB = 0 (non-competitive).

As shown in the graph on the right in Fig. 5, the
presence of a small concentration of bacteria (i.e., CB =
5× 104 cells/mL) does not alter the MHC in any signifi-
cant way. Similarly to the other cases shown on the left in

Fig. 5(B), the MHC obtained with CB = 5×104 cells/mL
increases faster with CH or CB for larger Np, as expected
from Eq. 4b or Eq. 5b.

Fig. 6 shows the results for MHC/MIC. In the graph
on the left, we have chosen CH = CB. If the dashed
lines with filled symbols represent competitive selectiv-
ity, the solid lines with unfilled symbols describe non-
competitive selectivity; in the latter case, MHCs and
MICs, obtained for host-cell only and bacteria-only so-
lutions, respectively, are combined into MHC/MIC. In
all cases shown, the selectivity, MHC/MIC, decreases
from the initial value MHC0/MIC0 as the cell density
increases. It is larger for the competitive case (filled sym-
bols) than for the non-competitive case so that the differ-
ence between the two cases is more pronounced for larger
CH = CB. For CH = CB . 109 cell/mL, the selectivity is
somewhat larger when Np is smaller; in this case, peptide
trapping works in bacteria’s favor by increasing the MIC.

As shown in the graph on the right in Fig. 6, the se-
lectivity obtained with CH = 5 × 109 cells/mL decreases
with increasing CB. In this case, peptide trapping en-
hances the selectivity for CB . 109 cells/mL (competi-
tive) or CB . 108 cells/mL (non-competitive) but does
not seem to have a noticeable impact outside this range.
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FIG. 7. Comparison between full-analysis and approximate
results for MHC/MIC (left axis) and MIC or MHC (right
axis). If the former are based on Eq. 4 as in Fig. 6, the latter
are obtained from Eq. 9. We have chosen the same peptide-
membrane parameters used in Fig. 6: (MIC)0 = 1µM and
(MHC)0 = 5µM; wB = −16.6 kBT and wH = −6.72 kBT ;

Ap = 400 Å
2
; vp = 333 Å

3
; AB = 1.2 × 109Å

2
and AH =

17×AB; Np = 107, 5× 107 (chosen to be the same for bacte-
ria and host cells). If the full-analysis results are represented
by filled symbols, the corresponding approximate results are
described by dashed lines. The agreement between the two
sets of results is excellent, especially for large CH. For prac-
tical purposes, one can use Eq. 9 to examine peptide activity
and selectivity as a function of CH for CH > CB. The results
in this figure seem to suggest that the agreement is good even
when CH ' CB = 5× 104 cells/mL.

In contrast, it increases with CH in the presence of
CB = 5 × 104 cells/mL. The presence of host cells in
the competitive case works in favor of the host cells by
enhancing the selectivity, more so for largerNp. With the
parameter choices used, the non-competitive selectivity
can be an order of magnitude larger than the correspond-
ing competitive one. Depending on how the selectivity
is measured, it can be two or three order of magnitude
different; for this, compare the solid line with unfilled
squares in blue (non-competitive) and the dashed line
with filled squares in purple (competitive).

The picture offered by the graph on the right in Fig. 6
is not only consistent with the earlier observation that the
selectivity can be excessively overestimated27 (see Ref.14

for a theoretical basis) but also clarifies further how pep-
tide selectivity is influenced by various factors or even
the way it is measured: competitive, non-competitive,
the presence of host cells, peptide trapping in dead cells,
...

So far, we have focused on analyzing Eq. 5 (or Eq. 4).
When CH is sufficiently large as in whole blood, one can
use the approximate results in Eq. 9, which are easier to
analyze. It is worth comparing the “full-analysis” results
in Fig. 6 with the corresponding approximate results.

In Fig. 7, two sets of results are compared: full-analysis
and approximate results for MHC/MIC (left axis) and
MIC or MHC (right axis). If the former are based on
Eq. 4 as in Fig. 6, the latter are obtained from Eq. 9.
We have chosen the same peptide-membrane parameters
used in Fig. 6: (MIC)0 = 1µM and (MHC)0 = 5µM;

wB = −16.6 kBT and wH = −6.72 kBT ; Ap = 400 Å
2
;

vp = 333 Å
3
; AB = 1.2 × 109Å

2
and AH = 17 × AB;

Np = 107, 5×107 (chosen to be the same for bacteria and
host cells). If the full-analysis results are represented by
filled symbols, the corresponding approximate results are
described by dashed lines. The agreement between the
two sets of results is excellent, especially for large CH. For
practical purposes, one can use Eq. 9 to examine peptide
activity and selectivity as a function of CH for CH > CB.
The results in this figure seem to suggest that the agree-
ment is good even when CH ' CB = 5 × 104 cells/mL.
For CB = 5× 104 cells/mL, the CB-dependent in Eq. 5 is
dominated by MIC0 or MHC0.

C. Membrane versus cell selectivity

There are both similarities and differences between
membrane selectivity (Fig. 4) and cell selectivity (Fig. 6)
of antimicrobial peptides. In both cases, the membrane
or cell-density dependence of the selectivity is well man-
ifested. If we set CH = CB, both membrane and cell
selectivity decrease with cell density; the latter is some-
what larger except in the low-cell density limit. Similarly,
in the presence of 5 × 109 cells/mL of host cells or neu-
tral membranes (mimicking host cell membranes) as in
whole blood, the selectivity decreases as CB increases. In
both cases, the selectivity tends to be overestimated in a
non-competitive environment with reference to the cor-
responding competitive case; when AH = AB, however,
the difference between competitive and non-competitive
selectivity against model membranes appears to be mi-
nor, unless CB & 109 cells/mL (Fig. 4). When CB is held
fixed at CB = 5×104 cells/mL, the membrane selectivity
remains nearly flat as a function of CH, whereas the cell
selectivity increases up to about 10 folds for Np = 5×107;
if Np = 0, the selectivity would remain nearly flat (the
data not shown).

It is worth noting that the MICs in Fig. 4 are much
smaller than the ones in Fig. 5. In contrast, the MHCs in
the two figures are comparable. In the case of E. coli, the
outer membrane enclosing the cell tends to raise MIC0.
In addition, peptide trapping in dead cells is also respon-
sible for the differences between membranes and cells.
Nevertheless, the qualitative picture offered from mem-
branes (Fig. 4) is generally consistent with the one ob-
tained for cells.
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V. DISCUSSIONS AND CONCLUSIONS

We have presented a biophysical model of peptide ac-
tivity and selectivity by combining a pedagogical ap-
proach with a Langmuir type model. If the former cap-
tures the cell-density dependence of peptide activity and
selectivity in an intuitively-obvious way, the latter relates
peptide binding (or trapping) to an effective binding (or
trapping) energy.

Using the model, we have clarified how the presence of
host cells and peptide trapping influence peptide selec-
tivity and how competitive selectivity differs from non-
competitive selectivity. If the competitive selectivity rep-
resents correctly a mixture of bacteria and host cells, the
non-competitive one is obtained by combining MICs and
MHCs for a homogeneous solution of bacteria and host
cells, respectively. In this work, we chose parameters
relevant for the peptide melittin. The results based on
the model suggest a rather nontrivial dependence of the
selectivity on the presence of host cells and peptide trap-
ping; these factors or effects can enhance or reduce the
selectivity depending on how the densities of host cells
and bacterial cells are chosen. The presence of host cells
works in favor of the host cells, but it raises the MIC up
to about 10-fold.

When CB = CH, the selectivity decreases from the ini-
tial value MHC0/MIC0, more so for the non-competitive
case; the selectivity is higher for the competitive case and
is not sensitive to the choice of Np. In the presence of a
large amount of host cells (CH = 5 × 109 cells/mL), the
selectivity decreases with increasing CB in both compet-
itive and non-competitive cases. The non-competitive
selectivity can be one-order of magnitude larger than
the competitive one. In contrast, when CB = 5 ×
104 cells/mL, the competitive selectivity increases with
CH. Depending on how cell densities are chosen, the
non-competitive selectivity can be larger than the com-
petitive one by three orders of magnitude; the selectivity
can be overly overestimated. Our work also clarifies how
the cell selectivity of AMPs differs from their membrane
selectivity. While the selectivity based on model mem-
branes is typically larger than the one measured for cells,
the difference between competitive and non-competitive
selectivity is generally larger in the latter.

The non-trivial dependence of peptide selectivity on
various factors or parameters noted above suggests that
the selectivity does not just measure the intrinsic prop-
erties of peptides but it also reflects the “external” pa-
rameters, cell densities, and even the way the selectivity
is measured (competitive vs. non-competitive). This is a
natural consequence of MICs and MHCs that vary with
cell densities: CB and CH, the density of bacteria and
host cells, respectively. Mapping out possible scenarios
of peptide activity and selectivity thus would involve ex-
ploring wide ranges of CB and CH, which are not easily
realized in experiments.

If the involved peptide-membrane parameters are char-
acterized, our model described by Eq. 5 or Eq. 9 (or
Eq. 10) can be used as a predictive model. It enables one
to calculate MICs, MHCs, and MHC/MIC, as a function
of cell densities: CB and CH, the density of bacterial and
host cells, respectively.

Alternatively, Eq. 3 can be used as a fitting model
for analyzing MIC and MHC data obtained in a non-
competitive manner: the ‘y’-intercept and the ‘slope’ can
be extracted by fitting MIC or MHC data to Eq. 3a or
Eq. 3b, respectively. This enables one to determine MIC0

or MHC0. Eq. 15 shows how these quantities are related
to peptide’s binding energy w (wB or wH) and (P/L)

∗

((P/L)
∗
B or (P/L)

∗
H). It is worth noting that P/L∗ has

been measured for various model membranes11–13 as well
as for cells18. Once P/L∗ is known, MIC0 and MHC0 can
be converted into wB and wH, respectively. Conversely,
if w is known, (P/L)

∗
can be estimated. If all this in-

formation is used in the ‘slope,’ the value of Np can be
extracted.

The information from the homogeneous analysis above
can be used in Eq. 9 and Eq. 10, which represent com-
petitive cases. Accordingly, one can quantify peptide se-
lectivity for a biologically relevant setting, which reflects
the degree and location of infection. For instance, CB

ranges from 1 colony-forming unit (CFU/mL) (in blood
stream, where CH ≈ 5 × 109cells/mL) to 109 CFU/mL
(in soft tissue or peritonea) (see a recent review8 and
relevant references therein).
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Chapter 3

Antimicrobial Peptides Activities:
Salt dependence

3.1 Introduction

Electrostatic interactions are an important driving force for AMPs to exhibit cell selectivity.
In general, changes in salt concentration affect electrostatic interactions. In fact, there are
circumstances in which changes in salt concentration affect humans. For instance, salt
concentrations in humans are normally constant, but hospitalized patients tend to have
abnormal sodium levels. [52] Moreover, when foods get spoiled, the salt concentration in
the product changes. [42] Due to these issues, other studies [29, 14, 67] have raised the
problem that salt sensitivity impacts the activity of AMPs. Despite its significance in
practice, the salt dependence of peptide activity has not been well understood. Recently,
Taheri’s group [87] measured MICs at various salt concentrations. Based on this, we
introduced a theoretical model to calculate the binding affinity between the AMPs and the
charged membranes and compared it with experimental data.

In an effort to understand the interactions between a charged membrane and AMPs, we
first began by constructing a theoretical model and computed MICs with varying salt con-
centration. We then further compare the MICs against experimental results. Experimental
MIC was measured for E.coli as a representative bacterium and the antimicrobial peptides
LL-37. This chapter is structured as follows: In Sec. 3.2, we present our theoretical model
that illustrates the interactions between the peptides and the bacterial cell membrane in
an electrolyte solution containing monovalent cations such as Na+. In Sec. 3.3, we ana-
lyzed the results for MICs. Finally, we further compared our theoretical results with the
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experimental MICs from the Taheri lab [87].

3.2 Theoretical Model and Method

In this work, unlike the earlier model presented by Nourbakhsh et al. [63], we ignored lipid
demixing induced by peptide binding for simplicity. Here, we begin by computing the total
binding free energy between AMPs and charged cell membranes. We then map the free
energy onto a binding energy as assumed in the Langmuir model introduced in Chap. 2.

3.2.1 Binding energy on salt (NaCl) concentration variations

A key quantity in our modeling is the total binding free energy between AMPs and a cell
membrane. This binding free energy comprises three main elements: electrostatic energy,
hydrophobic energy, and entropic free energy.

Ftotal = σpFint + Fent (3.1)

Here, the interaction free energy term Fint is defined as Fint = ∆Fel + ε, which contains
both the electrostatic energy (∆Fel) and the hydrophobic energy (ε). In the last term on
the right-hand side of Eq. 3.1, Fent denotes the entropic free energy. Hydrophobic energy is
set as the constant value between -8 and -14kBT . The electrostatic energy (∆Fel) involves
several contributions, and here, we examine how each element affects the system.

Electrostatic Energy: The electrostatic energy is described as the interaction between
the charged surface and charged peptides, with reference to the case where the peptides
are far from a membrane [39, 41]:

∆Fel = F s
el − F s

el(0)− FL
el . (3.2)

Here, F s
el represents the electrostatic free energy of bound peptides on the charged surface,

and the remaining terms describe unbound peptides. The bound free energy term F s
el

can be determined by solving the non-linear Poisson-Boltzmann equation. Through the
derivation found in the introduction Sec. 1.3.2, we take the final result of Eq. 1.24, i.e., [1]

F s
el = Ap

(
σnetΨ0 − (4εε0)

(
kBT

2

)2

κ

[
cosh

(
eΨ0

2kBT

)
− 1

])
. (3.3)
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Here, it is useful to introduce the Bjerrum length (lB) defined as

lB =
e2

4πε0εrkBT
, (3.4)

where e is the electric charge, ε0 is the permittivity of free space, and εr is the dielectric
constant of water. Using lB, the screening length (κ−1) can be expressed as κ =

√
4πlBntotal,

where ntotal is the total concentration of cations and anions in the solution. Now, using
the lB, Eq. 3.3 is then rewritten as

F s
el = Ap

(
σnetΨ0 −

κ

πlB

[
cosh

(
Ψ0

2

)
− 1

])
. (3.5)

Here, the net charge density of the membrane is defined as σnet = Q/Ap − fA/al with fA
being the fraction of anionic lipids, al the area per lipid molecule, Q the charge of the
peptide, and Ap being the surface area per bound peptide. Typically for LL-37 peptides,
the effective charge is known to be Q = 6. Furthermore, the surface potential, derived as
Ψ0 = 2 sinh−1

(
2πlBσnet

κ

)
, depends on the concentration of NaCl.

In the absence of peptide binding, the surface charge density is σ0 = −fA
al

and the

surface charge potential is Ψ∗0 = 2 sinh−1
(

2πlBσ0
κ

)
. This leads to

F s
el(0) = Ap

(
σ0Ψ∗0 −

κ

πlB

[
cosh

(
Ψ∗0
2

)
− 1

])
. (3.6)

Finally, assuming that the free peptides are spherical in structure the free energy in
units of kBT of the peptide in a bulk is [39],

FL
el =

Z2 lB 2π

r0(1 + κr0)
, (3.7)

with r0 being the radius of peptide (r0 = 15Å).

Entropy: The entropic free energy of bound peptides per kBT with reference to the bulk
reads

Fent = σp ln

(
σpAp
npvp

)
− σp. (3.8)

Here, σp represents the charge density of bound peptides, where σp =
(
P
L

)
/a0. Further-

more, Ap is the physical area of the peptide set as Ap = 400Å2, the bulk concentration of
the peptides np, and the volume of the peptides in the bulk chosen as vp = 33Å3.
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This outlines all the aspects required to calculate the electrostatic free energy. After
substituting all the elements into Eq. 3.1, we calculated the total binding free energy
between peptides and a membrane by taking two distinctive approaches.

Direct substitution method

In the first approach, we defined the total binding free energy as the sum of the electrostatic
free energy ∆Fel (Eq. 3.2) and the hydrophobic energy ε, expressed as ∆Ftotal = ∆Fel + ε.
This total binding free energy (∆Fel) was directly used as the binding energy (wb) to
compute the MIC. We adjusted the parameter values to reflect the experimental setup and
to mimic the inner or outer membrane cell membrane. The choices of parameter values
are described in each figure’s caption.

Minimization method

In the second approach, we utilized the total binding free energy in Eq. 3.1 to derive the
binding energy (wb). Here, we minimize the total binding free energy in Eq. 3.1 with
respect to the surface charge density of the peptide σp = (P/L)/a0, where a0 represents
the surface area per lipid. As we vary the bulk concentration of peptides (Cp), we can find
(P/L). Then we select the bulk concentration of peptides (C∗p) at which the (P/L) becomes
(P/L)∗ for the inner or outer membranes. The resulting values of bulk concentration of
peptides (C∗p) at the (P/L)∗, cell density (Ccell) and threshold value (P/L)∗ enable us to
calculate the binding energy (wb) as follows:

W ∗
B/kbT = ln



(
C∗p −

AB
al

(
P

L

)∗
Ccell

)
vp

(
1−

(
P
L

)∗ Ap
al

)

(
P
L

)∗ Ap
al


 (3.9)

Here, AB is the surface area of a bacteria cell, and al represents the area per lipid. This
binding energy derivation is analogous to the one introduced by Nourbakhsh et al. [63].

3.2.2 Mapping to Langmuir model

Section 3.2.1 introduced a procedure for finding the binding energy using two different
approaches. To complete the theoretical model, we use the binding energy (wb) in the
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Langmuir model, introduced in Chap. 2. Since our interest lies in examining AMP activity
against bacteria, we computed MICs. We take the MIC model of non-competitive and no
peptide trapping cases from Chap. 2 written as:

MIC (C∗p) =
Acell
al

(
P

L

)∗
Ccell + MIC0 (3.10)

MIC0 =
1

vp

Ap
al

(
P
L

)∗

1− Ap
al

(
P
L

)∗ ew
∗
b/kBT (3.11)

All variables presented in Eq. 3.10 are the same as in Chap. 2, except for the threshold
(P/L)∗. In Chap. 2, it was assumed that AMPs bind to the inner membrane. As a
result, we selected the threshold value for the inner membrane of the bacterial cell to be
(P/L)∗B = 1/48. [49, 44] However, the threshold value for the outer membrane should be
much higher. Thus, we updated the threshold value suitable for the outer membrane by
adopting the methods presented in the paper [76]. Following this approach, we found
(P/L)∗ = 0.13 by setting the reference Debye length to be κ = 0.1Å and the binding
energy to be wB = −11.7kBT at MIC0 = 1.2µM. According to the study by Lai et al., [22],
the threshold value for antimicrobial peptide LL37 is in the range between 0.1 and 0.2 at
which the outer membrane is permeabilized. Thus, our estimate of (P/L)∗ = 0.13 falls in
this range. For generalization purposes in this model, we chose (P/L)∗ = 0.1 to be the
outer membrane threshold value.

3.2.3 Comparison with the Experimental Data

We compared the theoretical model against the experimental measurements [87]. These
experimental data, however, need to be taken with caution. They only reveal the estimated
MICs as a function of the Na+ ion concentration. They do not explain which part of the
lipid bilayer ruptures initially by AMPs. In order to comprehend the experimental data
correctly, we applied two sets of parameters relevant for either inner or outer bacterial
cell membranes. The theoretical model was then compared to the experimental results to
evaluate which one better fits the data.
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3.3 Results and Discussions

First, we applied our proposed methods (i.e., direct substitution method and minimization
method) to find how peptide binding changes with respect to change in salt concentration.
Then, we obtained the MIC results from our theoretical model. Through comparison of
the MICs from the theory and experimental measurements, we described the interaction
between AMPs and the outer and inner membranes of E. coli.

3.3.1 Direct substitution method

In the first direct substitution method, the total free energy was defined as the sum of
the electrostatic free energy (∆Fel) and the hydrophobic energy (ε), denoted as ∆Ftotal =
∆Fel + ε. Here, the total free energy ∆Ftotal serves as the binding energy (wb). wb was
calculated by changing the Na+ concentration and the results are shown in Fig. 3.1 (a).
According to Fig. 3.1 (a), as the Na+ concentration increases in the solution, the magnitude
of the binding energy (wb) decreased. This suggests the electrostatic interaction between
the membrane and the peptide gets reduced significantly as the concentration of Na+

increases. This is because it is screened more effectively by the surrounding ions.

Furthermore, MICs were calculated using the binding energy (wb) and mapped to the
Langmuir model. As shown in Fig. 3.1 (b), MIC increases with the increasing Na+ con-
centration. This effect is associated with the binding energy. As the binding energy
decreases, the binding affinity of AMPs towards the cell membrane decreases. As a result,
more peptides are required to rupture the bacterial cell membrane; thus, it increases the
MIC. Additionally, Fig. 3.1 (b) represents that the theory and the experiments are a good
agreement with each other.

3.3.2 Minimization method

Furthermore, we applied the second (i.e., minimization) approach to obtain the binding
energy and MICs. To find the binding energy, we first computed the molar ratio of bound
peptides to lipids (P/L) by minimizing the total binding free energy of Eq. 3.1 with respect
to the planar density of bound peptides σp. Since we define σp = (P

L
)/a0, we can calculate

(P/L) while increasing the bulk concentration of peptide (Cp). The following result is
presented in Fig. 3.3 (a), and the various color plots in the figure depict the different Na+

concentrations. By selecting the bulk concentration of peptides (C∗p) at which the (P/L)
becomes (P/L)∗ = 0.1 for the outer membrane, we derived the binding energy using Eq. 3.9

41



0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.25 2.50
Na+ Concentration (100mM)

11.0

10.5

10.0

9.5

9.0

8.5

8.0

W
b (

k B
T)

(a)

Outer Membrane Wb

Inner Membrane Wb

0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.25 2.50
Na+ Concentration (100mM)

1.0

1.2

1.4

1.6

1.8

2.0

M
IC

 (
M

)

(b)

Theoretical Model: Outer Membrane
Theoretical Model: Inner Membrane
Experiment 

Figure 3.1: MIC results were generated by following the first direct substitution ap-
proach. The first direct substitution method takes the total free energy as a summation
between the electrostatic free energy (∆Fel) and the hydrophobic energy (ε), represented
as ∆Ftotal = ∆Fel + ε. (a) Binding energy (wb) calculated as a function of sodium con-
centration variations (Na+). The following parameters were chosen to model the outer
membrane (presented with a blue curve): fA = 1 (Fraction of anionic lipids), ε = -10
kBT (Hydrophobic Energy), Ap=194Å2 (Total area of lipid), Q=6 (peptide charge). The
following parameters were selected to model the inner membrane (presented with an or-
ange curve): fA = 0.4 (Fraction of anionic lipids), ε = -7.25 kBT (Hydrophobic Energy),
Ap=472Å2 (Total area of lipid), Q=6 (peptide charge). (b) MIC results for theoretical and
experimental data. Theoretical MIC results were generated using the binding energies (wb)
found in subplot (a) and mapped into the Langmuir model. Threshold values were selected
for the outer and inner membrane of the membrane, (P/L)∗ = 0.1 and (P/L)∗ = 0.02,
respectively.

as shown in the Fig. 3.3 (b). Subsequently, the MIC values were obtained by utilizing wb
from Fig. 3.3 (b). Using this model, we were able to compute the MICs as a function of
Na+ concentration in the solution, as presented in Fig. 3.3 (c).

Following this method, however, the fit results for the outer and inner membranes were
not optimal compared to the experimental ones. When the binding energy was calculated
using the appropriate parameters relevant for the outer membrane, the binding energy was
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Figure 3.2: MIC results were generated by following the second (i.e., minimization) ap-
proach suitable for the outer membrane. (a) The molar ratio of bound peptides to lipids
(P/L) plotted against the bulk concentrations of the peptides. (P/L) was computed by
minimizing the total free energy with respect to the planar density of bound peptides (σp)
at various salt concentrations, with peptide concentrations being the control variable. To
find the best fit results in the outer membrane, the parameters were chosen as the follows:
fA = 0.586 (Fraction of anionic lipids), ε = -8 kBT (Hydrophobic Energy), (P/L)∗ = 0.1
(threshold value), Q=6 (peptide charge). (b) Binding energy (wb) calculated with respect
to variations in Na+ concentration. (c) MIC results for theoretical and experimental data.
Theoretical MIC results were generated using the binding energies (wb) found in subplot
(a) and mapped into the Langmuir model. As for the threshold values, (P/L)∗ = 0.1 was
selected to model the outer membrane.

observed to be large negative, ranging from −35 to −27kBT , as shown in Fig. 3.3 (b).
Due to the strong binding energy, this resulted in small MICs, which were inconsistent
with the experiment, even at the high cell density of Ccell = 5 × 108cells/ml. In contrast,
the results were more promising after modifying the parameter values to be fA = 0.587
and ε = −8kbT . The comparative results between the experiment and the newly fitted
parameters of the theoretical model showed good agreement, as presented in Fig. 3.2 (c).
Despite the agreement between the experiment and the newly fitted theoretical model, it
is not entirely clear if the selected parameter values of the hydrophobic energy (ε) and the
anionic lipid fraction (fA) accurately describe the outer membrane. Nevertheless, the MIC
results calculated using the minimization method and the outer membrane parameters are
consistent with the experiment.
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Figure 3.3: MIC results were generated by following the second minimization approach
and fitting into the outer membrane. (a) The molar ratio of bound peptides to lipids
(P/L) plotted against the bulk concentrations of the peptides. (P/L) was computed by
minimizing the total free energy with respect to the charge density of the peptides (σp) at
various salt concentrations, with peptide concentrations being the control variable. The
ideal parameters for the outer membranes (as in the Fig. 3.1), were chosen as the follows:
fA = 1 (Fraction of anionic lipids), ε = -10 kBT (Hydrophobic Energy), (P/L)∗ = 0.1
(threshold value), Q=6 (peptide charge). (b) Binding energy (wb) calculated with respect
to Na+ concentration variations. (c) MIC results for theoretical and experimental data.
Theoretical MIC results were generated using the binding energies (wb) found in subplot
(a) and mapped into the Langmuir model. As for the threshold values, (P/L)∗ = 0.1 was
selected to model the outer membrane.

3.3.3 Comparison with the Experimental Data

We took the experimental measurements and compared them with theoretical results using
two different approaches. Figure 3.4 (a) was generated using the direct substitution ap-
proach and showed good agreement between the experiment and the theory in both inner
and outer membrane cases. In contrast, Fig. 3.4 (b), generated using the minimization
approach and only allowed to fit the outer membrane. This analysis supports the idea that
fitting our theoretical model in terms of the outer membrane is suitable. It also suggests
that the outer membrane rupture plays a significant role than the inner membrane in cell
death driven by AMPs. If a given hypothesis is true, (P/L) should be greater in the inner
membrane. The detailed calculation is not included in this section; however, through a
computational check, it was verified that the inner membrane of (P/L) at MIC far exceeds
the (P/L)∗ = 1/48 threshold. This confirmed that the rupture of the AMPs caused by the
outer membrane is more significant than the inner membrane.
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Figure 3.4: Comparisons between the experiments and theoretical results for MICs under
salt concentration variations. (a) A first direct substitution method was used to produce
a model result for both the inner and outer membrane binding of AMPs. The list of
chosen parameters to fit the outer layers of the membrane is as follows: fA = 1 (Fraction
of anionic lipids), ε = -10 kBT (Hydrophobic Energy), Ap=194Å (Total area of lipid),
and (P/L)∗ = 0.1 (threshold value). The selection of the parameters to suit the inner
membrane is as follows: fA = 0.4 (Fraction of anionic lipids), ε = -7.25 kBT (Hydrophobic
Energy), Ap=472Å (Total area of lipid), and (P/L)∗ = 0.02 (threshold value) (b) A second
minimization method was used to produce the result. The blue curve is the optimal fitting
result calculated with the following parameters: fA = 0.586 (Fraction of anionic lipids), ε =
-8 kBT (Hydrophobic Energy), (P/L)∗ = 0.1 (threshold value). The remaining color curves
do not show optimal fitting even at the high cell density limit of Ct = 5 × 108 cells/ml.
The following parameters are used to calculate the remaining curves: fA = 1 (Fraction of
anionic lipids), ε = -10 kBT (Hydrophobic Energy), and (P/L)∗ = 0.1 (threshold value).

In this study, we focused on examining the effect of binding affinity between AMPs
and cells under variations in Na+ ion concentration. In practice, however, the implications
of divalent ions are considered more significant than the Na+ ion. For instance, other
studies [59, 60] have highlighted that Mg2+ ions play a competitive role between peptides.
This naturally leads to another question of the behavioral changes in the presence of Mg2+

ions. Although we attempted to tackle this problem, we were unable to resolve the issue
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in a given time frame. A simple way to incorporate the Mg2+ ions is as follows. From our
second minimization method, the nonlinear PB equations can be replaced with a linearized
PB equation (i.e., the renormalized Debye Hückel theory). Through this adjustment, the
charge density of the peptide can be determined more accurately and further help us find
the refined results in MIC.

3.4 Conclusion

In this work, we introduced a theoretical model that explains the interaction between AMPs
and charged membranes in solutions containing salt ions. Our model showed that when the
presence of salt ions diminished, the binding of AMPs to bacterial cell membranes tended
to increase. As a result, MICs decreased. In addition, when the theoretical results were
compared to the experiments, we found that the fitting results were more suitable for the
outer membrane model. This implied that the rupture of the outer cell membrane plays a
more important role in the process of cell rupture, leading to cell death. Furthermore, we
anticipate that the additional work of incorporating Mg2+ ions into the system will help to
improve the model for explaining the interactions between cell membranes and the AMPs
in an electrolyte solution.
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Chapter 4

Interaction between the
Antimicrobial Peptides and the
Protective layers of
Lipopolysaccharide

4.1 Introduction

Unlike Gram-positive bacteria or eukaryotic cells, Gram-negative bacteria are known to
have outer membranes (OMs) and inner membranes. In particular, the outer layer of
the outer membrane (OM) is mainly composed of lipopolysaccharide (LPS). [72, 80] This
outer LPS layer plays a crucial role as a protective layer against the invasion of toxic
materials. [66] In the previous theoretical model introduced by Nourbakhsh et al. [64],
they investigated the interaction between AMPs and LPS under various conditions. Here,
we extend this effort to examine the protective role of LPS in wider parameter ranges.
One suggestive idea is to increase the strength of the attractive energy between the brush
and peptides. As we increase the binding affinity between the brush and peptides, more
peptides get trapped inside the brush, leaving fewer peptides to bind to the lipid head group
region. The first part of this chapter focuses on the effects of peptide-brush interactions on
peptide activity. Our attempts will become useful for finding optimized AMPs for fighting
Gram-negative bacteria.

Furthermore, numerous studies [59, 60] have noted that the presence of divalent ions in
the Gram-negative bacterial environment is crucial for inhibiting the binding of external
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sources like AMPs. In the previous Chap. 3, we only explored the impact of Na+ ions and
left out divalent ions. Here, we integrate divalent ions into the system to replicate a more
accurate model of the bacteria cell surface and investigate the interaction between AMPs
and LPS.

The main goal of this chapter is to clarify how variations in two biologically significant
factors influence the interaction of AMPs with bacterial LPS. Initially, we used a theoretical
model and examined the consequences of changing peptide-brush attractive energy (εatt).
In addition, we investigated AMP binding to the membrane in the presence of two types
of salt (Na+ and Mg2+) in the solution. The remaining chapter is structured as follows:
In Sec. 4.2, we introduced background materials on the cell surface of Gram-negative
bacteria and the theoretical lattice model that describes the interaction between AMPs
and LPS layers in an electrolyte solution. In Sec. 4.3, we described the process of adjusting
the strength of brush-peptide interactions and the concentration of ions. In Sec. 4.4, we
analyzed the interaction between AMP-LPS due to the change in attractive energy (εatt)
and salt concentration.

4.2 Preliminary

4.2.1 Anti-symmetrical Lipopolysaccharide (LPS)

The LPS layer of Gram-negative bacteria such as E.coli helps to prevent the invasions of
toxic materials. In this study, we focused on examining the stability of the LPS layer. Gen-
erally, LPS contains three major structural domains: phospholipid A, core oligosaccharides,
and O antigens, as shown in Fig. 4.1. [72, 95, 80] Lipid A is located in the innermost part of
the LPS and anchors the LPS to the OM through its hydrophobic properties from the fatty
acid component. It also includes endotoxins responsible for the toxicity of Gram-negative
bacteria. [72, 95] The core domain contains oligosaccharide components and is divided into
inner and outer parts of the core. The inner core is covalently bound to lipid A and consists
of 1-3 keto deoxy octanoate (KDO) residues. The remaining core portion, linked to the O
antigen, is the outer core, which consists of hexose residues. Finally, the O antigen is lo-
cated in the outermost domain and comprises repeating units of oligosaccharides composed
of 2-6 sugars. [72, 95]

In the presence of salts such as sodium (Na+) or magnesium ions (Mg+2), LPS provides
the binding sites on the sugar groups of lipid A and the Kdo groups of the inner core
to neutralize the negative charge of phosphate groups present on the molecule. [60, 8]
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Figure 4.1: Schematic diagram of AMP interfacially bound to Gram-negative bacteria on
a LPS layer. (a) Structures of the OM of the Gram-negative bacteria with LPS presented
with the molecular details. The left side of the figure represents the bound AMP molecules
on the OM. The right-hand side of the LPS layers of each sugar molecule is presented with
a hexagon with a different color. For example, the pink hexagon represents the repeating
units of O-antigen. In the mid panel, each hexagon represents GluN (glucosamine) colored
in light blue, Kdo (2-keto-3-deoxy octanoic acid) in yellow, and heptose in gray blue. (b)
Schematics of two different binding modes on the peptides trapped or bound to the LPS
layer. The left side of the diagram represents the tertiary binding of the peptide trapped in
the brush layer, and the right side represents the primary binding of the peptides, weakly
bound to the membrane. This figure is adapted with permission from ref. [64]. (Copyright
2021 American Chemical Society)

Furthermore, LPS provides the same binding sites to the cationic peptides just like the
divalent ions. Thus, in the presence of divalent ions, the binding of AMPs decreases due
to competition. [59, 60]

4.2.2 Theoretical Model

In this work, instead of using the mean-field method applied in the previous Chap. 3, we
adopt the lattice model to find the binding energy between the charged membranes and
the AMPs. The major difference between the two comes from the way the binding sites
are described. The mean-field approach assumes charged ions are smeared out across the
surface. Whereas, in the lattice model, the electrostatic binding sites are discretized into a
small square lattice. This allows the model to capture details on the charge discreteness,
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ion-pairing, and non-uniform charge effects. [45] In this work, we adopted the model from
paper [64]. Here, we elaborate on the major components that contribute to the binding
energy.

The first step is to determine the total free energy for the multivariate LPS-peptide-
ion system. The total free energy comprises of four components: primary binding energy
(Fpri), ternary binding energy (Fter), entropic for the free peptides (Efree

p ) and the free
ions (Efree

i ). Among these components, we add two binding energy terms and subtract the
entropy, where the complete form is written as:

Ftotal = Fpri + Fter − Efree
p − Efree

i (4.1)

Here, the binding energy is divided into two terms, i.e., primary binding and tertiary
binding. They are distinguished according to the way the AMPs bind with LPS. In the
primary binding, the peptide binds to the interface of the membrane. These interfacially
bound peptides are expressed as Np. In contrast, in the ternary binding, the peptides get
trapped within the LPS brush, and the number of trapped peptides is denoted by NpBA.

Entropy (Efree
p and Efree

i )

Efree
p = (Np +NpB) ln (vp (Cp − CcellNp − CcellNpB)) (4.2)

Efree
i =

2∑

i=1

Ni ln

(
4

3
πr3

iCi

)
(4.3)

The entropy of the free peptides (Efree
p ) is comprised of the chemical potential of the free

peptide µfree
p = ln (vp (Cp − CcellNp − CcellNpB)) and the total number of bound peptides

(Np+NpB). The free ions such as Na+, and Mg2+ of the entropies are expressed Efree
i , where

the subscripts (i = 1, 2) represent the monovalent and divalent cations, respectively. Thses
entropies are composed of the chemical potentials of the free ions µfree

i = ln
(

4
3
πr3

iCi
)

and the total number of ions µfree
i . Each of the Cj terms (j = p, cell, i) represents the

bulk concentration of peptides (Cp), cell (Ccell) and ionic concentration (Ci (i = 1, 2)),
respectively.

Binding Energy (Primary: Fpri and Ternary: Fter)

Fpri = Fel + εINp + Fdef + ∆F prim
brush + F prim

ent (4.4)

50



Fter = ∆F ter
brush + F ter

ent (4.5)

Here, the primary binding (Fpri) and the ternary binding (Fter) terms include several more
contributions. Specifically, the primary binding energy (Fpri) presented in Eq. 4.4 are
composed of (starting from the first term on the right-hand side of the equation) electro-
static free energy (Fel), hydrophobic energy (εI), membrane deformation free energy (Fdef),
brush free energy (∆F prim

brush), and bound entropic free energy (F prim
ent ). Moreover, the terms

in Eq. 4.5 of the ternary binding (Fter) refers to brush free energy (∆F ter
brush), and bound

entropic free energy (F ter
ent). Each component is comprised of other effective energies deter-

mined by multiple contributions. In the following section, we break down each component
and elaborate on the details.

Electrostatic Free Energy (Fel): This electrostatic part of the energy was adapted from
papers [64, 82, 45, 46]. According to the approach provided in ref. [82], the electrostatic
free energy of the LPS layer, Fel, is written as:

Fel(Np, N1, N2) = Fself + FMF + Fpair + Flat (4.6)

This electrostatic energy is typically affected by the three main components of Np, N1, and
N2. Here, Np is the number of peptides bound to the LPS interface, and N1 and N2 are the
number of monovalent and divalent cations, respectively. The self-energy of bound particles
(ions or AMPs) in bulk is denoted as Fself, which is constant in a homogeneous medium but
changes when it gets close to a dielectric interface. At the mean-field level, FMF depicts
the interaction between bound particles. Fpair represents the ion-pairing energy between
opposing charges. The final term, Flat, describes a lateral correlation between LPS and
bound charges.

The self-free energy of bound particles (Fself) is derived from the previous studies
[64, 82, 45, 46], with the bound particles being the cations and the peptide written as
follows:

Fself =
2∑

i=1

Ni
Z2
i lB
2

[
η

δi
+

κ

1 + κri

]
+Np

Q lB
2

[
η

δp
+ η
MQ −M1

a2
+

κ

1 + κr1

]
(4.7)

The bound ion is represented by the first term on the right-hand side of the equation, and
the second term describes the peptides. Several factors influence self-energy in this case,
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including Bjerrum length (lB) and Debye length (κ). With both monovalent and divalent
ions present in the solution, Debye length is defined as κ = 4πlB2[n1 + (1 + 2)n2

2] and here,
the Bjerrum length being lB = e2

4πεrε0kBT
. The remaining terms of δi or δp represent the gap

distance between a bound ion or peptides and the LPS charges, respectively. Also, due to
the impact of dielectric discontinuities on the LPS surface, we set η = 1 (≈ εw−εl

εw+εl
). Lastly,

Mj terms are presented to compensate for the electrostatic free energy for the over-counting

of Coulomb interaction, and it is defined as, Mj(κ, a) =
∫ +aj/2

−aj/2 dx
∫ +aj/2

−aj/2 dy
e−κ
√
x2+y2

x2+y2
.

The mean-field electrostatic free energy (FMF) in the papers [64, 82, 45, 46] is
calculated as follows:

FMF =
lB(1 + n)

Ñ0

[(
π

κ
− M1

2

)
(N0 −N1 − 2N2 −QNp)2

−MQ −M1

2
(QNp + 2N2 +QNp)

]
(4.8)

Moreover, the ion-pairing energy (Fpair), one of the remaining terms of transverse
interaction between cations and LPS charges, or the ion-pair interaction from ref. [64, 82,
45, 46] is derived as:

Fpair = −lB (1 + n)

(
2∑

i=1

Ni
Zi
δi

+Np
Q

δp

)
(4.9)

Finally, the residual lateral free energy (Flat), referred to in the paper. [64, 82, 45, 46]
as the lateral correlation free energy, is obtained as:

FlatÑ0 ≈ 2
N+N−

Ñ0

Σalt, (4.10)

where Σalt denotes the electrostatic energy between one lattice site and the rest of the
alternatively charged lattice written as:

Σalt = lB(∆ε + 1)
1

2

∞∑

i=1

i∑

j=1

(−1)i+j−1 e
−κa
√
i2+j2

a
√
i2 + j2

k(i, j) ,

here k(i, j) =

{
4, if j = 0 or i = j

8, otherwise
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Hydrophobic Energy (εI): Hydrophobic energy denoted with the εI is attained when
the hydrophobic portion of the peptide binds to the interface of the LPS layer, particularly
inside the acyl chain region. This interaction between the peptide and the LPS layer
associated with the hydrophobic bond extends the original area of the LPS surface and
perturbs the lattice regions. Thus, this gives rise to the change in the number of lattice
sites as the peptide bonds, which is equal to Ñ0 = N0 + ΩNp. [64]

Membrane Deformation Free Energy (Fdef): Hydrophobic binding of the peptide to
the LPS layer occurs at the expense of membrane deformation as the peptide perturbs the
surrounding lipids. Here, Fdef membrane deformation energy around the threshold value
of (P/L)∗ in the unit of kBT is expressed as:

Fdef =
a2

0

2
KA

(QNp)2

N0

, (4.11)

where the KA represents the area stretch modulus. We take the number of the additional
site as ΩNp, which is created by the peptide-induced membrane expansion. The expansion
area per peptide, Ωa2

0, is known to differ from the cross-section of the peptide.

Brush Free Energy (∆Fprim
brush, ∆F ter

brush): The brush-free energy term is the most distinc-
tive component for obtaining the free energy in the LPS layer as opposed to generalized
bacteria cells. Others have proposed brush-free energy (∆Fbrush) in a few different re-
search. [85, 34] As discussed in these papers and adopting the views of volume exclusion
between the peptides and the LPS monomers caused by the repulsive forces, we take the
free energy as in the ref. [64] presented as follows:

∆F prim
brush = β

(
φ3

b3
Vcyl +

φ2

b2
Acyl +

φ

b2
Acyl εattr

)
(4.12)

∆F ter
brush =

φ3

b3
Vsph +

φ2

b2
Asph +

φ

b2
Asph εattr (4.13)

In the following Eq. 4.12 and Eq. 4.13, the brush and the peptide interact with weak
attractions of Van der Waals forces or hydrogen bonds that enable to trap the peptide
within the brush chain. Specifically, the given formula adopts a scaling method to obtain
peptide trapping that considers the weak interaction between the inclusion and the brush
chains. Furthermore, the essential control parameter in this brush free energy comes from
the interaction per monomer that is in contact with the surface of inclusion, labeled as the
εatt. The remaining parameters represent the volume and the area of peptides modeled as
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cylinder or spherical as specified in the subscript. Lastly, the β term appearing in Eq. 4.12
indicates different binding modes to which peptides interact within the LPS interface.

Bound Entropic Free Energy (Fprim
ent , F ter

ent): To compute the entropic free energy, we
distinguish between primary and ternary terms and express it as follows:

F pri
ent =

2∑

i=1

Ni ln

(
Ni

Ñ0

)
+Np ln

(
ΩNp

Ñ0

)
(4.14)

+ (Ñ0 −N1 −N2 − ΩNp) ln

(
1− N1 +N2 + ΩNp

Ñ0

)

+
1− Ω

Ω
(Ñ0 − ΩNp) ln

(
1− ΩNp

Ñ0

)
−Np

((
(4 + 4/Ω)2

16π/Ω

)
+ 1

)
(4.15)

− Ñ0

Ω
ln

(
1− ΩNp

Ñ0

)
+

Ñ0

(
(4+4/Ω)2

16π/Ω

)

Ω(1− ΩNp/Ñ0)

dF ter
ent = Ñ ter

0 φp lnφp + (1− φp) ln(1− φp) (4.16)

In the F pri
ent, all the bound particles are considered including the peptides and cations of Na+

and Mg2+. In Eq. 4.14, the first two lines represent the number of ways the particles N1

Na+ ions, N2 Mg2+ ions, and Np peptides can be arranged in the lattice at the binding sites
of N0. The term Ω refers to the number of sites on the LPS surface that each peptide takes
up. Whereas Eq. 4.16 explains ternary entropy, which is only associated with the trapped

peptides within the brush specified by φp =
V sph
p NpB

Hbrush(Np)[A+∆A(Np)]
. The number of ternary

binding sites, represented by Ñ ter
0 , is expressed as Ñ ter

0 = Hbrush(Np)[A + ∆A(Np)]/Vsph,
followed by the ref. [64, 82, 45, 46].

In this section, we did not explicitly specify all the parameter values used in this
work. Unless otherwise stated, the majority of the parameters are taken from the original
paper [64]. Furthermore, to complete the calculation, we used the free binding energy
Eq. 4.1 obtained earlier. From the given Eq. 4.1, we took the minimization approach to
find the optimize energy and determine the number of bound particles (N1,N2,Np,NpB) at
the total number of binding sites (N0). We also applied additional modifications to the
model to correctly capture the interaction between bacterial LPS and AMPs.
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4.3 Method

4.3.1 Brush-Peptide attractive energy (|εatt|) variations

To update the brush-peptide attractive energy (|εatt|) in the model, the key is to capture
the distinctions between the primary and ternary binding in the LPS. As discussed earlier,
the primary binding refers to the peptide bindings to the interface of the LPS, whereas
ternary binding indicates the peptide getting trapped within the brush. In the previous
study [64], the primary binding was described to have a weak attraction, which was reflected
by setting β = 1/2 in Eq. 4.12. This β parameter describes how much the peptide and
the LPS brush interact. However, to remove the weak attractive constraints and observe
the effect of the ternary binding, we removed the last term containing εatt from Eq. 4.12.
Making the following changes makes it easier to pay attention to the attraction between
the brush and the peptide. Furthermore, we adjusted the εatt parameter, typically greater
than 0.1kBT in magnitude.

Furthermore, while increasing the εatt, we adjusted the two conditions to observe sig-
nificant impact: 1. high cell density 2. long brush length. Setting up the high cell density
limit reduces the volume occupancy to a fixed number of peptides since the cell density
is defined as the ‘number of peptides/total number of volumes’. Thus, increasing the cell
density is equivalent to decreasing the total volume. This causes AMPs to behave within
the constrained volume and makes it easier to capture the behavior. Moreover, extending
the length of the brush enables the brush to stretch out further so that AMPs get trapped
easily within the brush.

4.3.2 Ionic concentration variations

In previous Chap. 3, we studied the interaction between the AMPs and the cell mem-
branes under Na+ concentration variation. Here, we incorporate divalent ions to replicate
a more realistic model. This model has three control parameters: monovalent, divalent,
and peptide concentration. Since we are interested in the behavior of AMP, we control the
concentration of ions based on the AMP concentration change. As numerous parameters
are associated with the model, we divide it into several cases. First, we fixed the monova-
lent concentrations at ≈ 100mM and controlled the divalent ion concentration. Second, we
fixed the divalent ion close to zero and controlled the monovalent concentrations. Finally,
we fixed the divalent concentration at 5mM and controlled the monovalent concentrations.
This allows us to examine the results in various scenarios.
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4.4 Results and Discussions

4.4.1 Brush-Peptide attractive energy (|εatt|) variations

(a) (b)

Figure 4.2: (a) The bound peptides to lipid ratio (QNp/N0) result with AMPs as the
control variate at various attractive energy (εatt). The parameters are set as follows: Cell
density (Ccell) = 1 × 1010cells/ml, area-stretch modulus (KA) =200pN/nm, brush length
(nr) = 20000, and Mg2+ = 0.1mM. The number of bound peptides (Np) decreases with an
increase in the magnitude of the attractive energy (|εatt|). The blue curve represents no
brush term (nr = 0) and has the largest binding peptide (Np) due to the non-interference
from the other factors. (b) The bound peptide to lipid ratio (QNp/N0) results, with brush
length (nr) being the control variable at various ranges of attractive energy (εatt). The
parameters are set as follows: Cell density (Ccell) = 1× 1010cells/ml, AMP concentration
(Cp) = 20µM, and Mg2+ = 0.1mM. The attractive energy does not affect the number of
bound peptides (Np) at a short brush length. The discrepancy is observed at large brush
lengths. The blue curve indicates no brush term (nr = 0) and is set as a reference curve
to compare with other results.

Following the method, we computed the molar ratio of bound peptides to lipids (QNp/N0)
as shown in Fig. 4.2. Unless specified, we apply the same parameters as in the origi-
nal model without further adjustment.[64] Here, we used cell density (Ccell) = 1 × 1010

cells/ml, LPS area-stretch modulus (KA) =200 pN/nm, brush length (nr) = 2000, and
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Mg2+ = 0.1mM. Figure 4.2 (a) represents the result of QNp/N0 controlled by the concen-
trations of the AMPs. (Here, the notation for the bound peptides to lipid ratio (QNp/N0)
differs from the previous chapters but corresponds to the same notion of (P/L)). The re-
sults show that the ratio of bound peptides decreased as the magnitude of the attraction
energy (|εatt|) increased. As expected, the majority of peptides get trapped inside the brush
through the ternary binding. Subsequently, a lower amount of peptide gets bound to the
LPS interface as |εatt| increases. This result verifies that our hypothesis is indeed true.

One caveat to the Fig. 4.2 (a) is that, the brush length (nr) was selected to be nr =
20, 000, which is physically unreasonable. To gain better insights into the brush length
effects, we fixed the AMP concentration and varied the brush length (nr) at different εatt
as in Fig. 4.2 (b). The results show that εatt does not contribute to the bound peptide ratio
at a short brush length and starts to decrease at a large brush length around nr = 100
and large |εatt|. To show a clear comparison, we added the no-brush case, represented with
the blue curve. In the no-brush case, peptides can easily be bound to the membrane since
there is no interference, allowing them to have the largest bound peptide to lipid ratio.
Thus, Fig. 4.2 (b) illustrates the effects of the brush length effects. However, it remains
questionable on the physically acceptable range. Generally, the frequently repeated unit
of nr falls between 8 and 15. In our Fig. 4.2 (b), this range has substantially less influence.
This leaves room for further investigation.

Exploring Fig. 4.2 does not reveal the amount of peptide trapped within the bush. To
supplement the descriptions of the idea that less peptide gets bind at the LPS interface,
we compared the cross-sectional area of the trapped peptide in the volume with that of
the bound peptide at the interface region. The cross-sectional area of the trapped peptide
is calculated by the volume fraction of the trapped peptide (φp) times the brush height
(HBrush). The result of our the proposed method is presented in Fig. 4.3 (a), which shows
that the ratio increased as the number of peptides increased. Simultaneously, as shown
in Fig. 4.3 (b), a shift toward long brush length units increased peptide trapping at large
|εatt|. This result supplements our hypothesis that fewer peptides get bounds to the LPS
interface at a large |εatt|.

This work conclusively demonstrated that the change in attractive energy (εatt) in
the bacterial cell membrane of the LPS affects the activity of the AMPs. Moreover, the
behaviors are well captured in an environment with high cell density with extremely long
brush length. However, this is still implausible in practice due to physically unrealistic
value selections. Although our model cannot be translated into a practical model at this
stage, we anticipate that future attempts will resolve the issue and allow us to view more
realistic models.
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(a) (b)

Figure 4.3: (a) The results of the cross-sectional area of the trapped peptide within the
brush as a function of AMPs concentrations at various attractive energy ranges (εatt). The
parameters are set as follows: Cell density (Ccell) = 1×1010 cells/ml, area-stretch modulus
(KA) =200 pN/nm, brush length (nr) = 20000, and Mg2+ = 0.1mM. It is analogous to
Fig. 4.2 (a), but here, the results represent the trapped peptide ratio at a given area. (b)
The results of the cross-sectional area of the trapped peptide within the brush as a function
of brush length (nr) at various attractive energy ranges (εatt). The parameters are set as
follows: Cell density (Ccell) = 1 × 1010 cells/ml, AMP concentration (Cp) = 20µM, and
Mg2+ = 0.1mM. It is analogous to Fig 4.2 (b); instead, the results represent the ratio of
trapped peptides at a given area.

4.4.2 Ionic concentration variations

Using the model again, we changed the salt concentration and analyzed the behaviors.
First, we fixed Na+ to 0.1M (=100mM) and adjusted the Mg2+ in the range between 1mM
to 0.0001mM. This result is presented in the Fig. 4.4 (a) and it is analogous to the ref. [64]
idea. As opposed to ref. [64], we reduced Mg2+ concentration close to zero (=0.0001mM).
As a result, Fig. 4.4(a) showed that the ratio of the number of bound peptides to the
total binding sites increased when Mg2+ ions concentration decreased. Additionally, the
ratio asymptotically converged near 0.175 in the absence of Mg2+ ions in the solution.
Aside from the peptide binding, Fig. 4.4 (b) and (c) represent the ion binding behavior
for Na+ and Mg2+, respectively. Particularly, Fig. 4.4 (b) showed that when Mg2+ ions
concentration decreased, Na+ binding increased. This observation is consistent with the
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Figure 4.4: The behavioral changes in interfacial-binding peptides and ions (Mg2+ and
Na+) in response to Mg2+ concentration modulation. The solid line depicts the LPS
without the brush chain, while the dashed line represents the LPS, including the brush
that allows trapping the ions and the peptides. The legend in subplot (c) applies to other
subplots (a) and (b). To generate the plot, the choice of the parameters is as follows:
Cell density (Ccell) = 1× 105 cells/ml, peptide-brush attraction (εatt) = -0.05 kBT , brush
length (nr) = 15, and Na+ = 100mM. (a) The ratio of interfacially bound peptides to total
binding sites with AMP being the control variate at various ranges of Mg2+ concentration.
(b) The ratio of interfacially bound Na+ to total binding sites. (c) The ratio of interfacial
bound Mg2+ to total binding sites.

previous study [64], and it is attributable to the reducing effects of Mg2+. Through this
work, we observed that when Mg2+ ions decrease close to zero concentration, peptides can
easily bind to the interface of the LPS.

In Fig. 4.5, we fixed the Mg2+ concentration near zero (=1µM) and altered the Na+

in the range between 0.05M and 0.20M. It has similar effects to the previous Chap. 3.
As a result of changing salt concentration, Fig. 4.5 (a) showed that the peptide binding
diminished with increasing Na+ concentrations. This is due to the effects of an increased
number of Na+ ions. The Na+ ions screen the cell membrane and inhibit the binding of
the peptides. As a result, the increase in the Na+ concentrations reduces peptide binding
in the absence of Mg2+ ions. Furthermore, Fig. 4.5 (b) and (c) show the behavioral change
of Na+ and Mg2+ ions binding to the surface.

In addition, the more intriguing result appeared as we increased Na+ concentrations at
a high Mg2+ level. As depicted in Fig. 4.5, opposite effects take place, in which the number
of bound peptide ratios increased in the abundant Mg2+ and when Na+ ion concentration
increases. This indicated that the screening effects caused by the Na+ might have been
reduced, and the Mg2+ competitiveness could have been diminished. However, it remains
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Figure 4.5: The behavioral changes in interfacial-binding peptides and ions (Mg2+ and
Na+) in response to Na+ concentration modulation. The solid line illustrates the LPS
without the brush chain, while the dashed line represents the LPS, including the brush
that allows trapping the ions and the peptides. To generate the plot, the choice of the
parameters are as follows: Cell density (Ccell) = 1× 105 cells/ml, peptide-brush attraction
(εatt) = -0.05 kBT , brush length (nr) = 15, and Mg2+ = 1µM. (a) The ratio of interfacially
bound peptides to total binding sites with AMP being the control variate at various ranges
of Mg2+ concentration. (b) The ratio of interfacial bound Na+ to total binding sites. (c)
The ratio of interfacial bound Mg2+ to total binding sites.

questionable as to the actual ramifications since there has been no experimental research
to support the following results.

Through this work, we observed how the activities of the AMPs changed as we changed
Mg2+ and Na+ ions concentration. The result showed that the competing effects between
the peptides and the Mg2+ ions are reduced when Mg2+ ion concentration drop close to zero,
allowing the peptide to bind to the LPS easily. We further verified that the Na+ inhibited
the binding of the peptides in the absence of Mg2+, with a change in concentrations of
Na+ as a result of the screening effects. Lastly, we observed that the binding decreased
when the Na+ concentrations were altered, and both Na+ and Mg2+ were abundant in
the environment. However, since it lacks detailed experimental evidence, it is challenging
to support the results. However, the detailed examination of each subplot (b) and (c)
that depicts the change in ion bindings to the peptide variations could help us clarify the
binding interactions between the peptides.
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Figure 4.6: The behavioral changes in interfacial-binding peptides and ions (Mg2+ and
Na+) in response to Na+ concentration modulation. The solid line depicts the LPS without
the brush chain, while the dashed line represents the LPS, including the brush that allows
trapping the ions and the peptides. For generating the figures, the choice of the parameters
are as follows: Cell density (Ccell) = 1×105 cells/ml, peptide-brush attraction (εatt) = -0.05
kBT , brush length (nr) = 15, and Mg2+ = 10mM. (a) The ratio of interfacially binding
peptides to total binding sites with AMP being the control variate at various ranges of
Mg2+ concentration. (b) The ratio of interfacially bound Na+ to total binding sites. (c)
The ratio of interfacial bound Mg2+ to total binding sites.

4.5 Conclusion

In this study, we examined the interactions between the outer bacterial membranes of the
LPS layer against AMPs. Particularly, we have clarified how variations in two biologically
significant factors (i.e., brush-peptide interactions, the electrostatic interactions between
peptides and LPS headgroups, and brush lengths) influence the interaction of AMPs with
bacterial LPS. First, we observed that LPS captured more AMPs within the brush at
large attractive energy (εatt) under high cell density and a long brush length condition.
Additionally, we examined how salt concentration impacted AMP bindings to the interface
of the LPS layer at different Na+ and Mg2+ ions concentrations. Therefore, our model
clarified the protective role of the LPS layer against cationic AMPs in a quantitative
manner.

61



Chapter 5

Conclusion

Over the past few decades, AMPs have gained popularity as an alternative to conventional
antibiotics and have been widely considered for application in various industries. Never-
theless, a thorough understanding of the interactions between AMPs and cell membranes
has not been fully established and remains elusive. In this thesis, we focused on under-
standing the interactions between AMPs and cell membranes under various biologically
relevant conditions by introducing theoretical models. In particular, we attempted to in-
vestigate the three main points, i.e., the selectivity and the activity of the AMPs in a
variety of cases: bacteria-only cases, a mixture of bacteria and host cell, salinity, varying
peptide-LPS interactions.

Specifically, in Chap. 2, we introduced a biophysical model of peptide activity and se-
lectivity. Using the model, we have clarified how the presence of host cells and peptide
trapping influence peptide selectivity. The result suggested a relatively insignificant de-
pendence of the selectivity on the presence of host cells and peptide trapping. We also
showed how the non-competitive selectivity acquired by combining MICs and MHCs for
bacteria-only and host-cell-only solutions, respectively, differs from the competitive selec-
tivity obtained for a mixture of both types of cells. The results demonstrated that the
non-competitive selectivity can be larger than the competitive selectivity depending on
how cell densities are selected.

In Chap. 3, we presented an interaction model between AMPs and bacterial membranes
in electrolyte solutions containing monovalent cations Na+. This work demonstrated how
binding affinity changes with salt concentration. The binding affinity became weaker as
we increased the salt concentration. As a result, the MIC was larger for higher salt con-
centrations.
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In Chap. 4, we examined the theoretical model of the interactions between the LPS
layer of the outer bacterial membrane against AMPs. To this end, we regard the LPS
molecules as forming a polymer brush grafted to a charged surface and clarify the rela-
tive significance of several elements, such as brush-peptide interactions, the electrostatic
interactions between peptides and LPS headgroups, and brush lengths. The result based
on this model clarified the protective role of the LPS layer against cationic AMPs in a
quantitative manner.

5.1 Future works

Beyond what has been accomplished in this thesis work, there remains much work to be
done in the future. The remaining work from this study provides future directions. In
Chap. 3, we investigated interactions between the AMPs and cell membranes with varying
salt concentrations. Other studies [59, 60] have emphasized the significance of divalent
ions competing with AMPs. Thus, to incorporate the divalent ions into the mean-field
approach, the nonlinear Poisson-Boltzmann equation can be replaced by the linearized
PB equation (i.e., the renormalized Debye Hückel approach) and further minimized with
respect to the three charge densities, i.e., peptide charge density (σp), monovalent charge
density(σ1), divalent charge density(σ2). With the given minimization, the total net charge
density can be revised as σnet = Qσp+σ1−2σ2−σ0, where the σ0 represents the backbone
charge of the peptides, which was denoted with σ0 = fA/al. With the additional terms
of monovalent charge density(σ1) and divalent charge density(σ1), the entropy can also
be revised analogous to the previous entropy formula. We hope that incorporating the
divalent ions into the equation enables us to address the problem and improve both results
and the method.

Furthermore, in Chap. 4, we reviewed the work of strengthening the protective layer
of LPS in the presence of AMP. One caveat was that the model was assumed to have an
unrealistically long brush that could not be converted into the actual model. To improve
the model, we could adjust cell densities or other remaining parameters within the system
to fit into the actual model.

As a final remark, in this thesis, we aim to provide a comprehensive understanding of
the interaction between AMP and the cell membrane through theoretical modeling. We
hope that the additional efforts related to the work carried out in this thesis become useful
in the quest for ideal AMPs as therapeutic agents.
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Appendix A

Python Code Access

All code is generated using python, and the source code is accessible through GitHub for
replicating the results.1

• Chapter 2 code is available under the repository: Membrane Cell Selectivity. 2

• Chapter 3 code is available under the repository: MIC Salt dependent.3

• Chapter 4 code is available under the repository: LPS Layer. 4

1https://github.com/Suemin-Lee
2https://github.com/Suemin-Lee/Membrane_Cell_Selectivity
3https://github.com/Suemin-Lee/MIC_Salt_dependent
4https://github.com/Suemin-Lee/LPS_Layer
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