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Abstract

Combinatorics on words is a field of mathematics and theoretical computer science that
is concerned with sequences of symbols called words, or strings. One class of words that
are ubiquitous in combinatorics on words, and theoretical computer science more broadly,
are the bordered words. The word w has a border u if u is a non-empty proper prefix and
suffix of w. The word w is said to be bordered if it has a border. Otherwise w is said to
be unbordered.

This thesis is primarily concerned with variations and generalizations of bordered and
unbordered words.

In Chapter 1 we introduce the field of combinatorics on words and give a brief overview
of the literature on borders relevant to this thesis.

In Chapter 2 we give necessary definitions, and we present a more in-depth literature
review on results on borders relevant to this thesis.

In Chapter 3 we complete the characterization due to Harju and Nowotka of binary
words with the maximum number of unbordered conjugates. We also show that for every
number, up to this maximum, there exists a binary word with that number of unbordered
conjugates.

In Chapter 4 we give results on pairs of words that almost commute and anti-commute.
Two words x and y almost commute if xy and yx differ in exactly two places, and they
anti-commute if xy and yx differ in all places. We characterize and count the number of
pairs of words that almost and anti-commute. We also characterize and count variations
of almost-commuting words. Finally we conclude with some asymptotic results related to
the number of almost-commuting pairs of words.

In Chapter 5 we count the number of length-n bordered words with a unique border.
We also show that the probability that a length-n word has a unique border tends to a
constant.

In Chapter 6 we present results on factorizations of words related to borders, called
block palindromes. A block palindrome is a factorization of a word into blocks that turns
into a palindrome if each identical block is replaced by a distinct character. Each block is a
border of a central block. We call the number of blocks in a block palindrome the width of
the block palindrome. The largest block palindrome of a word is the block palindrome of the
word with the maximum width. We count all length-n words that have a width-t largest
block palindrome. We also show that the expected width of a largest block palindrome
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tends to a constant. Finally we conclude with some results on another extremal variation
of block palindromes, the smallest block palindrome.

In Chapter 7 we present the main results of the thesis. Roughly speaking, a word is
said to be closed if it contains a non-empty proper border that occurs exactly twice in the
word. A word is said to be privileged if it is of length ≤ 1 or if it contains a non-empty
proper privileged border that occurs exactly twice in the word. We give new and improved
bounds on the number of length-n closed and privileged words over a k-letter alphabet.

In Chapter 8 we work with a generalization of bordered words to pairs of words. The
main result of this chapter is a characterization and enumeration result for this general-
ization of bordered words to multiple dimensions.

In Chapter 9 we conclude by summarizing the results of this thesis and presenting
avenues for future research.
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Chapter 1

Introduction

Combinatorics on words is a field of mathematics and computer science that is concerned
with sequences of symbols called words, or strings. This thesis is primarily concerned with
variations of bordered [94] and unbordered words. A word (or string) is a sequence of
symbols taken from a finite alphabet. The word w has a border u if w = ux = yu for
some words x, y. The word w is said to be bordered if it has a border u with 0 < |u| < n.
Otherwise w is said to be unbordered. Note that borders are allowed to overlap; see
Example 1. Bordered and unbordered words are ubiquitous in combinatorics on words
and appear in many computer science applications. For example, they occur in frame
synchronization [75, 90, 50, 77], data compression [102], pattern matching [21, 52, 69], and
more.

Example 1.
The French word entente is a bordered word. It has two borders ente, and e.
The English word murmur is also a bordered word. Its only border is mur.

Enumerating and proving properties about subsets of bordered and unbordered words
has been of great interest in the field of combinatorics on words for a while. For example
on the problem of enumeration, Nielsen’s [80], and Lossers and Chapman’s [20] recurrences
for the number of unbordered and bordered words, Guibas and Odlyzko’s [51] recurrences
for the number of words that have a specific set of border lengths, Holub and Shallit’s
recurrence for the number of bordered words with a maximal border of size 1, and many
more [50, 58, 84, 82].

Two additional well-known and intimately connected variations of bordered words are
the closed words [37, 24] and the privileged words [67]. Roughly speaking, a word w is said
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to be closed if it has a non-empty proper border u that occurs exactly twice in w. Similarly,
a word is said to be privileged if it is of length ≤ 1 or if it contains a non-empty proper
privileged border that occurs exactly twice in the word. A variation of closed words was first
introduced by Gilbert [47] under the name prefix-synchronized codes in the field of frame
synchronization; see Section 2.4 for the definition of prefix-synchronized codes. Guibas and
Odlyzko [50] further studied these codes, enumerating them. Later Carpi and de Luca [25]
independently discovered closed words, under the name periodic-like words. Since closed
words and privileged words were defined in 2011 and 2013 a number of researchers have
tried to enumerate the closed and privileged words. See [40, 79, 86, 87] for current bounds
on the number of closed and privileged words.

Periodicity is another property that has been widely studied in the field of combinatorics
on words. An integer p is said to be a period of the word a1a2 · · · an if ai = ai+p for all i,
1 ≤ i ≤ n−p. It is known that a length-n word has a period p if and only if the word also has
a border of length n− p. So periodicity and borderedness are very closely connected. For
more on the connections between periodicity and borders see: the Ehrenfeucht-Silberger
problem [36, 63, 64], Duval’s conjecture [33, 34, 57, 61, 59, 35], Harju and Nowotka’s results
on border correlation [56, 60], and more.

In the next section we outline the main results and structure of this thesis.

1.1 Thesis outline

In Chapter 2 we give necessary definitions and we present a literature review on results on
borders relevant to this thesis.

In Chapter 3 we complete the characterization due to Harju and Nowotka [56, 60] of
binary words with the maximum possible number of unbordered conjugates. We also show
that for any number, up to this maximum, there exists a binary word with that number of
unbordered conjugates. We use the theorem-proving software Walnut written by Hamoon
Mousavi [78] to aide us in the proofs. This work appears in [27].

In Chapter 4 we give results on pairs of words that almost commute and anti-commute.
Two words x and y almost commute if xy and yx differ in exactly two places, and they
anti-commute if xy and yx differ in all places. We characterize and count the number of
pairs of words that almost and anti-commute. We also characterize and count variations
of almost-commuting words. Finally we conclude with some asymptotic results related to
the number of almost-commuting pairs of words. This work appears in [44].
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In Chapter 5 we count the number of length-n bordered words with a unique border.
We also show that the probability that a length-n word has a unique border tends to a
constant.

In Chapter 6 we present results on factorizations of words related to borders, called
block palindromes. A block palindrome is a factorization of a word into blocks that turns
into a palindrome if each identical block is replaced by a distinct character. Each block is a
border of a central block. We call the number of blocks in a block palindrome the width of
the block palindrome. The largest block palindrome of a word is the block palindrome of the
word with the maximum width. We count all length-n words that have a width-t largest
block palindrome. We also show that the expected width of a largest block palindrome
tends to a constant. Finally we conclude with some results on another extremal variation
of block palindromes, the smallest block palindrome.

In Chapter 7 we present new and improved bounds on the number of length-n closed
and privileged words over a k-letter alphabet. These improved bounds are the two main
results of this thesis and they can be found in [42].1

In Chapter 8 we work with a generalization of bordered words to pairs of words. The
main result of this chapter a characterization and enumeration result for this generaliza-
tion of bordered words to multiple dimensions. We also give results similar to those of
Nielsen [80] for this class of pairs of words. This work appears in [43].

Finally in Chapter 9 we conclude by summarizing the results of this thesis and present-
ing avenues for future research.

The work in Chapter 3 appears in a joint paper [27] with Trevor Clokie and Jeffrey
Shallit. The work in Chapters 4, 7, and 8 appear in single-author papers [44, 42, 43].

1Submitted manuscript.
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Chapter 2

Background

2.1 Words

Let Σ denote a finite non-empty set called an alphabet. The elements of Σ are called
symbols or letters. Let ϵ denote the empty word. Let Σn denote the set of all length-n
words over the alphabet Σ. We use Σ∗ to denote the set of all finite words over the alphabet
Σ. We write Σ+ = Σ∗ − {ϵ}. In this thesis we primarily work with the k-letter alphabet
Σk = {0, 1, . . . , k − 1}.

Let w ∈ Σ∗. Finite words are typically indexed starting at 1, but in this thesis we
index starting at 0. If the characters of a word w are not defined explicitly (e.g., w =
w0w1 · · ·wn−1), then the i’th symbol of w is denoted by w[i]. The length of w is denoted
by |w|. A word x is a subword (or a factor) of w if there exist words u, v such that w = uxv.
The subword x is a prefix (resp., suffix ) of w if u = ϵ (resp., v = ϵ). A word u is said to
be a proper subword of w if u ̸= w. The word “proper” can be used as a modifier for any
type of subword, like a prefix or a suffix. For example, the word sub is a proper prefix of
the word subword, but subword is not a proper prefix of subword. A word u is said to be
an internal subword of w if w = xuy for some non-empty words x and y. For example, the
word rest is not an internal subword of the word restoration, but the word rat is.

In the combinatorics on words community, subword sometimes means subsequence, a
word that can be derived from the original word by deleting 0 or more characters and
preserving the same order of the remaining elements. For example, the word sword is a
subsequence of the word subword. But this alternative is not studied in this thesis.
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2.2 Powers

A word w is said to be a power if it can be written as w = zi for some non-empty word
z where i ≥ 2. Otherwise w is said to be primitive. For example, hotshots = (hots)2 is
a power, but hots is primitive. Let pk(n) denote the number of length-n powers over Σk.
Let ψk(n) denote the number of length-n primitive words over Σk. We clearly have

pk(n) = kn − ψk(n).

From Lothaire’s 1983 book [72, p. 9] we also have that

ψk(n) =
∑
d|n

µ(d)kn/d

where µ is the Möbius function. The Möbius function µ : N : {−1, 0, 1} is defined as
follows:

µ(n) =


1, if a2 ∤ n for all a > 1 and n has an even number of prime factors;

−1, if a2 ∤ n for all a > 1 and n has an odd number of prime factors;

0, if a2|n for some a > 1.

The words u and v are said to be conjugates of each other if there exist non-empty
words x, y such that u = xy and v = yx. If x and y are both non-empty, then v is said to
be a non-trivial conjugate of u. If xy = yx, then x and y are said to commute. Let σ be
the left-shift map, so that σi(u) = yx where u = xy and |x| = i, where i is an integer with
0 ≤ i ≤ |u|. For example, any two of the words eat, tea, and ate are conjugates because
eat = σ(tea) = σ2(ate).

Lyndon and Schützenberger [73] showed that there is a close connection between con-
jugates, commutativity, and powers. They proved the following characterizations.

Theorem 2 (Lyndon-Schützenberger [73]). Two non-empty words x and y commute if
and only if there exists a word z, and integers i, j ≥ 1 such that x = zi and y = zj.

Corollary 3. Let u be a non-empty word. Then u has a non-trivial conjugate v such that
u = v if and only if there exists a word z, and integer i ≥ 2 such that u = v = zi.

Let u and v be two words of equal length. The Hamming distance ham(u, v) between
u and v is defined to be the number of positions where u and v differ [53]. For example,
ham(four, five) = 3.

5



As we have already seen, Lyndon and Schützenberger characterized all words x, y that
commute. Alternatively, they characterized all words u that have a non-trivial conjugate
v such that ham(u, v) = 0.

One might näıvely think that the smallest possible Hamming distance between xy and
yx after 0 is 1, but this is incorrect. Shallit [92] showed that ham(xy, yx) ̸= 1 for any words
x and y; see Lemma 4. Thus, after 0, the smallest possible Hamming distance between xy
and yx is 2. If ham(xy, yx) = 2, then we say x and y almost commute.

Lemma 4 (Shallit [92]). Let x and y be words. Then ham(xy, yx) ̸= 1.

The problem of characterizing and determining the number of pairs of words that almost
commute is solved Chapter 4.

2.3 Periodicity

An integer p is said to be a period of the word w = a1a2 · · · an if ai = ai+p for all i,
1 ≤ i ≤ n − p. There are other equivalent definitions of periodicity that prove useful.
One such definition is the following: An integer p is said to be a period of the word
w = a1a2 · · · an if there exists a length-p word x, a possibly empty prefix y of x, and
positive integer j such that w = xjy. A length-n word is said to be periodic if it has a
period p with p ≤ n/2. The period p = 0 is trivially a period of any word, so we generally
disregard it in our analysis of the periods of a word. Historically the term “period” has
also referred to the word that is repeated instead of its length. We only use the length
definition in this thesis.

For example, applying both definitions of periodicity to the word w = alfalfa, we get
that w has periods 3, and 6, and it can also be written as (alf)2a or (alfalf)1a. The
notions of borderedness and periodicity are quite closely related, as is shown in Theorem 5.

Theorem 5. A word w has a period p if and only if it also has a border of length |w| − p.

Proof. =⇒: Suppose w has a period p. Then w = xjy where j is a positive integer and
x = yz for some words y, z. Substituting x into w, we get w = (yz)jy. Clearly (yz)j−1y is
a border of w, and is of length |w| − p.

⇐=: Suppose w has a border of length |w| − p for some p > 0. Then w = xu = vx
for some non-empty word x of length |w| − p and some words u, v. Clearly we have
w[i] = w[i+ |v|] for 1 ≤ i ≤ |w| − |v|. So w has a period |v| = |w| − |x| = p.

6



When considering periods, often the shortest are of interest. Let sp(w) denote the
shortest period of the word w. The shortest period of a word is sometimes referred to as
the period. Theorem 5 shows a connection between the shortest period of a word and the
word’s longest border. Since the shortest period and longest border are trivially related,
it is natural to attempt relating shortest periods to shortest borders in some way.

The shortest border of a word must be unbordered, for otherwise the word would have
a shorter border. One could ask the question, when is the shortest border also the shortest
period? Or equivalently, when does a word have a unique (non-trivial) period, or exactly
one unbordered border? One could also loosen the restriction of looking at borders, and
just look at subwords. What relation is there between the shortest period and the longest
unbordered subword? This question was asked in 1979 by Ehrenfeucht and Silberger [36].
More precisely, they conjectured that if the length of a word w is greater than or equal to
twice the length of the longest unbordered subword, then the shortest period is equal to
the length of the longest unbordered subword. This is illustrated in Conjecture 6. We use
lu(w) to denote the length of the longest unbordered factor of w.

Conjecture 6 (Ehrenfeucht and Silberger [36]). Let w be a word. If |w| ≥ 2 lu(w), then
sp(w) = lu(w).

Conjecture 6 was quickly proven false later in 1979 by Assous and Pouzet [5] with the
following counterexample:

w = 0n10n+110n10n+210n10n+110n. (2.1)

A largest unbordered subword of w is 0n+210n10n+11, so lu(w) = 3n+6. The shortest period
of w is 4n+ 7, and it is realized by the prefix 0n10n+110n10n+21. Clearly |w| = 7n+ 10 is
strictly greater than 2 lu(w) = 2(3n + 6), and lu(w) ̸= sp(w). Though the 2 lu(w) bound
was not quite right, it is still interesting to consider what the actual bound is, and how
close one can get to it.

In 1982 Duval gave the first correct bound, outlined in Theorem 7.

Theorem 7 (Duval [34]). Let w be a word. If |w| ≥ 4 lu(w)− 6, then sp(w) = lu(w).

Along with Theorem 7, Duval also conjectured that if a word w has an unbordered prefix
of length lu(w) then |w| ≥ 2 lu(w) is a sufficient condition for sp(w) = lu(w). If Duval’s
conjecture were true, then it would imply that any word w has sp(w) = lu(w) whenever
w ≥ 3 lu(w) (see Conjecture 8).

Conjecture 8 (Duval [34]). Let w be a word. If |w| ≥ 3 lu(w), then lu(w) = sp(w).

7



In 2004 Harju and Nowotka [57, 59] solved a slightly stronger version of Duval’s con-
jecture (see Theorem 9), which is known as the “extended Duval conjecture.” Holub [61]
later gave an alternate proof of Theorem 9.

Theorem 9 (Harju and Nowotka [59]). Let w be a word. If |w| ≥ 3 lu(w) − 2, then
lu(w) = sp(w).

Though Duval’s conjecture has been solved, the counterexample on (2.1) that disproves
Ehrenfeucht and Silberger’s conjecture also shows that the bound in Theorem 9 is not
optimal. So Harju and Nowotka [57, 59] conjectured that the optimal bound is close
to (7/3) lu(w). Finally, Holub and Nowotka [64] resolved this conjecture, culminating in
Theorem 10.

Theorem 10 (Holub and Nowotka [64]). Let w be a word. If |w| ≥ 7
3
lu(w) − 2, then

sp(w) = lu(w).

Moving on from the Ehrenfeucht-Silberger problem and Duval’s conjecture, we turn
back to Theorem 5, which connects borders to periods. Lyndon and Schützenberger [73]
gave a more detailed characterization of words that have a border. They showed that if a
word is bordered it must be periodic and have a certain structure.

Theorem 11 (Lyndon-Schützenberger [73]). Let y be a possibly empty word and x, z be
non-empty words. Then xy = yz if and only if there exist words u, v, and an integer e ≥ 0
such that x = uv, z = vu, and y = (uv)eu.

Corollary 12. Let w be a non-empty word. Then w has a border if and only if there exists
a non-empty word u, a possibly empty word v, and an integer i ≥ 1 such that w = (uv)iu.

Recall back to Section 2.2 the definition of a power. If a word is a power then it is
also periodic. We saw that Lyndon and Schützenberger characterized powers in terms of
commuting words. Shallit [92] extended the notion of commutativity to allow for character
mismatches. He considered ham(xy, yx). When ham(xy, yx) = 0 (resp., ham(xy, yx) = 2),
we say that x and y commute (resp., almost commute).

Just as powers can be seen as a special case of periodicity, almost commuting pairs of
words can be seen as a special case of a concept introduced by Klavžar and Shpectorov [68],
the 2-error border. A word w is said to have a 2-error border of length i if there exists
a length-i prefix u of w, and a length-i suffix u′ of w such that w = ux = yu′ and
ham(u, u′) = 2 for some x, y. The 2-error border was originally introduced in an attempt
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to construct graphs that have properties similar to n-dimensional hypercubes. The n-
dimensional hypercube is a graph that models Hamming distance between length-n binary
words. See [100, 101] for a characterization of 2-error borders. See [13] for an algorithm to
detect whether a word has a 2-error border in linear time.

2.4 Enumeration

Let Uk
n denote the set of length-n unbordered words over the alphabet Σk. Let un = | Uk

n |.
In 1973 Nielsen [80] studied unbordered words under the name “bifix-free words.” A bifix
of a word w is a non-empty word that is both a proper prefix and suffix of w. A word
being called bifix-free means that it has no bifix, or in other words, that it is unbordered.
Nielsen’s main result of that 1973 paper was that the sequence un obeys the recurrence

un =


1, if n = 0;

kun−1 − un/2, if n is even;

kun−1, if n is odd.

Nielsen also gave a procedure to efficiently list all length-n unbordered words. Additionally,
he proved that the limit limn→∞ un/k

n exists. In particular, he showed that for k = 2 there
are (c+ o(1)) · 2n unbordered binary words, where c ≈ 0.267786.

Later, in 1995, Lossers and Chapman [20] proved a recurrence for the number bn of
length-n bordered words over Σk. They showed that

bn =


0, if n = 1;

bn−2 + (1− bn/2)k
−n/2, if n is even;

bn−1, if n is odd.

The autocorrelation [52, 51] of a word w, roughly speaking, is a binary word that
says what borders are in w. More precisely, the autocorrelation of a length-n word w is
ac(w) = a1a2 · · · an where

ai =

{
1, if w has a length-i prefix that is also a suffix of w;

0, otherwise.

Notice that an is always 1 since w is a length-n prefix and suffix of itself.
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Example 13. Consider the word 1011011011. It has autocorrelation ac(1011011011) =
1001001001 since its only borders are of length 1, 4, and 7.

It is quite easy to see that not every binary word is “realizable” as a correlation of some
word. To see this, suppose a word w of length n ≥ 3 has autocorrelation 0n−211. Clearly
w then has exactly one border of length > n/2. So w can be written as w = ut = su where
u > n/2. Then u must be bordered, and so w has more than one border.

So which binary words are autocorrelations of other words? How many valid auto-
correlations are there? How many length-n words are there with a fixed autocorrelation?
In 1978 Guibas and Odlyzko [51] answered these questions. They characterized all valid
autocorrelations by giving necessary and sufficient conditions for an autocorrelation to be
valid. They showed that there are nΘ(logn) different valid autocorrelations. They also gave
a recurrence for the number of length-n words having a fixed autocorrelation.

Framing Nielsen’s result differently, one could say that in a sense, he was counting the
number of words with a maximum “border” of length 0. This particular framing raises
some very natural questions. Is there a simple formula for the number of words of length
n that have a maximum border of length t for t ≥ 1? What is the expected length of the
maximum border of a word? What is it asymptotic to? Does it converge to a constant?
In 2016 Holub and Shallit [65] answered some of these questions. They gave a recurrence
for the number of length-n words having a maximum border of length 1 (see Theorem 14).
They also showed that over a k-letter alphabet, the expected length of the maximum border
αK of a word is asymptotic to a constant. In particular, when k = 2 the expected length
of the maximum border α2 of a length-n word is 1.641 + o(1).

Theorem 14 (Holub and Shallit [65]). Let vn denote the number of length-n words over a
k-letter alphabet that have a maximum border of length 1. Then the sequence vn obeys the
recurrence

vn =


0, if n = 1;

k, if n = 2;

kvn−1 − (k − 1)vn/2, if n ≥ 4 is even;

kvn−1 − v(n+1)/2, if n ≥ 3 is odd.

Since Nielsen’s paper there have been multiple generalizations and variations of bor-
dered words, and with them, there have been more interesting enumeration results. Anselmo
et al. [4] introduced a generalization of unbordered words to two dimensions called unbor-
dered pictures. A picture can be thought of as a rectangular m × n matrix with values
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taken from some finite alphabet. A picture p is said to be a bordered picture if there ex-
ists another picture p′ that occurs in opposing corners of p. Otherwise p is said to be an
unbordered picture. For example, see Example 15.

Example 15. The picture 0 1 1
1 1 0
1 0 1


is bordered with borders [

1 1
1 0

]
,
[
0 1

]
,

[
0
1

]
, and

[
1
]
.

In their paper, Anselmo et al. attempted to enumerate and generate unbordered pic-
tures using similar arguments to Nielsen’s. But they noted that this is not possible since
Nielsen’s arguments relied on a result that does not map on the the two-dimensional case.
It remains an open problem to count the number of unbordered pictures of size m×n over
a k-letter alphabet.

In the case of unbordered pictures, generalizing to two dimensions meant adding another
co-ordinate to the words themselves so that when you refer to a symbol you need to give
an x-value and a y-value (in the graphical sense). But this is not the only way to generalize
unbordered words to two dimensions. One could explore a certain notion of borderedness
with respect to ordered pairs of words (u, v). The two words in the pair correspond to the
two dimensions.

Let u and v be words of length m and n, respectively. Let w be a non-empty word. In
this thesis (u, v) to refers to an ordered pair of words. The pair (u, v) has a right-border if
u has a non-empty proper suffix that is a prefix of v. If w is a suffix of u and prefix of v
then w is said to be a right-border of (u, v). Analogously, the pair (u, v) has a left-border
if u has a non-empty proper prefix that is a suffix of v. If w is a prefix of u and suffix of v
then w is said to be a left-border of (u, v)

A pair of words (u, v) is said to be mutually bordered if (u, v) has both a right-border
and a left-border. If (u, v) has neither a right-border nor a left-border, then (u, v) is said to
be mutually unbordered (or cross-bifix-free [8]). The pair (u, v) is said to be right-bordered
if (u, v) has a right-border but not a left-border. Similarly (u, v) is said to be left-bordered
if (u, v) has a left-border but not a right-border.

Example 16. The pair of English words (delivered, redeliver) is mutually bordered.
The word red is a right-border of the pair and deliver is a left-border of the pair.
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The pair of English words (mail, box) is mutually unbordered since it has no right-
border or left-border.

The pair of English words (overlap, lapse) is right-bordered. The word lap is a
right-border of the pair.

Mutually unbordered words have previously arisen in digital communications as a gen-
eralization of a method of frame synchronization [8, 30]. The goal of frame synchronization
is to let the receiver of some piece of data know where the boundaries of the frames in
the data are (i.e., both the sender and receiver are on the same page). Typically this is
done by inserting a specially chosen word periodically into the data stream as a kind of
delimiter.

In 2000 van Wijngaarden and Willink [30] proposed a new method of frame synchro-
nization where a set of different words are interleaved into the data stream periodically
instead of appearing as a contiguous subword. An important part of frame synchronization
is the detection of the periodically inserted word. In 2004 Bajic and Stojanovic [8] calcu-
lated statistical quantities related to the detection of distributed sequences in random data.
For more work on mutually unbordered words, also called cross-bifix-free words, mutually
uncorrelated words, or non-overlapping words, see [7, 12, 9, 17, 18, 71, 97, 19, 26, 96]. Also
see [55, 54], where overlap-free languages are studied. A language is said to be overlap-free
if no prefix of a word in the language is a suffix of another word in the language. In this
thesis we choose not to use the terminology “cross-bifix-free”, “mutually uncorrelated”,
or “non-overlapping” since we require a specific name for pairs of words (u, v) with the
property that (u, v) has either a right-border or a left-border but not both.

A word is said to be periodic if its least period is less than or equal to half the length of
the word. In some applications, such as DNA sequencing, one is working with long words
that have long least periods. Keeping this in mind, one may want to extend the notion
of periodicity to one that includes ordinary periodic words and also includes words that
share characteristics with periodic words. In 2001 Carpi and de Luca [25] defined a class
of words called periodic-like words, later called closed words [24, 6].

There are a few equivalent definition of closed words. A complete return [48] to the
factor u in a word w is any factor of w having exactly two occurrences of u, one as a prefix
and one as a suffix. Therefore a word w is closed if and only if it is a complete return to
one of its factors [23, 6]. The following definition displays the connection between closed
words and bordered words. A word w is said to be closed (or periodic-like) if |w| ≤ 1 or if
w has a border that occurs exactly twice in w. If u is a border w and u occurs in w exactly
twice, then we say w is closed by u. If u is a border of w and u occurs exactly twice in w,

12



then w is said to be closed by u. It is easy to see that if a word w is closed by a word u,
then u must be the largest border in w. Otherwise u would occur more than two times in
w.

A word w is said to be privileged if |w| ≤ 1 or if w is closed by a privileged word. See
Example 17 for examples of words that are closed and privileged and words that are not
closed and not privileged.

Example 17.
The English word entanglement has the border ent and only contains two occurrences

of ent. Thus entanglement is a closed word, closed by ent. Since |ent| > 1 and ent is
unbordered and therefore not privileged, we have that entanglement is not privileged.

The English word abracadabra is closed by abra. Furthermore abra is closed by a.
But |a| ≤ 1, so abra is privileged and therefore so is abracadabra.

The only border of the English word eerie is e and e appears 3 times in the word.
Thus eerie is neither closed nor privileged.

Privileged words were first introduced in 2013 by Kellendonk et al. [67]. Later in 2013
Peltomäki [81] established some results on the basic properties of privileged words. Clearly
every privileged word is also a closed word, so a lower bound for the number of privileged
words also acts as a lower bound for the number of closed words. Let Ck(n) denote the
number of length-n closed words over a k-letter alphabet. Let Pk(n) denote the number of
length-n privileged words over a k-letter alphabet.

• Forsyth et al. [40] showed that P2(n) ≥ 2n−5/n2 for all n > 0.

• Nicholson and Rampersad [79] improved and generalized this bound by showing that
there are constants c and n0 such that Pk(n) ≥ c kn

n(logk(n))
2 for all n ≥ n0.

• Rukavicka [86] showed that there is a constant c such that Ck(n) ≤ c lnn kn√
n
for all

n > 1.

• Rukavicka [87] also showed that for every j ≥ 3, there exist constants αj and nj such

that Pk(n) ≤ αj
kn

√
lnn√
n

ln◦j(n)
j−1∏
i=2

√
ln◦i(n) length-n privileged words for all n ≥ nj

where ln◦0(n) = n and ln◦j(n) = ln(ln◦j−1(n)).

• We improve on these bounds on the number of privileged and closed words in Chap-
ter 7.
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Closed words were first introduced in 1960 in the context of coding theory [47]. They
arose as a response to a difficulty in the use of “comma-free codes.” A set S of length-n
words is said to be a comma-free code if aiai+1 · · · anb1b2 · · · bi−1 is not in S for all i with
2 ≤ i ≤ n where (a1a2 · · · an, b1b2 · · · bn) is a pair of words in S. When using a comma-
free code to communicate information, the receiver can always synchronize by looking at
the stream of data and checking for a codeword. A difficulty that arises with comma-
free codes is that figuring out whether a given block of the stream is a codeword can be
quite complicated. So Gilbert [47] defined a subset of comma-free codes (called a prefix-
synchronized code [50]) that gets around this issue.

A code is said to be prefix-synchronized if every codeword starts a fixed length-p prefix
u = a1a2 · · · ap, and for every codeword b1b2 · · · bn, the prefix u does not exist as a subword
of b2 · · · bna1a2 · · · ap−1 = a2 · · · apbp+1 · · · bn−pa1 · · · ap−1. Clearly the codewords of a prefix-
synchronized code are not themselves closed words, but it is obvious from the definition
that there is a connection. It follows from the definition of prefix-synchronized codes
that for any codeword b1b2 · · · bn of such a code with common prefix of length p, the word
b1b2 · · · bnb1 · · · bp is closed. Conversely, if c1c2 · · · cn is a length-n closed word with a length-
p border that does not appear internally, then the word c1c2 · · · cn−p is a codeword of a
prefix-synchronized code.

Let Gu(n) denote the number of length-(n + p) words w such that u is a border of
w and u is not an internal subword of w. Gilbert [47] conjectured that in the binary
case, the prefixes u that maximize Gu(n) are those of the form 1∗0. In a paper written in
1978, Guibas and Odlyzko [50] answered Gilbert’s conjecture. They showed that Gilbert’s
conjecture is true (for large n) over the binary alphabet, and alphabets of size k = 3
and k = 4, but is not true for alphabets of size k ≥ 5. See [77, 76] for constructions of
prefix-synchronized codes.

In their seminal 1977 paper Knuth, Morris, and Pratt [69] defined a class of words called
palstars. In order to define palstars, some other terms and notation need to be defined first.
The reversal of a word w is denoted by wR. A word w is called a palindrome if w = wR. A
word w is called a palstar if it can be written as a concatenation of one or more even-length
palindromes. A word v is a prime palstar if it is a palstar but cannot be written as the
concatenation of two even-length palindromes. Let PSk(n) denote the number of length-n
palstars over a k-letter alphabet. Let PPk(n) denote the number of length-n prime palstars
over a k-letter alphabet. Clearly PPk(2m + 1) = 0 and PSk(2m + 1) = 0 for all m > 0
since palstars are defined to be of even length. In 2011 Rampersad et al. [82] showed that
the set of all length-(2n) prime palstars is in bijection with the set of length-n unbordered
words. In other words, they showed that PPk(2n) = un. In 2014 Richmond and Shallit [85]
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counted the palstars by demonstrating that PSk(n) obeys the recurrence

PSk(2n) =
2n∑
i=1

ui PSk(2n− i).

They also showed that PSk(2n) ∈ Θ(αn
k) where αk is a positive real constant with 2k−1 <

αk < 2k − 1/2.

2.4.1 Conjugates

Recall that two words x and y are said to be conjugates of each other if there exist words
u, v such that x = uv and y = vu. Let σ : Σ∗

k → Σ∗
k denote the conjugate function, where

σ(ϵ) = ϵ, σ(cw) = wc for w ∈ Σ∗
k and c ∈ Σk. Let σ0(w) = w and σi(w) = σi−1(σ(w))

for i ≥ 1. For example, the word hotshots = σ4(hotshots) = (hots)2 is a power and the
word hots is primitive.

Clearly every power is bordered, and even more is true, every conjugate of a power
is bordered (see Theorem 18). But not all bordered words are powers. There are Θ(kn)
bordered words of length n over a k-letter alphabet [80]. It is also easy to prove that there
are O(kn/2) powers of length n over a k-letter alphabet. Since there are so many more
bordered words than there are powers, it is very natural to ask, how many unbordered
conjugates must a primitive word have?

Theorem 18. Let w = xi for some word x and some integer i > 1. Then σj(w) is bordered
for all j ≥ 0.

Proof. It is sufficient to show that all conjugates of w are bordered.

Let v a conjugate of w. Then there exist words st such that v = st and w = ts. Since
w = xi it follows that t = xjr and s = zxk where i − 1 = j + k and x = rz. Then
v = st = zxkxjr = z(rz)k(rz)jr = (zr)i, which is clearly bordered.

In 1971 Silberger [94] showed that every primitive word must have at least one un-
bordered conjugate. Silberger also conjectured that every word with k distinct letters
in its representation has at least k unbordered conjugates. In 1979 Ehrenfeucht and Sil-
berger [36] solved the conjecture, proving that every primitive word with k letters has at
least k unbordered conjugates.

Theorem 19 (Ehrenfeucht and Silberger [36]). Let w be a primitive word. Let a be a letter
that appears in w. Then there is an unbordered conjugate of w that begins with a.
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In 2017, Holub and Müller [62] characterized all binary (primitive) words with exactly
two unbordered conjugates. They showed that any binary word with exactly two unbor-
dered conjugates can be expressed as the concatenation of two palindromes.

Let us now shift our attention to the unbordered conjugates of ordinary words. In two
papers, Harju and Nowotka [56, 60] established results on the unbordered conjugates of
words. In their 2004 paper [56], Harju and Nowotka focused on words over the binary
alphabet. They showed that over the binary alphabet, every unbordered conjugate of
a word must be followed by a bordered conjugate (see Theorem 20). In other words
nuc(w) ≤ ⌊n/2⌋ for all length-n binary words w.

Theorem 20 (Harju and Nowotka [56]). Let w be a binary word. Then σi(w) or σi+1(w)
is bordered for all i ≥ 0.

Corollary 21 (Harju and Nowotka [56]). Let w be a binary word of length n > 1. Then
nuc(w) ≤ ⌊n/2⌋.

They also showed that the only binary words w of even length that reach nuc(w) = |w|/2
are the “cyclically overlap-free words”, which only exist as words of length 2i or 3 · 2i for
some i ≥ 1.

Theorem 22 (Harju and Nowotka [56]). Let w be a word of length 2n where n > 1. If w
has n unbordered conjugates, then it is of length 2i or 3 · 2i for some i ≥ 1.

Let mnuck(n) denote the maximum number of unbordered conjugates of a length-n
word over a k-letter alphabet. Combining Corollary 21 and Theorem 22 it follows that
mnuc2(2

i) = 2i−1 and mnuc2(3 · 2i) = 3 · 2i−1 for all i > 1.

This leads to a few natural questions that were left open as of Harju and Nowotka’s
2004 paper, and that we answer in Chapter 3:

1. For m > 0, is mnuc2(2m+ 1) = m?

2. Let 2m be a positive integer not of the form 2i or 3 · 2i for any i ≥ 1. Then is
mnuc2(2m) = m− 1?

3. For any i up to mnuc2(n), does there exist a binary word of length n such that it has
exactly i unbordered conjugates?
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In their 2008 paper, Harju and Nowotka [60] studied the unbordered conjugates of
words over an alphabet of size k ≥ 3. They showed that for any n > 1 and any 2 ≤ i ≤ n,
there exists a length-n word w over a k-letter alphabet having nuc(w) = i. In fact, they
proved more than this, but to precisely state their results some notation is needed.

Let β : Σ∗
k → Σ∗

k be the border correlation function of a word, and defined as follows:
β(w) = a0a1 · · · an−1, where

ai =

{
u, if σi(w) is unbordered;

b, if σi(w) is bordered.

For example, β(1001) = bubu since 1001 is bordered, 0011 is unbordered, 0110 is unbor-
dered, and 1100 is unbordered.

Harju and Nowotka showed that for n sufficiently large one can pick any border corre-
lation pattern v of length n except any conjugate of ubn−1 and there is always a word w of
length n over an alphabet of size 3 (and thus a word over an alphabet of size k ≥ 3) with
β(w) = v (see Theorem 23).

Theorem 23 (Harju and Nowotka [60]). Let n > 1 and k ≥ 3 be integers. Let A denote
the set of all length-n words over the alphabet {u, b}.

• If n ̸∈ {5, 7, 9, 10, 14, 17}, then for any v ∈ A such that v ̸∈ {σi(ubn−1) : i ≥ 0} there
exists a length-n word w over over an alphabet of size k such that β(w) = v.

• If n ∈ {5, 7, 9, 10, 14, 17}, then for any v ̸= un ∈ A such that v ̸∈ {σi(ubn−1) : i ≥ 0}
there exists a length-n word w over an alphabet of size k such that β(w) = v.

Corollary 24. Let w be word of length n > 1 over an alphabet of size ≥ 3. Then nuc(w) ≤
n.

2.5 Applications

From Section 2.3 we see that borders and periods are very closely related. Borders and
periodicity occur communication theory, coding theory, automata theory, and algorithms.
Let us now discuss some algorithms that use borders.

The näıve way to search for a string u of length m in a larger string w of length n is
to try to match u against every length-m subword of w. This strategy leads to a O(mn)
runtime. But there are ways to improve the runtime of string searching by using borders.
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Knuth, Morris, and Pratt (KMP) [69] came up with a string searching algorithm that
runs in linear time, barring any preprocessing. Their algorithm essentially uses an automa-
ton to search for matches in the data. Suppose Σ is some finite alphabet. Let w be a word
of length n and u be a word of length m < n. We describe the automaton for u. Each
state in the KMP automaton is a prefix of u. For the purposes of this automaton, prefixes
can be empty. The start state of the KMP automaton is the empty string ϵ. Suppose u′ is
a prefix of u and c is the character right after u′ in u. If c does not exist, then transition
to the state ϵ on any input. Suppose c exists. The KMP automaton will always have a
transition from state u′ to state u′c on input c. If u′ is bordered, then on input Σ − {c}
KMP automaton always has a transition from state u′ to the state representing the largest
border of u′. If u′ is unbordered, then on input Σ− {c} the automaton transitions to the
start state ϵ. See Figure for an example of the KMP automaton.

0
ϵstart

1
a

2
an

3
ana

4
anan

5
anana

6
ananas

a n

Σ− {n}

a n a s

Σ− {a}

Σ− {a}

Σ− {n}

Σ− {a}

Σ− {a}

Σ

Figure 2.1: KMP automaton for the word ananas.

Boyer and Moore [21] also created a string searching algorithm in 1977. Note that Boyer
and Moore’s original paper had an error. A complete proof of the Boyer-Moore algorithm
was given by Rytter [88] in 1980. Though the worst case runtime of the Boyer-Moore
algorithm is still O(mn), the best case is much better at O(n/m). Their algorithm works
by combining two heuristics, one of which is based on borders. One heuristic they use is
called the “good suffix rule.” The Boyer-Moore algorithm starts matching from right to
left instead of left to right. Again suppose w is a word of length n and u is a word of length
m < n. When searching for u in w with Boyer-Moore, the good suffix rule is used when
some but not all characters in a suffix of u have been matched. Call this suffix that has
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been matched v. When v has been matched the algorithm shifts the pattern u to the right
until one of three things happens:

1. One finds another occurrence of v in u (shifting to a position where the suffix of u
has border v).

2. One finds a prefix of u matches a suffix of v (shifting to a border of u).

3. The pattern u moves past the matched portion v.
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Chapter 3

Unbordered conjugates

3.1 Introduction

In two fundamental papers, Harju and Nowotka [56, 60] studied the unbordered conjugates
of a word. In particular, letting nuc(w) denote the number of unbordered conjugates of w,
and mnuck(n) denote the maximum number of unbordered conjugates of a length-n word
over a k-letter alphabet, they proved that

(a) for binary words w of length n ≥ 4 we have nuc(w) ≤ n/2;

(b) for n > 2 even, there exists a binary word of length n having n/2 unbordered conju-
gates iff n = 2k or n = 3 · 2k for some k ≥ 1.

In other words, they explicitly computed mnuc2(n) for all even n and bounded it above
for odd n.

In this chapter we complete the understanding of mnuc2(n) by proving that mnuc2(n) =
⌊n/2⌋ for all odd n > 3; see Theorem 25. We also show that for every possible number,
up to mnuc2(n), there exists a word having that number of unbordered conjugates; see
Theorem 29. 1

1Much of this chapter was taken verbatim from the author’s paper [27].
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3.2 Preliminaries

Our strategy is to show, using a decision procedure, that the maximum of nuc(w), over
all words of length n, is actually achieved by a factor of the Thue-Morse word [98, 99].
We use the theorem-proving software Walnut written by Hamoon Mousavi [78] that imple-
ments this decision procedure. Walnut is a program that evaluates the truth of first-order
statements concerning claims about k-automatic sequences. The Thue-Morse word

t = 0110100110010110 · · ·

is a well-known [3] infinite 2-automatic [3] word.

Now recall some definitions from Chapter 2.

Let σ : Σ∗
k → Σ∗

k denote the cyclic shift function, where σ(ϵ) = ϵ, σ(cw) = wc for
w ∈ Σ∗

k and c ∈ Σk. Let σ
0(w) = w and σi(w) = σi−1(σ(w)) for i ≥ 1.

Suppose w is a binary word of length n. Let β : Σ∗
k → Σ∗

k be the border correlation
function of a word (introduced by Harju and Nowotka [56]), and defined as follows: β(w) =
a0a1 · · · an−1, where

ai =

{
u, if σi(w) is unbordered;

b, if σi(w) is bordered.

3.3 Main results

A result from Harju and Nowotka [56] shows that a binary word has no two consecutive
cyclic shifts that are unbordered. This result immediately tells us that a binary word of
length n can have at most ⌊n/2⌋ unbordered conjugates. For a binary word w of even
length to achieve this bound, every other cyclic shift must be unbordered, or, in other
words either β(w) = (ub)|w|/2 or β(w) = (bu)|w|/2. Harju and Nowotka [56] showed that
the only words of even length that achieve this bound are the circularly overlap-free words,
which are of length 3 · 2i and 2i for i ≥ 1.

Let w be a binary word. Suppose w is of even length and is not circularly overlap-
free. Clearly w cannot have |w|/2 unbordered conjugates, but it could potentially have
|w|/2 − 1 unbordered conjugates. Then β(w) = (ub)ib(ub)|w|/2−i−1b for some i ≥ 0, up to
conjugation. Now suppose w is of odd length. No circularly overlap-free words exist of odd
length, so it makes sense to think that w could contain a maximum of ⌊|w|/2⌋ unbordered
conjugates. Then β(w) = (ub)⌊|w|/2⌋b, up to conjugation.
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Let w be a bordered binary word. Then w = uvu for some words u and v. By the left
border of w we mean the occurrence of u that begins at position 1 of w, and by the right
border we mean the occurrence of u that begins at position |w| − |u|+ 1 of w.

Theorem 25. For all n ≥ 1, there exists a length-n factor w of the Thue-Morse word t
with nuc(w) = mnuc2(n). Furthermore, such a factor is guaranteed to occur starting at a
position ≤ n in t.

Proof. When n = 1, 2, 3 the maximum number of unbordered conjugates mnuc2(n) is
achieved by the words 0, 01, and 011 respectively. Specifically we have that mnuc2(1) = 1,
mnuc2(2) = 2, and mnuc2(3) = 2. It is readily verified that each of these words occur as a
factor of the Thue-Morse word at position ≤ n.

Let w be a length-n word at position m of the Thue-Morse word. The first step is to
create a first-order predicate isBorder(l,m, n) that asserts that a cyclic shift of w has a
border of a certain length. More specifically, we want to know whether the l’th cyclic shift
of w has a border of length k. There are three cases to consider.

1. When a prefix of the right border is a suffix of w and a suffix of the right border is a
prefix of w. In other words, w = yuvx for words u, v, x, y where xy = u, |y| = l, and
|u| = k. This predicate is denoted by isBorderC1(k, l,m, n).

2. When both borders are completely contained inside of w. In other words, w =
yuux for words y, u, x where |yu| = l, and |u| = k. This predicate is denoted by
isBorderC2(k, l,m, n).

3. When a prefix of the left border is a suffix of w and a suffix of the left border is a
prefix of w. In other words, w = yvux for words u, v, x, y where xy = u, |yvu| = l,
and |u| = k. This predicate is denoted by isBorderC3(k, l,m, n).

isBorderC1(k, l,m, n) := ((k + l > n) ⇒ ((∀i(i < n− l) ⇒ T [m+ l + i] = T [m+ l − k + i])

∧ (∀i(i < k + l − n) ⇒ T [m+ i] = T [m+ n− k + i])))

isBorderC2(k, l,m, n) := (((k + l ≤ n) ∧ (l ≥ k)) ⇒ (∀i (i < k) ⇒
T [m+ l + i] = T [m+ l − k + i]))

isBorderC3(k, l,m, n) := (((k + l ≤ n) ∧ (l < k)) ⇒ ((∀i (i < k − l) ⇒ T [m+ n− k + l + i]

= T [m+ l + i]) ∧ (∀i (i < l) ⇒ T [m+ i] = T [m+ k + i])))

isBorder(k, l,m, n) := isBorderC1(k, l,m, n) ∧ isBorderC2(k, l,m, n) ∧ isBorderC3(k, l,m, n).
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We define the predicate isBordered(l,m, n) that asserts that the l’th cyclic shift of a
length-n word at position m in the Thue-Morse word is bordered. We can create this
predicate by checking whether this word has a border of size ≤ n/2.

isBordered(l,m, n) := ∃i(2i ≤ n ∧ i ≥ 1 ∧ isBorder(i, l,m, n)).

Recall that when |w| is odd and w has a maximum number of unbordered conjugates,
we have that β(w) = (ub)⌊|w|/2⌋b, up to conjugation. So we have exactly one pair of adjacent
bordered cyclic shifts, and the rest of the cyclic shifts of w alternate between bordered and
unbordered. The predicate isAlternating0(l,m, n) asserts that all of the cyclic shifts of a
length-n word at position m in the Thue-Morse word alternate between unbordered and
bordered, except for the l’th and l + 1’th cyclic shifts, which are both bordered.

isAlternating0(l,m, n) :=

∀i(((i ̸= l ∧ i < n− 1) ⇒ (isBordered(i,m, n) = ¬ isBordered(i+ 1,m, n))))∧
(((i ̸= l) ∧ (i = n− 1)) ⇒ (isBordered(n− 1,m, n) = ¬ isBordered(0,m, n))).

Now we create a predicate hasMNUCO(m,n) that asserts that a length-n word at posi-
tion m in the Thue-Morse word achieves the maximum number of unbordered conjugates.

hasMNUCO(m,n) := ∃i(((i < n− 1 ∧ isBordered(i,m, n) ∧ isBordered(i+ 1,m, n))∨
(i = n− 1 ∧ isBordered(n− 1,m, n) ∧ isBordered(0,m, n))) ∧ isAlternating0(i,m, n)).

Similarly, recall that when |w| is even and w has a maximum number of unbordered
conjugates, we have that β(w) = (ub)ib(ub)|w|/2−i−1b for some i ≥ 0 or β(w) = (ub)|w|/2,
up to conjugation. So we have that either all of the cyclic shifts of w alternate between
bordered and unbordered, or there are exactly two pairs of adjacent bordered cyclic shifts,
and the rest of the cyclic shifts of w alternate between bordered and unbordered. The
predicate

isAlternatingE(e, l,m, n)

asserts that all of the cyclic shifts of a length-n word at position m in the Thue-Morse word
alternate between unbordered and bordered, except for the l’th, l+1’th, e’th, and e+1’th
cyclic shifts, which are all bordered. Note that isAlternatingE(n, n,m, n) asserts that all
of the cyclic shifts of a length n word at position m in the Thue-Morse word alternate
between unbordered and bordered.

isAlternatingE(e, l,m, n) := (∀i (((i ̸= l ∧ i ̸= e ∧ i < n− 1) ⇒ (isBordered(i,m, n) ⇔
¬ isBordered(i+ 1,m, n)))) ∧ (((i ̸= l) ∧ (i ̸= e) ∧ (i = n− 1)) ⇒
(isBordered(n− 1,m, n) ⇔ ¬ isBordered(0,m, n))))
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Now we create a predicate hasMNUCE(m,n) that asserts that a length-n word at posi-
tion m in the Thue-Morse word achieves the maximum number of unbordered conjugates.

hasMNUCE(m,n) := (∃i, j ((i < j) ∧ (i < n− 1 ∧ isBordered(i,m, n) ∧ isBordered(i+ 1,m, n))∧
((j = n− 1 ∧ isBordered(n− 1,m, n) ∧ isBordered(0,m, n)) ∨ ((j < n− 1)∧
isBordered(j,m, n) ∧ isBordered(j + 1,m, n))) ∧ isAlternatingE(i, j,m, n)))∨
isAlternatingE(n, n,m, n).

With these predicates we can write a predicate asserting that the Thue-Morse word
contains factors of every length n > 3 that are maximally unbordered and occur at position
≤ n. We split the computation into cases, one for even length words, and one for odd:

∀n ((n ≥ 2) =⇒ (∃i hasMNUCE(i, 2n)) ∧ i ≤ 2n)

∀n ((n ≥ 2) =⇒ (∃i hasMNUCO(i, 2n+ 1)) ∧ i ≤ 2n+ 1),

and Walnut2 evaluates these predicates to be true.

Thus we have that

mnuc2(n) =



1, if n = 1;

2, if n = 2 or n = 3;

n/2, if n ∈ {2i+1, 3 · 2i : i ≥ 1};
n/2− 1, if n > 3 even and n ̸∈ {2i, 3 · 2i : i ≥ 1};
⌊n/2⌋, if n > 3 odd.

3.4 More about unbordered conjugates

In this section we show that there exist binary words of length n that have exactly i
unbordered conjugates where 1 < i ≤ mnuc2(n).

The general idea behind the proof is to pick some i > 1 and then pick a word w of
odd length such that nuc(w) = i and mnuc2(|w|) = i. Furthermore we only consider such
words w such that one of w’s conjugates contain 000 as a factor. Then we keep adding 0’s
to w precisely where 000 first occurs. This keeps the number of unbordered conjugates the
same. Then we can keep increasing the size of w in this way until we hit the length we
want.

2See Appendix A or https://cs.uwaterloo.ca/~shallit/Papers/unbordered-factors.txt for
these in Walnut code.
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Lemma 26. For n > 4 odd, there exists a word w ∈ Σn
2 such that nuc(w) = ⌊n/2⌋ and

000 is a factor of some conjugate of w.

Proof. By Theorem 25, such a word w exists as a factor of the Thue-Morse word. It is well
known that the Thue-Morse word is overlap-free. So 000 cannot be a factor of such a word
w. But it is possible that w = 0u00, or w = 00u0 for some word u. We can check whether
this is the case for all odd n > 4 by modifying our predicate from the proof of Theorem 25:

∀n ((n ≥ 2) =⇒ (∃i hasMNUCO(i, 2n+ 1)) ∧ ((T [i] = 0 ∧ T [i+ 1] = 0 ∧ T [2n+ i] = 0)

∨ (T [i] = 0 ∧ T [2n− 1 + i] = 0 ∧ T [2n+ i] = 0))),

which evaluates to true.

Lemma 27. Let n > 4 be odd and w be a binary word of length n such that a conjugate of
w has 000 as a factor and nuc(w) = ⌊n/2⌋. Then every conjugate of w contains at most
one distinct occurrence of 000 as a factor.

Proof. Suppose, contrary to what we want to prove that a conjugate of w contains at least
two distinct occurrences of 000 as a factor. Call this conjugate w′.

If the two occurrences of 000 overlap, then we can write w′ = s0000t for some words
s, t. Then the cyclic shifts 0ts000, 00ts00, and 0ts000 are bordered. This means that only
⌊|ts|/2⌋ + 1 of the remaining cyclic shifts of w can be unbordered since any unbordered
cyclic shift must be followed by a bordered one. But ⌊|ts|/2⌋+1 = ⌊(n−4)/2⌋+1 < ⌊n/2⌋,
so the two occurrences of 000 cannot overlap.

If the two occurrences of 000 do not overlap, then we can write w′ = s000t000 for
some words s, t where s, and t are non-empty. Then the conjugates 00t000s0, 0t000s00,
00s000t0, and 0s000t00 are bordered. By the same argument as above, of the remaining
cyclic shifts, a maximum of ⌊|st|/2⌋ + 2 of them can be unbordered. But ⌊|st|/2⌋ + 2 =
⌊(n− 6)/2)⌋+ 2 < ⌊n/2⌋, a contradiction.

Lemma 28. Let n > 4 be odd and w be a binary word of length n such that a conjugate
w′ of w has 000 as a prefix and nuc(w) = ⌊n/2⌋. Then nuc(w) = nuc(w′) = nuc(0iw′) for
all i ≥ 0.

Proof. Let i ≥ 0 be an integer. We can write w′ = 000u for some word u. It is clear that
0ju0i+3−j is bordered for all 1 ≤ j ≤ i + 2. Therefore, it suffices to prove that s000t is
bordered if and only if s0i+3t is bordered where u = ts.
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First we prove the forward direction. Suppose s000t is bordered. By Lemma 27 we
have that s000t contains only one occurrence of 000 as a factor. So 000 is neither a prefix
of s00 nor a suffix of 00t. Thus, any border of s000t must of length ≤ min{|s|, |t|} + 2.
But such a border would also be a border of s0i+3t.

A similar argument works for the reverse direction. Therefore nuc(w) = nuc(w′) =
nuc(0iw′) for all i ≥ 0.

Theorem 29. Let k ≥ 2 and n ≥ 1 be integers. For all 1 < i ≤ mnuck(n) there exists
w ∈ Σn

k such that nuc(w) = i.

Proof. Let C = {5, 7, 9, 10, 14, 17}. For k ≥ 4, Harju and Nowotka [60] showed that for all
integers i with 1 < i ≤ n there exists a word w ∈ Σn

k such that nuc(w) = i. For k = 3,
Harju and Nowotka [60] showed that if n ̸∈ C then for all integers i with 1 < i ≤ n there
exists a word w ∈ Σn

k such that nuc(w) = i, and if n ∈ C then for all integers i with
1 < i < n there exists a word w ∈ Σn

k such that nuc(w) = i.

To the best of the author’s knowledge, there is no known proof of the existence of such
words for k = 2. Suppose k = 2. By Theorem 25 there exists a w ∈ Σn

2 such that w is
a factor of the Thue-Morse word and mnuc2(n) = nuc(w). So assume i < mnuc2(n). By
Lemma 26 there exists a binary word u of odd length m such that nuc(u) = i = ⌊m/2⌋
and 000 is a factor of some conjugate of u. Let u′ be the conjugate of u such that 000 is
a prefix of u′. Lemma 28 tells us nuc(u) = nuc(u′) = nuc(0n−mu′). Since nuc(0n−mu′) = i
and |0n−mu′| = n, we have that for all 1 < i ≤ mnuc2(n), there exists a w ∈ Σn

2 such that
nuc(w) = i.
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Chapter 4

Words that almost and anti-commute

4.1 Introduction

Lyndon and Schützenberger [73] characterized all words x, y that commute. Alternatively,
they characterized all words u that have a non-trivial conjugate v such that ham(u, v) = 0.

Theorem 30 (Lyndon-Schützenberger [73]). Let u be a non-empty word. Then u = xy
has a non-trivial conjugate v = yx such that ham(xy, yx) = 0 if and only if there exists a
word z, and integers i, j ≥ 1 such that x = zi, y = zj, and u = v = zi+j.

Later, Fine and Wilf [39] showed that one can achieve the forward implication of The-
orem 30 with a weaker hypothesis. Namely, that xy and yx need not be equal, but only
agree on the first |x|+ |y| − gcd(|x|, |y|) terms.

Theorem 31 (Fine-Wilf [39]). Let x and y be non-empty words. If xy and yx agree on
a prefix of length at least |x| + |y| − gcd(|x|, |y|), then there exists a word z, and integers
i, j ≥ 1 such that x = zi, y = zj, and xy = yx = zi+j.

Fine and Wilf also showed that the bound of |x| + |y| − gcd(|x|, |y|) is optimal, in the
sense that if xy and yx agree only on the first |x| + |y| − gcd(|x|, |y|) − 1 terms, then xy
need not equal yx. They demonstrated this by constructing words x, y of any length such
that xy and yx agree on the first |x| + |y| − gcd(|x|, |y|) − 1 terms and differ at position
|x|+ |y| − gcd(|x|+ |y|). We call pairs of words x, y of this form Fine-Wilf pairs.

These words have been shown to have a close relationship with the well-known finite
Sturmian words [32].
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Example 32. We give some examples of words that display the optimality of the Fine-Wilf
result.

Let x = 000000010000 and y = 00000001. Then |x| = 12, |y| = 8, and gcd(|x|, |y|) = 4.

xy = 00000001000000000001

yx = 00000001000000010000

Let x = 010100101010 and y = 0101001. Then |x| = 12, |y| = 7, and gcd(|x|, |y|) = 1.

xy = 0101001010100101001

yx = 0101001010100101010

One remarkable property of these words is that they “almost” commute, in the sense
that xy and yx agree for as long a prefix as possible and differ in as few positions as
possible. See Lemma 34 for a proof of this property.

One might näıvely think that the smallest possible Hamming distance between xy and
yx after 0 is 1, but this is incorrect. It turns out that ham(xy, yx) ̸= 1 for any words x
and y; see Lemma 33. Thus, after 0, the smallest possible Hamming distance between xy
and yx is 2. If ham(xy, yx) = 2, then we say x and y almost commute.

Lemma 33 (Shallit [92]). Let x and y be words. Then ham(xy, yx) ̸= 1.

As we saw in Section 2.3, the concept of words almost commuting is very similar to the
2-error border introduced by Klavžar and Shpectorov [68].

In this chapter, we characterize and count all pairs of words x, y that almost commute.
We also characterize and count all pairs of words x, y such that ham(xy, yx) = |xy| (i.e.,
x and y anti-commute).

Let n and i be integers such that n > i ≥ 1. Let Hm(n) denote the set of length-n
words u over Σk that have a conjugate v such that ham(u, v) = m. Let hm(n) = |Hm(n)|.
Let Hm(n, i) denote the set of length-n words u over Σk such that ham(u, σi(u)) = m. Let
hm(n, i) = |Hm(n, i)|.

The rest of the chapter is structured as follows. In Section 4.2 we prove that Fine-
Wilf pairs almost commute. In Section 4.3 we characterize the words in H2(n, i) and
present a formula to calculate h2(n, i); see Lemma 35 and Lemma 36. In Section 4.4 we
characterize the words inHn(n, i) and present a formula to calculate hn(n, i); see Lemma 38
and Corollary 39. In Section 4.5 we prove some properties of Hm(n, i) and Hm(n) that we
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make use of in later sections. In Section 4.6 we present a formula to calculate h2(n); see
Theorem 49. In Section 4.7 we count the number of length-n words u with exactly one
conjugate such that ham(u, v) = 2. In Section 4.8 we count the number of Lyndon words
in Hm(n). Finally, in Section 4.9 we show that h2(n) grows erratically.

1

4.2 Fine-Wilf pairs almost commute

In this section we prove that Fine-Wilf pairs almost commute. This result appears without
proof in [93]. This result is also basically a special case of Theorem 2.3.5 in [91].

Lemma 34. Let x and y be non-empty words. Suppose xy and yx agree on a prefix of
length |x| + |y| − gcd(|x|, |y|) − 1 but disagree at position |x| + |y| − gcd(|x|, |y|). Then
ham(xy, yx) = 2.

Proof. The proof is by induction on |x|+ |y|. Suppose xy and yx agree on a prefix of length
|x|+ |y| − gcd(|x|, |y|)− 1 but disagree at position |x|+ |y| − gcd(|x|, |y|). Without loss of
generality, let |x| ≤ |y|.

First, we take care of the case when |x| = |y|, which also takes care of the base case
|x| + |y| = 2. Since |x| = |y|, we have that gcd(|x|, |y|) = |x| = |y|. Therefore, x and y
share a prefix of length |x| + |y| − gcd(|x|, |y|) − 1 = |x| − 1 but disagree at position |x|.
This implies that ham(x, y) = 1. Thus ham(xy, yx) = 2 ham(x, y) = 2.

Suppose |x| < |y|. Then gcd(|x|, |y|) ≤ |x|. So |x| + |y| − gcd(|x|, |y|) − 1 ≥ |y| − 1.
Thus xy and yx must share a prefix of length ≥ |y| − 1. However, since |x| < |y|, we have
that x must then be a proper prefix of y. So write y = xt for some non-empty word t.
Then ham(xy, yx) = ham(xxt, xtx) = ham(xt, tx). Since xt, tx are suffixes of xy, yx we
have that xt and tx agree on the first |y| − gcd(|x|, |y|)− 1 terms and disagree at position
|y| − gcd(|x|, |y|). Clearly gcd(|x|, |y|) = gcd(|x|, |xt|) = gcd(|x|, |x| + |t|) = gcd(|x|, |t|),
and |y| − gcd(|x|, |y|) = |x| + |t| − gcd(|x|, |t|). Therefore xt and tx share a prefix of
length |x|+ |t| − gcd(|x|, |t|)− 1 and differ at position |x|+ |t| − gcd(|x|, |t|). By induction
ham(xt, tx) = 2, and thus ham(xy, yx) = 2.

1This chapter is taken almost verbatim from the author’s article [44].
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4.3 Almost-commuting words

In this section we characterize the words in H2(n, i) and use this characterization to provide
an explicit formula for h2(n, i).

Lemma 35. Let n, i be positive integers such that n > i. Let g = gcd(n, i). Let w be a
length-n word. Let w = x0x1 · · ·xn/g−1 where |xj| = g for all j, 0 ≤ j ≤ n/g − 1. Then
w ∈ H2(n, i) iff there exist two distinct integers j1, j2, 0 ≤ j1 < j2 ≤ n/g − 1 such that
ham(xj1 , xj2) = 1 and xj = x(j+i/g) mod n/g for all j ̸= j1, j2, 0 ≤ j ≤ n/g − 1.

Proof. We write w = x0x1 · · ·xn/g−1 where |xj| = g for all j, 0 ≤ j ≤ n/g − 1. Since g
divides i, we have that σi(w) = xi/g · · ·xn/g−1x0 · · ·xi/g−1.

=⇒: Suppose w ∈ H2(n, i). Then

ham(w, σi(w)) = ham(x0x1 · · ·xn/g−1, xi/g · · ·xn/g−1x0 · · ·xi/g−1)

=

n/g−1∑
j=0

ham(xj, x(j+i/g) mod n/g)

= 2.

In order for the Hamming distance between w and σi(w) to be 2, we must have that either

• ham(xj, x(j+i/g) mod n/g) = 2 for exactly one j, 0 ≤ j ≤ n/g − 1; or

• ham(xj1 , x(j1+i/g) mod n/g) = 1 and ham(xj2 , x(j2+i/g) mod n/g) = 1 for two distinct inte-
gers j1, j2, 0 ≤ j1 < j2 ≤ n/g − 1.

Suppose ham(xj, x(j+i/g) mod n/g) = 2 for some j, 0 ≤ j ≤ n/g − 1. Then it follows that
xp = x(p+i/g) mod n/g for all p ̸= j, 0 ≤ p ≤ n/g − 1. Since g = gcd(n, i), we have that

gcd(n/g, i/g) = 1. The additive order of i/g modulo n/g is n/g
gcd(n/g,i/g)

= n/g. Therefore,
we have that

x(j+i/g) mod n/g = x(j+2i/g) mod n/g = · · · = x(j+(n/g−1)i/g) mod n/g = xj

and ham(xj, x(j+i/g) mod n/g) = 2, a contradiction.

Suppose ham(xj1 , x(j1+i/g) mod n/g) = 1 and ham(xj2 , x(j2+i/g) mod n/g) = 1 for two distinct
integers j1, j2, 0 ≤ j1 < j2 ≤ n/g − 1. Then it follows that xj = x(j+i/g) mod n/g for all
j ̸= j1, j2, 0 ≤ j ≤ n/g − 1. Since the additive order of i/g modulo n/g is n/g, we have
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that if we start at j1 and successively add i/g and take the result modulo n/g, then we
will reach every integer between 0 and n/g−1. Therefore, we will reach j2 before we reach
j1 again. Thus, since xj = x(j+i/g) mod n/g for all j ̸= j1, j2, 0 ≤ j ≤ n/g − 1, we have that

x(j1+i/g) mod n/g = x(j1+2i/g) mod n/g = · · · = xj2 .

But now we have ham(xj1 , x(j1+i/g) mod n/g) = 1 and x(j1+i/g) mod n/g = xj2 , which implies
ham(xj1 , xj2) = 1.

⇐=: Suppose there exist two distinct integers j1, j2, 0 ≤ j1 < j2 ≤ n/g − 1 such that
ham(xj1 , xj2) = 1 and xj = x(j+i/g) mod n/g for all j ̸= j1, j2, 0 ≤ j ≤ n/g − 1. Since the
additive order of i/g modulo n/g is n/g, we have that if we start at j1 and successively
add i/g modulo n/g, then we will reach every integer between 0 and n/g − 1. But this
means that we will reach j2 before we get to j1 again. Thus, we have that

x(j1+i/g) mod n/g = x(j1+2i/g) mod n/g = · · · = xj2 .

Similarly, if we start at j2 and successively add i/g modulo n/g we will reach j1 before
looping back to j2. So

x(j2+i/g) mod n/g = x(j2+2i/g) mod n/g = · · · = xj1 .

Therefore, we have that w ∈ H2(n, i) since

ham(w, σi(w)) = ham(x0x1 · · ·xn/g−1, xi/g · · ·xn/g−1x0 · · ·xi/g−1)

=

n/g−1∑
j=0

ham(xj, x(j+i/g) mod n/g)

= ham(xj1 , x(j1+i/g) mod n/g) + ham(xj2 , x(j2+i/g) mod n/g)

= ham(xj1 , xj2) + ham(xj2 , xj1)

= 2.

Lemma 36. Let n, i, and k be integers such that k ≥ 2 and n > i ≥ 1. Then

h2(n, i) =
1

2
kgcd(n,i)(k − 1)n

(
n

gcd(n, i)
− 1

)
.
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Proof. Let w be a length-n word. Let g = gcd(n, i). We split up w into length-g blocks.
We write w = x0x1 · · ·xn/g−1 where |xj| = g for all j, 0 ≤ j ≤ n/g − 1. Lemma 35 gives a
complete characterization of H(n, i). Namely, the word w is in H(n, i) if and only if there
exist two distinct integers j1, j2, 0 ≤ j1 < j2 ≤ n/g − 1 such that ham(xj1 , xj2) = 1 and
xj = x(j+i/g) mod n/g for all j ̸= j1, j2, 0 ≤ j ≤ n/g − 1. Given j1, j2, xj1 , and xj2 , all xj for
j ̸= j1, j2, 0 ≤ j ≤ n/g − 1 are already determined.

There are
n/g−1∑
j2=1

j2−1∑
j1=0

1 =
1

2

n

g

(
n

g
− 1

)
choices for j1 and j2. There are kg options for xj1 . Considering that xj1 and xj2 differ
in exactly one position, there are g(k − 1) choices for xj2 given xj1 . Putting everything
together we have that

h2(n, i) =

choices for j1 and j2︷ ︸︸ ︷
1

2

n

g

(
n

g
− 1

) choices for xj1︷︸︸︷
kg

choices for xj2
given xj1︷ ︸︸ ︷

g(k − 1)

=
1

2
kgcd(n,i)(k − 1)n

(
n

gcd(n, i)
− 1

)
.

Corollary 37. Let m,n ≥ 1 and k ≥ 2 be integers. Then there are exactly

h2(n+m,m) =
1

2
kgcd(n+m,m)(k − 1)(n+m)

(
n+m

gcd(n+m,m)
− 1

)
.

pairs of words (x, y) of length (m,n) such that ham(xy, yx) = 2.

4.4 Anti-commuting words

We say that the words x and y anti-commute if xy and yx differ maximally, i.e., ham(xy, yx) =
|xy|. Let w be a length-n word. Then w is in Hn(n, i) iff we can write w = uv where |u| = i
and ham(uv, vu) = n = |uv| iff u and v anti-commute. Thus there are hn+m(n + m,m)
anti-commuting pairs of words (u, v) of length (m,n). In this section we characterize and
count Hn(n, i), giving a formula for the number of anti-commuting pairs of words.

First we introduce some definitions. A graph G is an ordered pair (V,E) consisting of
V , a set of vertices (or nodes), and E ⊆ {{u, v} : u, v ∈ V }, a set of unordered pairs of
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vertices, called edges. We say that two vertices u, v ∈ V are adjacent if {u, v} ∈ E. The
graph G = (V,E) is said to be a length-n cycle graph if |V | = n and E = {{vi, v(i+1) mod n} :
0 ≤ i ≤ n−1} where V = {vi : 0 ≤ i ≤ n−1}. A k-colouring of a graph G is an assignment
of integers {0, 1, . . . , k − 1}, or colours, to the vertices of G such that all adjacent vertices
have distinct colours.

Let w = w0w1 · · ·wn−1 be a length-n word over Σk. Let i be a positive integer such
that i < n. Let f(w, i) denote the graph (V,E) where V = {wj : 0 ≤ j ≤ n − 1} and
E = {{wj, w(j+i) mod n} : 0 ≤ j ≤ n− 1}.
Lemma 38. Let w = w0w1 · · ·wn−1 be a length-n word over Σk. Let i be a positive integer
with i < n. Let g = gcd(n, i). Then w ∈ Hn(n, i) if and only if f(w, i) is composed of g
disjoint length-(n/g) k-coloured cycle graphs.

Proof. =⇒: Suppose w ∈ Hn(n, i). Then

ham(w, σi(w)) = ham(w0w1 · · ·wn−1, wi · · ·wn−1w0 · · ·wi−1)

=
n−1∑
j=0

ham(wj, w(j+i) mod n)

= n.

In order for the Hamming distance between w and σi(w) to be n, we must have that
ham(wj, w(j+i) mod n) = 1 for all j, 0 ≤ j ≤ n − 1. But from the definition of the edge
set of f(w, i) this implies that all adjacent vertices in f(w, i) are labelled with distinct
colours. The additive order of i modulo n is n/g, which implies that each separate vertex
w0, w1, . . . , wg−1 is on a separate disjoint length-(n/g) cycle. Thus f(w, i) is composed of
g disjoint length-(n/g) k-coloured cycle graphs.

⇐=: By definition, the vertices wj and w(j+i) mod n are adjacent in f(w, i). Since f(w, i)
is k-coloured, we have that adjacent vertices labelled with distinct colours. Thus

ham(w, σi(w)) =
n−1∑
j=0

ham(wj, w(j+i) mod n) = n.

Let C(n, k) be the number of valid k-colourings of a length-n cycle graph. It is well
known and easy to prove that C(1, k) = 0, C(2, k) = k(k − 1), and

C(n, k) = (k − 2)C(n− 1, k) + (k − 1)C(n− 2, k)

= (k − 1)n + (−1)n(k − 1)
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for n ≥ 3.

Corollary 39. Let k ≥ 2 and n > i ≥ 1 be integers. Let g = gcd(n, i). Then

hn(n, i) = C(n/g, k)g.

Corollary 40. Let k ≥ 2 and m,n ≥ 1 be integers. Let g = gcd(n +m,m). Then there
are exactly

hn+m(n+m,m) = C((n+m)/g, k)g

pairs of words (x, y) of length (m,n) such that ham(xy, yx) = |xy|.

4.5 Some useful properties

In this section we prove some properties of Hm(n, i) and H2(n) that we use in later sections.

Lemma 41. Let u be a length-n word. Let i be an integer with 0 < i < n. If u ∈ Hm(n, i)
then u ∈ Hm(n, n− i).

Proof. Suppose i ≤ n/2. Then we can write u = xtz for some words t, z where |x| = |z| = i
and |t| = n − 2i. We have that ham(xtz, tzx) = ham(xt, tz) + ham(z, x) = m. Consider
the word zxt. Clearly v = zxt is a conjugate of u = xtz such that ham(xtz, zxt) =
ham(x, z) + ham(tz, xt) = m where u = (xt)z and v = z(xt) with |xt| = n− i. Therefore
u ∈ Hm(n, n− i).

Suppose i > n/2. Then we can write u = zty for some words t, z where |z| = |y| = n− i
and |t| = 2i − n. We have that ham(zty, yzt) = ham(z, y) + ham(ty, zt) = m. Consider
the word tyz. Clearly v = tyz is a conjugate of u = zty such that ham(zty, tyz) =
ham(zt, ty) + ham(y, z) = m where u = z(ty) and v = (ty)z with |z| = n − i. Therefore
u ∈ Hm(n, n− i).

Lemma 42. Let u be a length-n word. If u ∈ H2(n), then ham(u, v) > 0 for any non-trivial
conjugate v of u.

Proof. We prove the contrapositive of the lemma statement. Namely, we prove that if
there exists a non-trivial conjugate v of u such that ham(u, v) = 0 then u ̸∈ H2(n).

Suppose u = xy and v = yx for some non-empty words x, y. Then by Theorem 30
we have that there exists a word z, and an integer i ≥ 2 such that u = v = zi. Let w
be a conjugate of u. Then w = (ts)i where z = st. So ham(u,w) = ham((st)i, (ts)i) =
i ham(st, ts). If st = ts, then ham(u,w) = 0. If st ̸= ts, then ham(st, ts) ≥ 2 (Lemma 33).
Since ham(st, ts) ≥ 2 and i ≥ 2, we have ham(u,w) ≥ 4. Thus u ̸∈ H2(n).
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Corollary 43. Let u be a length-n word. If u is a power, then u ̸∈ H2(n).

Corollary 44. All words in H2(n) are primitive.

Lemma 45. Let u be a length-n word. Let i be an integer with 0 < i < n. If u ∈ H(n, i),
then any conjugate of u is also in H(n, i).

Proof. Suppose u ∈ H(n, i). Then ham(u, σi(u)) = 2. If we shift both u and σi(u) by
the same amount, then the symbols that are being compared to each other do not change.
Thus ham(σj(u), σi+j(u)) = 2 for all j ≥ 0. So any conjugate σj(u) of u must also be in
H(n, i).

4.6 Counting almost-commuting words

Lemma 41 shows that Hm(n, i) = Hm(n, n − i), which in turn implies that hm(n) ≤∑⌊n/2⌋
i=1 hm(n, i). To make this inequality an equality we need to be able to account for

those words that are double-counted in the sum
∑⌊n/2⌋

i=1 hm(n, i). In this section we resolve
this problem for the case whenm = 2 and give an exact formula for h2(n). More specifically,
we show that all words w that are in both H2(n, i) and H2(n, j), for i ̸= j, must exhibit a
certain regular structure that we can explicitly describe. Then we use this structure result,
in addition to the results from Section 4.3 and Section 4.5, to give an exact formula for
h2(n). See A179674 in the On-Line Encyclopedia of Integer Sequences (OEIS) [95] for the
sequence (h2(n))n≥0.

Lemma 46. Let n, i, j be positive integers such that n ≥ 2i > 2j. Let g = gcd(n, i, j). Let
w be a length-n word. Then w ∈ H2(n, i) and w ∈ H2(n, j) if and only if there exists a
word u of length g, a word v of length g with ham(u, v) = 1, and a non-negative integer
p < n/g such that w = upvun/g−p−1.

Proof.
=⇒: The proof is by induction on |w| = n. Suppose w ∈ H2(n, i) and w ∈ H2(n, j). First,
we take care of the case when n = 2i, which also includes the base case n = 4, i = 2, j = 1.
Write w = xyx′y′ where |xy| = |x′y′| = i = n/2 and |x| = |x′| = j. Since w ∈ H2(n, i), we
have that ham(xyx′y′, x′y′xy) = 2. This implies that ham(xy, x′y′) = 1. Furthermore, if
ham(xy, x′y′) = 1 then either ham(x, x′) = 1 or ham(y, y′) = 1.

Suppose ham(x, x′) = 1. Then y = y′. Since w ∈ H2(n, j), we have ham(xyx′y, yx′yx) =
ham(xy, yx′) + ham(x′y, yx) = 2. Suppose ham(xy, yx′) = 0 or ham(x′y, yx) = 0. Both
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cases imply that ham(xy, yx) = 1, which contradicts Lemma 33. Thus, we must have
ham(xy, yx′) = ham(x′y, yx) = 1. But this implies that

• ham(xy, yx) = 0 and ham(x′y, yx′) = 2, or

• ham(xy, yx) = 2 and ham(x′y, yx′) = 0.

Without loss of generality, suppose ham(xy, yx) = 0. By Theorem 30, there exists a word
s, and integers l,m ≥ 1 such that x = sl and y = sm. Clearly |s| divides gcd(n/2, j) =
gcd(n, n/2, j) = gcd(n, i, j) = g since it divides both |x| = j and |xy| = i = n/2. Therefore,
there exists a length-g word u such that x = uj/g and y = u(i−j)/g. Since x and x′ differ
in exactly one position, and x = uj/g, there exists a length-g word v with ham(u, v) = 1,
and a non-negative integer p′ < j/g such that x′ = up

′
vuj/g−p′−1. Letting p = p′ + i/g =

p′ + (n/2)/g, we have w = xyx′y = ui/gup
′
vuj/g−p′−1u(i−j)/g = upvun/g−p−1.

Suppose ham(y, y′) = 1. Then x = x′. Since w ∈ H2(n, j), we have ham(xyxy′, yxy′x) =
ham(xy, yx) + ham(xy′, y′x) = 2. By Lemma 33, we have that ham(xy, yx) ̸= 1 and
ham(xy′, y′x) ̸= 1. So either ham(xy, yx) = 0 or ham(xy′, y′x) = 0. Without loss of gener-
ality, suppose ham(xy, yx) = 0. As in the previous case when ham(x, x′) = 1, there exists
a length-g word u such that x = uj/g and y = u(i−j)/g. Since y and y′ differ in exactly one
position, there exists a length-g word v with ham(u, v) = 1, and a non-negative integer
p′ < (i− j)/g such that y′ = up

′
vu(i−j)/g−p′−1. Letting p = p′+(i+ j)/g = p′+(n/2+ j)/g,

we have w = xyxy′ = ui/guj/gup
′
vu(i−j)/g−p′−1 = upvun/g−p−1.

Now, we take care of the case when n > 2i. Write w = xyx′y′z for words x, y, x′, y′, z
where |xy| = |x′y′| = i, and |x| = |x′| = j. Since w ∈ H2(n, i), we have that w and σi(w)
differ in exactly two positions j1 < j2. But n > 2i implies that either

• j2 − j1 > i, or

• j2 − j1 ≤ i and n− (j2 − j1) > 2i− (j2 − j1) ≥ i.

In either case we have that there is a length-i contiguous block, possibly occurring in
the wraparound, where w and σi(w) match. This translates to there being a length-2i
block in w of the form tt where |t| = i. Additionally, we have that σm(w) ∈ H2(n, i) and
σm(w) ∈ H2(n, j) for all m ≥ 0 by Lemma 45. Therefore, we can assume without loss of
generality that w begins with this length-2i block (i.e., ham(xy, x′y′) = 0).

Suppose ham(xy, x′y′) = 0. Then ham(xyxyz, xyzxy) = ham(xyxyz, yxyzx) = 2.
Clearly ham(xyxyz, xyzxy) = ham(xyz, zxy) = 2, so xyz ∈ H2(n− i, i). Now, either xy =
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yx or xy ̸= yx. If xy = yx, then we clearly have ham(xyxyz, yxyzx) = ham(xyz, yzx) = 2.
Therefore, we have xyz ∈ H2(n− i, j). Let g = gcd(n− i, i, j). We have that g = gcd(n−
i, i, j) = gcd(gcd(n − i, i), j) = gcd(gcd(n, i), j) = gcd(n, i, j). If n − i ≥ 2i > 2j, then
we can apply induction to xyz directly. By Lemma 41, we have that if xyz ∈ H2(n− i, i)
and xyz ∈ H2(n − i, j), then xyz ∈ H2(n − i, n − 2i) and xyz ∈ H2(n − i, n − i − j). If
n− i < 2i and n− i ≥ 2j, then n− i > 2(n−2i) and gcd(n− i, n−2i, j) = gcd(n, i, j) = g.
However, in this case we can have j = n−2i, which we have to take care of separately since
it does not satisfy the inductive hypothesis. If n− i < 2j < 2i, then n− i > 2(n− i− j),
n− i > 2(n− 2i), and gcd(n− i, n− 2i, n− i− j) = gcd(n, i, j) = g.

Suppose j ̸= n − 2i. By induction there exists a word u of length g, a word v of
length g with ham(u, v) = 1, and a non-negative integer p′ < (n − i)/g such that xyz =
up

′
vu(n−i)/g−p′−1. Since xy = yx and g | gcd(i, j), it is clear that xy = ui/g. Then

w = xyxyz = up
′+i/gvu(n−i)/g−p′−1. Letting p = p′ + i/g, we have w = upvun/g−p−1.

Suppose j = n−2i. Then w = xyxyz where |z| = |x| = n−2i. Since w ∈ H2(n, n−2i),
we have ham(xyxyz, yxyzx) = ham(xy, yx) + ham(xy, yz) + ham(z, x) = 2. But xy = yx
by assumption. Thus ham(xy, yz)+ham(z, x) = 2, which is only true when ham(z, x) = 1.
By Theorem 30, there exists a word s, and integers l,m ≥ 1 such that x = sl and y = sm.
Since |s| divides both |x| = j = n − 2i and |xy| = i, we have |s| divides gcd(i, j) =
gcd(i, n− 2i) = gcd(n, i, n− 2i) = gcd(n, i, j) = g. Therefore, there exists a length-g word
u such that x = uj/g and y = u(i−j)/g. We also have ham(z, x) = 1, which implies that there
exists a length-g word v with ham(u, v) = 1, and a non-negative integer p′ < j/g such that
z = up

′
vuj/g−p′−1. Letting p = p′ + 2i/g, we have w = xyxyz = u2i/gup

′
vu(n−2i)/g−p′−1 =

upvun/g−p−1.

If xy ̸= yx, then we must have ham(xy, yx) = 2. But since ham(xyxyz, yxyzx) = 2,
we must have ham(xyz, yzx) = 0. This means that xyz is a power, but we have already
demonstrated that xyz ∈ H2(n− i, i). By Corollary 43, this is a contradiction.

⇐=: Let g = gcd(n, i, j). Suppose we can write w = upvun/g−p−1 where |u| = |v| = g, and
ham(u, v) = 1. Since g | i, we can write

ham(w, σi(w)) = ham(upvun/g−p−1, up−i/gvun/g+i/g−p−1) = 2 ham(u, v) = 2

if p ≤ i/g, and

ham(w, σi(w)) = ham(upvun/g−p−1, un/g−i+pvup−i−1) = 2 ham(u, v) = 2

if p > i/g. Since g divides j as well, a similar argument works to show ham(w, σj(w)) = 2
as well. Therefore, w ∈ H2(n, i) and w ∈ H2(n, j).
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Lemma 46 shows that any word w that is in H2(n, i) and H2(n, j) for j < i ≤ n/2 is of
Hamming distance 1 away from a power. Therefore, to count the number of such words,
we need a formula for the number of powers. Recall from Section 2.2, the formulas for
pk(n) and ψk(n).

Let H ′
2(n, i) denote the set of words w ∈ H2(n, i) that are also in H2(n, j) for some

j < i. Let h′2(n, i) = |H ′
2(n, i)|.

Corollary 47. Let n, i be positive integers such that n ≥ 2i. Then

h′2(n, i) =

{
n(k − 1)pk(i), if i | n;
n(k − 1)kgcd(n,i), otherwise.

Let H ′′
2 (n, i) denote the set of words w ∈ H2(n, i) such that w ̸∈ H2(n, j) for all j < i.

Let h′′2(n, i) = |H ′′
2 (n, i)|.

Lemma 48. Let n, i be positive integers such that n > i. Then

h′′2(n, i) =

{
1
2
n(k − 1)

(
kgcd(n,i)

(
n

gcd(n,i)
− 1
)
− 2pk(i)

)
, if i | n;

1
2
kgcd(n,i)(k − 1)n

(
n

gcd(n,i)
− 3
)
, otherwise.

Proof. Let w be a length-n word. The word w is in H ′′
2 (n, i) precisely if it is in H2(n, i)

but not in any H2(n, j) for j < i. So computing h′′2(n, i) reduces to computing the number
of length-n words that are in H2(n, i) and H2(n, j) for some j < i (i.e., h′2(n, i)) and then
subtracting it from the number of words in H2(n, i) (i.e., h2(n, i)). Therefore

h′′2(n, i) = h2(n, i)− h′2(n, i) =

{
1
2
n(k − 1)

(
kgcd(n,i)

(
n

gcd(n,i)
− 1
)
− 2pk(i)

)
, if i | n;

1
2
kgcd(n,i)(k − 1)n

(
n

gcd(n,i)
− 3
)
, otherwise.

Theorem 49. Let n be an integer ≥ 2. Then

h2(n) =

⌊n/2⌋∑
i=1

h′′2(n, i).

Proof. Every word that is in H2(n) must also be in H2(n, i) for some integer i in the range
1 ≤ i ≤ n − 1. By Lemma 41 we have that every word that is in H2(n, i) is also in
H2(n, n − i). Therefore we only need to consider words in H2(n, i) where i is an integer
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with i ≤ n− i =⇒ i ≤ n/2. Consider the quantity S =
⌊n/2⌋∑
i=1

h2(n, i). Since any member of

H2(n) must also be a member of H2(n, i) for some i ≤ ⌊n/2⌋, we have that h2(n) ≤ S. But
any member of H2(n, i) may also be a member of H2(n, j) for some j < i. These words are
accounted for multiple times in the sum S. To avoid double-counting we must count the
number of words w that are in H2(n, i) but not in H2(n, j) for any j < i. This quantity is
exactly h′′2(n, i). Therefore

h2(n) =

⌊n/2⌋∑
i=1

h′′2(n, i).

4.7 Exactly one conjugate

So far we have been interested in length-n words u that have at least one conjugate of
Hamming distance 2 away from u. But what about length-n words u that have exactly one
conjugate of Hamming distance 2 away from u? In this section we provide a formula for the
number h′′′2 (n) of length-n words u with exactly one conjugate v such that ham(u, v) = 2.
See A179677 in the OEIS [95] for the sequence (h′′′2 (n))n≥0.

Let n and i be positive integers such that n > i. Let H ′′′
2 (n) denote the set of length-n

words u over Σk that have exactly one conjugate v with ham(u, v) = 2. Let h′′′2 (n) =
|H ′′′

2 (n)|. Let H ′′
2 (n, i) denote the set of length-n words w such that w is in H2(n, i) but is

not in H2(n, j) for any j ̸= i. Let h′′2(n, i) = |H ′′
2 (n, i)|.

Suppose w ∈ H ′′′
2 (n, i). Then by definition we have that w ∈ H2(n, i) and w ̸∈ H2(n, j)

for any j ̸= i. But by Lemma 41 we have that if w is in H2(n, i) then it must also be in
H2(n, n−i). So if i ̸= n−i, then w has at least two distinct conjugates of Hamming distance
2 away from it, namely σi(w) and σn−i(w). Therefore we have i = n− i. This implies that
n must be even, so H ′′′

2 (2m+1) = {} for all m ≥ 1. Since i = n− i =⇒ i = n/2, we have
that w ∈ H2(n, n/2). However w cannot be in H2(n, j) for any j ̸= n/2. Since any word in
H2(n, j) is also in H2(n, n− j), the condition of w ̸∈ H2(n, j) for any j ̸= n/2 is equivalent
to w ̸∈ H2(n, j) for any j with 1 ≤ j < n/2. But this is just the definition of H ′′

2 (n, n/2).
From this we get the following theorem.

Theorem 50. Let n ≥ 1 be an integer. Then

h′′′2 (n) =

{
1
2
n(k − 1)(kn/2 − 2pk(n/2)), if n is even;

0, otherwise.
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4.8 Lyndon conjugates

A Lyndon word is a word that is lexicographically smaller than any of its non-trivial
conjugates. In this section we count the number of Lyndon words in H2(n). See A226893
in the OEIS [95] for this sequence.

Theorem 51. There are h2(n)
n

Lyndon words in H2(n).

Proof. Corollary 44 says that all members of H2(n) are primitive and Lemma 45 says that
if a word is in H2(n), then any conjugate of it is also in H(n). It is easy to verify that

every primitive word has exactly one Lyndon conjugate. Therefore exactly h2(n)
n

words in
H2(n) are Lyndon words.

4.9 Asymptotic behaviour of almost-commuting words

In this section we show that h2(n) grows erratically. We do this by demonstrating that
h(n) is a cubic polynomial for prime n, and that h2(n) is bounded below by an exponential
for even n.

Lemma 52. Let n be a prime number. Then

h2(n) =
1

4
k(k − 1)n(n2 − 4n+ 7).

Proof. Let n > 1 be a prime number. Since n is prime, we have that gcd(n, i) = 1 for all
integers i with 1 < i < n. Then

h2(n) =

(n−1)/2∑
i=1

h′′2(n, i)

=
1

2
k(k − 1)n(n− 1) +

(n−1)/2∑
i=2

1

2
kgcd(n,i)(k − 1)n

(
n

gcd(n, i)
− 3

)
=

1

2
k(k − 1)n(n− 1) +

(
n− 3

2

)
1

2
k(k − 1)n(n− 3)

=
1

4
k(k − 1)n(n2 − 4n+ 7).
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Lemma 53. Let n > 1 be an integer. Then h2(2n) ≥ nkn.

Proof. Since any word in H2(2n, n) must also be in H2(2n), we have that h2(2n) ≥
h2(2n, n). From Lemma 36 we see that

h2(2n, n) =
1

2
kgcd(2n,n)(k − 1)2n

(
2n

gcd(2n, n)
− 1

)
= kn(k − 1)n.

Since k ≥ 2, we have that k − 1 ≥ 1. Therefore h2(2n) ≥ kn(k − 1)n ≥ nkn for all
n > 1.
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Chapter 5

Words with exactly one border

5.1 Introduction

Earlier in Section 2.3, words with a unique border were mentioned as words where the
shortest period and the length of the shortest border are equal. Harju and Nowotka [58]
counted the number Bk(n) of length-n words with a unique border, and Bk(n, t) of length-n
words over a k-letter alphabet with a fixed length-t unique border; see Theorem 54.

Theorem 54 (Harju and Nowotka [58]). Let n, t, and k be integers such that k ≥ 2 and
n ≥ 2t ≥ 2. Then

Bk(n, t) = ut(k
n−2t −Wk(n− 2t, t)− Ek(n− 2t, t))

where

Wk(r, s) =


kr−2s − ur−2s, if r > 2s;

1, if r = 2s;

0, otherwise.

and

Ek(r, s) =


k(r−s)/2, if s < r < 3s and r − s is even;

1, if r = s;

0, otherwise.

Through personal communication with the authors, a small error in one of the proofs
leading up to Theorem 54 was discovered. In this chapter we present the correct recurrence
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for the number of length-n words with a unique border. We also show that the probability
a length-n word has a unique border tends to a constant. See A334600 in the On-Line
Encyclopedia of Integer Sequences (OEIS) [95] for the sequence (B2(n))n≥0.

5.2 Counting words with unique borders

To solve the first problem, we use similar ideas to the ideas used to enumerate bordered
words and mutually bordered pairs of words. Since the shortest border of a word is unbor-
dered, one has that the unique border of a word must be unbordered. It is also true that
the shortest border of a word cannot exceed half the length of the word. By combining
these ideas we get Theorem 55 and Theorem 56.

Theorem 55. Let n > t ≥ 1 be integers. Then the number of length-n words with a unique
length-t border is

Bk(n, t) =


0, if n < 2t;

utk
n−2t −

∑⌊n/2⌋
i=2t Bk(i, t)k

n−2i, if n ≥ 2t and n+ t odd;

utk
n−2t −Bk((n+ t)/2, t)−

∑⌊n/2⌋
i=2t Bk(i, t)k

n−2i, if n ≥ 2t and n+ t even.

Proof. Let w be a length-n word with a unique length-t border u. Since u is the unique
border of w, it is unbordered. Thus we can write w = uvu for some (possibly empty) word
v. If n < 2t then Bk(n, t) = 0 since u is unbordered and thus cannot overlap itself in w.

Suppose n ≥ 2t. Let Bk(n, t) denote the number of length-n words that have a length-t
unbordered border and have a border of length > t. Clearly Bk(n, t) = utk

n−2t −Bk(n, t).
Suppose w as another border u′ of length > t. Furthermore suppose that there is no other
border u′′ with |u| < |u′′| < |u′|. Then u is the largest border of u′. Since u is the shortest
border, we have |u| ≤ n/2. But we could possibly have |u′| > n/2. The only possible way
for |u′| to exceed n/2 is if w = uv′uv′u for some (possibly empty) word v. But this is only
possible if n+ t is even, otherwise we cannot place u in the centre of w. When n+ t is odd,
we can compute Bk(n, t) by summing over all possibilities for u′ (i.e., 2t ≤ |u′| ≤ ⌊n/2⌋)
and the middle part of w (i.e., v′′ where w = u′v′′u′). This translates to

Bk(n, t) =

⌊n/2⌋∑
i=2t

Bk(i, t)k
n−2i.
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When n+ t is even, we compute Bk(n, t) the same, except we also include the case where
|u′| = (n+ t)/2. This translates to

Bk(n, t) = Bk((n+ t)/2, t) +

⌊n/2⌋∑
i=2t

Bk(i, t)k
n−2i.

Theorem 56. Let n ≥ 2 be an integer. Then the number of length-n words with a unique
border is

Bk(n) =

⌊n/2⌋∑
t=1

Bk(n, t).

5.3 Limiting values

In this section we show that the probability that a random word of length n has a unique
border tends to a constant. Table 5.1 shows the behaviour of this probability as k increases.

The probability that a random word of length n has a unique border corresponds to
the sum

Pn,k =
Bk(n)

kn
=

1

kn

⌊n/2⌋∑
i=1

Bk(n, i).

Lemma 57. Let k ≥ 2 and n ≥ 2t ≥ 2 be integers. Then

Bk(n, t)

kn
≤ 1

kt
.

Proof. Let w be a length-n word. Suppose w has a unique border of length t. Since
t ≤ n/2, we can write w = uvu for some words u and v where |u| = t. But this means that
Bk(n, t) ≤ kn−t, and the lemma follows.

Theorem 58. Let k ≥ 2 be an integer. Then the limit Pk = lim
n→∞

Pn,k exists.

Proof. Follows from the definition of Pn,k, Lemma 57, and the direct comparison test for
convergence.
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k ≈ Pk

2 0.5155
3 0.3910
4 0.2922
5 0.2302
6 0.1890
7 0.1599
8 0.1384
9 0.1219
10 0.1089
...

...
100 0.0101

Table 5.1: Probability that a word has a unique border.
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Chapter 6

Block palindromes

6.1 Introduction

A palindrome is a word that reads the same forwards as it does backwards. More formally,
letting wR = wnwn−1 · · ·w1 where w = w1w2 · · ·wn, a palindrome is a word w such that
w = wR. The definition of a palindrome is quite restrictive. The second half of a palindrome
is fully determined by the first half. Thus, compared to all length-n words, the number
of length-n palindromes is vanishingly small. But many words exhibit palindrome-like
structure. Take the English word marjoram. It is clearly not a palindrome but it comes
close. Replacing the block jo with a single letter turns the word into a palindrome. In
this chapter we consider a generalization of palindromes that incorporates this kind of
palindromic structure.

In the 2015 British Olympiad [1], the concept of a block palindrome was first in-
troduced. Let w be a non-empty word. A block palindrome of w is a factorization
w = w−m · · ·w−1w0w1 · · ·wm of a word such that w0 is a possibly empty word, and ev-
ery other factor w−i = wi is non-empty for all i with 1 ≤ i ≤ m. We say that a block
palindrome w−m · · ·w−1w0w1 · · ·wm is of width t where t = 2m + 1 if w0 is non-empty
and t = 2m otherwise. In other words, the width of a block palindrome is the number
of blocks in the factorization. The largest block palindrome1 [49] of a word w is a block
palindrome w = w−m · · ·w−1w0w1 · · ·wm where m is maximized (i.e., where the width of
the block palindrome is maximized). See [74] for more on the topic of block palindromes

1Largest block palindromes also appear in https://www.reddit.com/r/math/comments/ga2iyo/i_

just_defined_the_palindromity_function_on/.
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and block reversal. Kolpakov and Kucherov [70] studied a special case of block palin-
dromes, the gapped palindrome. If w0 is non-empty and |w−i| = |wi| = 1 for all i with
1 ≤ i ≤ m, then w is said to be a gapped palindrome. Régnier [84] studied something simi-
lar to the block palindromes, but in her paper she was concerned with borders of borders,
and not iteratively “peeling” off borders. See [41, 83] for results on factoring words into
palindromes.

Example 59. We use the centre dot · to denote the separation between blocks in the block
palindrome of a word.

Consider the word abracadabra. It has the following block palindromes:

abracadabra,

abra · cad · abra,
a · br · a · cad · a · br · a.

The last block palindrome is of width 7 and has the longest width; thus it is the largest
block palindrome of abracadabra.

Consider the word reappear. It has the following block palindromes:

reappear,

r · eappea · r,
r · ea · pp · ea · r,
r · ea · p · p · ea · r.

The last block palindrome is of width 6 and has the longest width; thus it is the largest
block palindrome of reappear.

Let w be a length-n word. Suppose w−m · · ·w−1w0w1 · · ·wm is the largest block palin-
drome of w. Goto et al. [49] showed that wi is the shortest border of w−i · · ·w−1w0w1 · · ·wi.
This means that we can compute the the largest blocked palindrome of w by greedily “peel-
ing off” the shortest borders of central factors.

Let LBPk(n, t) denote the number of length-n words with a width-t largest block palin-
drome.

The rest of the chapter is structured as follows. In Section 6.2 we give a recurrence
for LBPk(n, t); see Theorem 60. In Section 6.3 we show that the expected width of the
largest block palindrome of a length-n word tends to a constant; see Theorem 62. Finally,
in Section 6.4 we consider smallest block palindromes in the sense that one “peels off” the
largest non-overlapping border.
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6.2 Counting largest block palindromes

In this section we prove a recurrence for LBPk(n, t). See Table 6.1 for sample values of
LBP2(n, t) for small n, t. Recall that un denotes the number of length-n unbordered words
over a k-letter alphabet. See Section 2.4 for a recurrence for un.

Theorem 60. Let n, t ≥ 0, and k ≥ 2 be integers. Then

LBPk(n, t) =


∑(n−t)/2+1

i=1 ui LBPk(n− 2i, t− 2), if n, t even;∑(n−t+1)/2
i=1 u2i LBPk(n− 2i, t− 1), if n even, t odd;

0, if n odd, t even;∑(n−t)/2+1
i=1 u2i−1 LBPk(n− 2i+ 1, t− 1), if n, t odd.

where

LBPk(0, 0) = 0,

LBPk(2n, 2) = un,

LBPk(n, 1) = un.

Proof. Let w be a length-n word. Suppose w has a width-t largest block palindrome
w−m · · ·w−1w0w1 · · ·wm where t = 2m+1 iff w0 is non-empty and t = 2m otherwise. Clearly
LBPk(0, 0) = 0. We know that each block in a largest block palindrome is unbordered, since
it is a shortest border. This immediately implies LBPk(n, 1) = un and LBPk(2n, 2) = un.

Now we take care of the other cases.

• Suppose n, t are even. Then by removing w1 and w−1 from w, we get w′ =
w−m · · ·w−2w2 · · ·wm, which is a length-(n− 2|w1|) word with a largest block palin-
drome of width t− 2. This mapping is clearly reversible since all blocks in a largest
block palindrome are unbordered, including w1. Thus summing over all possible w1

and all length-(n − 2|w1|) words with a largest block palindrome of width t − 2 we
have

LBPk(n, t) =

(n−t)/2+1∑
i=1

ui LBPk(n− 2i, t− 2).

• Suppose n is even and t is odd. Then by removing w0 from w, we get w′ =
w−m · · ·w−1w1 · · ·wm, which is a length-(n − |w0|) word with a largest block palin-
drome of width t−1. This mapping is reversible for the same reason as in the previous
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case. The word w′ is of even length since |w′| = 2|w1 · · ·wm|. Since n is even and
|w′| is even, we must have that |w0| is even as well. Thus summing over all possible
w0 and all length-(n− |w0|) words with a largest block palindrome of width t− 1 we
have

LBPk(n, t) =

(n−t+1)/2∑
i=1

u2i LBPk(n− 2i, t− 1).

• Suppose n is odd and t is even. Then the length of w is 2|w1 · · ·wm|, which is even,
a contradiction. Thus LBPk(n, t) = 0.

• Suppose n, t are odd. Then by removing w0 from w, we get w′ = w−m · · ·w−1w1 · · ·wm,
which is a length-(n−|w0|) word with a largest block palindrome of width t−1. This
mapping is reversible for the same reasons as in the previous cases. Since n is odd
and |w′| is even (proved in the previous case), we must have that |w0| is odd. Thus
summing over all possible w0 and all length-(n − |w0|) words with a largest block
palindrome of width t− 1 we have

(n−t)/2+1∑
i=1

u2i−1 LBPk(n− 2i+ 1, t− 1).

n
t

1 2 3 4 5 6 7 8 9 10

10 284 12 224 40 168 72 96 64 32 32
11 568 0 472 0 416 0 336 0 192 0
12 1116 20 856 88 656 176 448 224 224 160
13 2232 0 1752 0 1488 0 1248 0 896 0
14 4424 40 3328 176 2544 432 1856 640 1152 640
15 8848 0 6736 0 5440 0 4576 0 3584 0
16 17622 74 13100 372 9896 984 7408 1744 5088 2080
17 35244 0 26348 0 20536 0 16784 0 13664 0
18 70340 148 51936 760 38824 2248 29152 4416 21088 6240
19 140680 0 104168 0 79168 0 62800 0 51008 0
20 281076 284 206744 1592 153344 4992 114688 10912 84704 17312

Table 6.1: Some values of LBP2(n, t) for n, t where 10 ≤ n ≤ 20 and 1 ≤ t ≤ 10.

49



6.3 Expected width of largest block palindrome

In this section we show that the expected width of the largest block palindrome of a length-
n word is bounded by a constant. Table 6.2 shows the behaviour of this expected value as
k increases.

The expected width of the largest block palindrome of a length-n word corresponds to

En,k =
1

kn

n∑
i=1

i · LBPk(n, i).

Lemma 61. Let k ≥ 2 and n ≥ t ≥ 1 be integers. Then

LBPk(n, t)

kn
≤ 1

kt/2−1
.

Proof. Let w be a length-n word. Suppose w has a width-t largest block palindrome
w−m · · ·w−1w0w1 · · ·wm where t = 2m+ 1 iff w0 is non-empty and t = 2m otherwise. The
blocks w1, w2, . . . , wm are all determined by w−1, w−2, . . . , w−m. Since wi is non-empty for
every 1 ≤ i ≤ m, we have that LBPk(n, t) ≤ kn−m ≤ kn−t/2+1. So

LBPk(n, t)

kn
≤ 1

kt/2−1

for all n ≥ t ≥ 1.

Theorem 62. The limit Ek = lim
n→∞

En,k exists for all k ≥ 2.

Proof. Follows from the definition of En,k, Lemma 61, and the direct comparison test for
convergence.
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k ≈ Ek

2 6.4686
3 2.5908
4 1.9080
5 1.6314
6 1.4827
7 1.3902
8 1.3272
9 1.2817
10 1.2472
...

...
100 1.0204

Table 6.2: Asymptotic expected length of a word’s largest block palindrome.

In [28], the authors prove that the expected length of the longest unbordered factor in
a word is Θ(n). Taking this into account, it is not surprising that the expected length of
the largest block palindrome of a word tends to a constant.

6.4 Smallest block palindrome

A word w, seen as a block, clearly satisfies the definition of a block palindrome. Thus,
taken literally, the smallest block palindrome for all words is of width 1. But this is not very
interesting, so we adjust the definition of the smallest block palindrome. We say that the
smallest block palindrome of a word w is a block palindrome w = w−m · · ·w−1w0w1 · · ·wm

where each wi is the largest non-overlapping border of w−i · · ·w−1w0w1 · · ·wm, except w0,
which is either empty or unbordered. For example, going back to the example in the
introduction, the smallest block palindrome of abracadabra is abra · cad · abra and the
smallest block palindrome of reappear is r · ea · p · p · ea · r.

A natural question ask is: what is the maximum width fk(n) of the smallest block
palindrome of a word over Σk?

• Jeffrey Shallit conjectured that f2(8n + i) = 6n + i for i with 0 ≤ i ≤ 5 and
f2(8n+ 6) = f2(8n+ 7) = 6n+ 5. He also conjectured that fk(n) = n for k ≥ 3.
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To calculate fk(n), two things are needed. One needs an upper bound for fk(n). One
also requires words that witness the upper bound. Jeffrey Shallit found the words that
witness the upper bound in the following theorems.

Theorem 63. Let n ≥ 0 be an integer. Then f2(8n+ i) = 6n+ i for i with 0 ≤ i ≤ 5 and
f2(8n+ 6) = f2(8n+ 7) = 6n+ 5.

Proof. We start by proving lower bounds on f2(n). Let m ≥ 0 be an integer. Suppose
m = 8n. Then the width of the smallest block palindrome of

(0101)n(1001)n

is 6n. To see this, notice that the smallest block palindrome of 01011001 is of width 6.
Suppose m = 8n + i for some i with 1 ≤ i ≤ 7. Then one can take (0101)n(1001)n and
insert either 0, 00, 010, 0110, 01010, 010110, or 0110110 to the middle of the word to get
the desired length.

Now we prove upper bounds on f2(n). Let t ≤ n be a positive integer. Let w be a
length-n word. Suppose w has a width-t largest block palindrome w−m · · ·w−1w0w1 · · ·wm

where t = 2m+ 1 iff w0 is non-empty and t = 2m otherwise. One can readily verify fk(n)
through exhaustive search of all binary words of length < 8. Suppose m ≥ 4, so n ≥ t ≥ 8.
Then we can write w = w−mw−m+1w−m+2 · · ·wm−2wm−1wm where |wm−2|, |wm−1|, |wm| > 0.
It is easy to show that |wm−2wm−1wm| ≥ 4 by checking that all binary words of length
< 8 do not admit a smallest block palindrome of width 6. The upper bound immediately
follows from this. In the worst case we can peel off prefixes and suffixes of length 4 while
accounting for the 6 blocks they add to the block palindrome until we hit the middle core
of length < 8.

Theorem 64. Let n ≥ 0 and k ≥ 3 be integers. Then fk(n) = n.

Proof. Clearly fk(n) ≤ n. We prove fk(n) ≥ n. If n is divisible by 6, then consider the
word (012)n/6(210)n/6. If n is not divisible by 6, then take (012)⌊n/6⌋(210)⌊n/6⌋ and insert
either 0, 00, 010, 0110, or 01010 in the middle of the word, When calculating the smallest
block palindrome of the resulting words, it is easy to see that at each step we are removing
a border of length 1. Thus their largest block palindrome is of width n.
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Chapter 7

Bounds for the number of closed and
privileged words

7.1 Introduction

In this chapter we present two of the main results of this thesis. We present improved
bounds on the number of closed and privileged words. The main two results of this chapter
are Theorem 65 and Theorem 66.

Recall that a word w is said to be closed if |w| ≤ 1 or if w has a border that occurs
exactly twice in w. If u is a border w and u occurs in w exactly twice, then we say w is
closed by u. It is easy to see that if a word w is closed by a word u, then u must be the
largest border in w. Otherwise u would occur more than two times in w. A word w is
said to be privileged if |w| ≤ 1 or if w is closed by a privileged word. See Example 17 for
examples illustrating these definitions.

Both closed words [37] and privileged words [67] have been introduced relatively re-
cently, although some equivalent formulations of closed words that have been defined pre-
viously; see Section 2.4 for more information on these equivalent formulations.

Since their introduction, there has been much research into the properties of closed and
privileged words [81, 24, 31, 6, 89, 38, 66]. One problem that has received some interest
lately [40, 79, 86, 87] is to find good upper and lower bounds for the number of closed and
privileged words.

Let Ck(n) denote the number of length-n closed words over Σk. Let Ck(n, t) denote the
number of length-n closed words over Σk that are closed by a length-t word. Let Pk(n)
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denote the number of length-n privileged words over Σk. Let Pk(n, t) denote the number
of length-n privileged words over Σk that are closed by a length-t privileged word. See
Tables 7.1, 7.2, and 7.3 for sample values of C2(n), C2(n, t), P2(n), and P2(n, t) for small n,
t. See sequences A226452 and A231208 in the On-Line Encyclopedia of Integer Sequences
(OEIS) [95].

Every privileged word is a closed word, so any upper bound on Ck(n) is also an upper
bound on Pk(n). Furthermore, any lower bound on Pk(n) is also a lower bound on Ck(n).
See Section 2.4 for a brief literature review on the best known bounds on Ck(n) and Pk(n).

The best upper and lower bounds for both Ck(n) and Pk(n) are widely separated, and
can be much improved. In this chapter we completely resolve the asymptotic behaviour of
the number of length-n closed words, by showing that it is asymptotically Θ(k

n

n
). Addi-

tionally, we nearly completely resolve the asymptotic behaviour of the number of length-n
privileged words, by giving a family of upper and lower bounds that are separated by a
factor that grows arbitrarily slowly. We prove the following two theorems.

Theorem 65. Let k ≥ 2 be an integer.

(a) There exist constants N and c such that Ck(n) ≥ ck
n

n
for all n > N .

(b) There exist constants N ′ and c′ such that Ck(n) ≤ c′ k
n

n
for all n > N ′.

Theorem 66. Let k ≥ 2 be an integer. Let log◦0k (n) = n and log◦jk (n) = logk(log
◦j−1
k (n))

for j ≥ 1.

(a) For all j ≥ 0 there exist constants Nj and cj such that

Pk(n) ≥ cj
kn

n log◦jk (n)
∏j

i=1 log
◦i
k (n)

for all n > Nj.

(b) For all j ≥ 0 there exist constants N ′
j and c′j such that

Pk(n) ≤ c′j
kn

n
∏j

i=1 log
◦i
k (n)

for all n > N ′
j.
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Before we proceed, we give a heuristic argument as to why Ck(n) is in Θ(k
n

n
). Consider

a “random” length-n word w. Let ℓ = logk(n) + c. The probability that w has a length-ℓ
border u is around kn−ℓ/kn = 1

kcn
. Suppose w has a length-ℓ border. Now suppose we

drop the first and last character of w to get w′. If w′ were randomly chosen (which it is
not), then we could use the linearity of expectation to get that the expected number of
occurrences of u in w′ is approximately (n− 2)k−ℓ ≈ k−c. Thus for c large enough we have
that u does not occur in w with high probability, and so w is closed. Therefore there are
approximately kn−ℓ ∈ Θ(k

n

n
) length-n closed words.

n
t

1 2 3 4 5 6 7 8 9 10

10 2 30 70 50 30 12 6 2 2 0
11 2 42 118 96 54 30 13 6 2 2
12 2 60 200 182 114 54 30 12 6 2
13 2 88 338 346 214 126 54 30 12 6
14 2 132 570 640 432 232 126 54 30 12
15 2 202 962 1192 828 474 240 126 54 30
16 2 314 1626 2220 1612 908 492 240 126 54
17 2 494 2754 4128 3112 1822 956 504 240 126
18 2 784 4676 7670 6024 3596 1934 982 504 240
19 2 1252 7960 14264 11636 7084 3828 1992 990 504
20 2 2008 13588 26524 22512 13928 7632 3946 2026 990

Table 7.1: Some values of C2(n, t) for n, t where 10 ≤ n ≤ 20 and 1 ≤ t ≤ 10.
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n
t

1 2 3 4 5 6 7 8 9 10

10 2 16 22 8 6 2 2 0 2 0
11 2 26 38 16 10 6 4 2 2 2
12 2 42 68 30 18 4 6 2 2 0
13 2 68 122 58 38 14 10 6 4 2
14 2 110 218 108 76 20 14 8 6 2
15 2 178 390 204 148 46 24 18 14 6
16 2 288 698 384 288 86 48 16 18 8
17 2 466 1250 724 556 178 92 36 32 26
18 2 754 2240 1364 1076 344 190 64 36 28
19 2 1220 4016 2572 2092 688 388 136 70 56
20 2 1974 7204 4850 4068 1342 772 268 138 52

Table 7.2: Some values of P2(n, t) for n, t where 10 ≤ n ≤ 20 and 1 ≤ t ≤ 10.

n P2(n) C2(n) n P2(n) C2(n)
0 1 1 13 328 1220
1 2 2 14 568 2240
2 2 2 15 1040 4132
3 4 4 16 1848 7646
4 4 6 17 3388 14244
5 8 12 18 6132 26644
6 8 20 19 11332 49984
7 16 36 20 20788 94132
8 20 62 21 38576 177788
9 40 116 22 71444 336756
10 60 204 23 133256 639720
11 108 364 24 248676 1218228
12 176 664 25 466264 2325048

Table 7.3: Some values of P2(n) and C2(n) for n ≤ 25.
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7.2 Preliminary results

In this section we give some necessary results and definitions in order to prove our main
results. Also throughout this chapter, we use c’s, d’s, and N ’s to denote positive real
constants (dependent on k).

Let w be a length-n word. Suppose w is closed by a length-t word u. Since u is also
the largest border of w, it follows that w cannot be closed by another word. This implies
that

Ck(n) =
n−1∑
i=1

Ck(n, t) and Pk(n) =
n−1∑
i=1

Pk(n, t)

for n > 1.

Let Bk(n, u) denote the number of length-n words over Σk that are closed by the word
u. Let Ak(n, u) denote the number of length-n words over Σk that do not contain the word
u as a factor.

Recall from Section 2.4 that the auto-correlation of a length-t word u is a length-t
binary word a(u) = a1a2 · · · at where ai = 1 if and only if u has a border of length t− i+1.
The auto-correlation polynomial [50, 51, 52] fa(u)(z) of a(u) is defined as

fa(u)(z) =
t−1∑
i=0

at−iz
i.

For example, the word u = alfalfa has auto-correlation a(u) = 1001001 and auto-
correlation polynomial fa(u)(z) = z6 + z3 + 1.

We now prove two technical lemmas that will be used in the proofs of Theorem 65 (b)
and Theorem 66 (b).

Lemma 67. Let k, t ≥ 2 be integers, and let γ be a real number such that 0 < γ ≤ 6
t
.

Then

kt − γtkt−1 ≤ (k − γ)t ≤ kt − γtkt−1 +
1

2
γ2t(t− 1)kt−2.

Proof. The case when k = 2 was proved in a paper by Forsyth et al. [40, Lemma 9]. We
generalize their proof to k ≥ 3.
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When t = 2, we have k2 − 2kγ ≤ (k − γ)2 ≤ k2 − 2kγ + γ2. So suppose t ≥ 3. By the
binomial theorem, we have

(k − γ)t =
t∑

i=0

kt−i(−γ)i
(
t

i

)
= kt − γtkt−1 +

t∑
i=2

kt−i(−γ)i
(
t

i

)

≥ kt − γtkt−1 +

⌊(t−1)/2⌋∑
j=1

(
kt−2jγ2j

(
t

2j

)
− kt−2j−1γ2j+1

(
t

2j + 1

))
.

So to show that kt − γtkt−1 ≤ (k − γ)t, it is sufficient to show that

kt−2jγ2j
(
t

2j

)
≥ kt−2j−1γ2j+1

(
t

2j + 1

)
(7.1)

for 1 ≤ j ≤ ⌊(t− 1)/2⌋ ≤ (t− 1)/2.

By assumption we have that γ ≤ 6
t
, so γ ≤ 6

t−2
and thus γt− 2γ ≤ 6. Adding 2γ− 2 to

both sides we get γt− 2 ≤ 4+ 2γ, and so γt−2
γ+2

≤ 2. If i ≥ 2 ≥ γt−2
γ+2

, then (γ+2)i ≥ γt− 2.

This implies that 2(i+ 1) ≥ γ(t− i), and

k

γ
≥ 2

γ
≥ t− i

i+ 1
=

(
t

i+1

)(
t
i

) .

Therefore letting i = 2j, we have that k
(

t
2j

)
≥ γ

(
t

2j+1

)
. Multiplying both sides by kt−2j−1γ2j

we get kt−2jγ2j
(

t
2j

)
≥ kt−2j−1γ2j+1

(
t

2j+1

)
, which proves (7.1).

Now we prove that (k−γ)t ≤ kt−γtkt−1+ 1
2
γ2t(t−1)kt−2. Going back to the binomial

expansion of (k − γ)t, we have

(k − γ)t = kt − γtkt−1 +
1

2
γ2t(t− 1)kt−2 +

t∑
i=3

kt−i(−γ)i
(
t

i

)
≤ kt − γtkt−1 +

1

2
γ2t(t− 1)kt−2

−
⌊(t−2)/2⌋∑

j=1

(
kt−2j−1γ2j+1

(
t

2j + 1

)
− kt−2j−2γ2j+2

(
t

2j + 2

))
.

So to show that (k − γ)t ≤ kt − γtkt−1 + 1
2
γ2t(t− 1)kt−2, it is sufficient to show that

kt−2j−1γ2j+1

(
t

2j + 1

)
≥ kt−2j−2γ2j+2

(
t

2j + 1

)
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for 1 ≤ j ≤ ⌊(t − 2)/2⌋. But we already have already proved that k
(
t
i

)
≥ γ

(
t

i+1

)
. Letting

i = 2j, we have that k
(

t
2j+1

)
≥ γ

(
t

2j+2

)
. Multiplying both sides by kt−2j−2γ2j+1 we get

kt−2j−1γ2j+1
(

t
2j+1

)
≥ kt−2j−2γ2j+2

(
t

2j+2

)
.

Let log◦0k (n) = n and log◦jk (n) = logk(log
◦j−1
k (n)) for j ≥ 1.

Lemma 68. Let i ≥ 1 and k ≥ 2 be integers. Then for any constant γ > 0, we have

lim
n→∞

log◦ik (n
γ)

log◦ik (n)
=

{
γ, if i = 1;

1, if i > 1.

Proof. When i = 1 we have lim
n→∞

logk(n
γ)

logk(n)
= γ lim

n→∞
logk(n)

logk(n)
= γ.

The proof is by induction on i. Since we will use L’Hôpital’s rule to evaluate the limit,
we first compute the derivative of log◦ik (n

λ) with respect to n for any constant λ > 0. We
have

d

dn
log◦ik (n

λ) =
λ

n
i−1∏
j=1

log◦jk (nλ)

.

In the base case, when i = 2, we have

lim
n→∞

log◦2k (nγ)

log◦2k (n)
= lim

n→∞

γ
n logk(n

γ)

1
n logk(n)

= 1.

Suppose i > 2. Then we have

lim
n→∞

log◦ik (n
γ)

log◦ik (n)
= lim

n→∞

γ

n
i−1∏
j=1

log◦jk (nγ)

1

n
i−1∏
j=1

log◦jk (n)

= lim
n→∞

i−1∏
j=2

log◦jk (n)

i−1∏
j=2

log◦jk (nγ)

= 1.
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7.3 Closed words

7.3.1 Lower bound

We first state a useful lemma from a paper of Nicholson and Rampersad [79].

Lemma 69 (Nicholson and Rampersad [79]). Let k ≥ 2 be an integer. Let t be the unique
integer such that

ln k

k − 1
kt ≤ n− t <

ln k

k − 1
kt+1.

Let u be a length-t word. There exist constants N0 and d such that for n− t > N0 we have

Bk(n, u) ≥ d
kn

n2
.

We now use the previous lemma to prove Theorem 65 (a).

Proof of Theorem 65 (a). The number Ck(n, t) of length-n words closed by a length-t word
is clearly equal to the sum, over all length-t words u, of the number Bk(n, u) of length-n
words closed by u. Thus we have that

Ck(n, t) =
∑
|u|=t

Bk(n, u).

Let t = ⌊logk(n − t) + logk(k − 1) − logk(ln k)⌋. By Lemma 69 there exist constants N0

and d such that for n − t > N0 we have Bk(n, u) ≥ dkn/n2. Clearly t ≤ logk(n) + 1 for
all n ≥ 1. Since t is asymptotically much smaller than n, there exists a constant N > N0

such that n− t > N0 for all n > N . Thus for n > N we have

Ck(n) ≥ Ck(n, t) =
∑
|u|=t

Bk(n, u) ≥
∑
|u|=t

d
kn

n2
= kt

(
d
kn

n2

)
= dk⌊logk(n−t)+logk(k−1)−logk(ln k)⌋k

n

n2
≥ d0k

logk(n−t)+logk(k−1)−logk(ln k)k
n

n2

≥ d1(n− t)
kn

n2
≥ d1(n− logk(n)− 1)

kn

n2
≥ c

kn

n

for some constant c > 0.
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7.3.2 Upper bound

Before we proceed with upper bounding Ck(n), we briefly outline the direction of the proof.
First, we begin by bounding Ck(n, t) for t < n/2 and t ≥ n/2. We show that for t < n/2,
the number of length-n words closed by a particular length-t word u is bounded by the
number of words of length n − 2t that do not have 0t as a factor. For t ≥ n/2 we prove
that Ck(n, t) is negligibly small. Next, we prove upper bounds on the number of words
that do not have 0t as a factor, allowing us to finally bound Ck(n).

Lemma 70. Let n, t, and k be integers such that n ≥ 2t ≥ 2 and k ≥ 2. Let u be a
length-t word. Then

Bk(n, u) ≤ Ak(n− 2t, 0t).

Proof. Recall that Bk(n, u) is the number of length-n words that are closed by the word u.

Let w be a length-n word closed by u where |w| = n ≥ 2t = 2|u|. Then we can
write w = uvu where v does not contain u as a factor. This immediately implies that
Bk(n, u) ≤ Ak(n−2t, u). But from a result of Guibas and Odlyzko [52, Section 7], we have
that if fa(u)(2) > fa(v)(2) for words u, v, then Ak(m,u) ≥ Ak(m, v) for allm ≥ 1. The auto-
correlation polynomial only has 0 or 1 as coefficients, depending on the 1’s and 0’s in the
auto-correlation. Thus the auto-correlation p that maximizes fp(2) is clearly p = 1t. The
words that achieve this auto-correlation are words of the form at where a ∈ Σk. Therefore
we have

Bk(n, u) ≤ Ak(n− 2t, u) ≤ Ak(n− 2t, 0t).

Lemma 71. Let n, t, and k be integers such that n ≥ 2t ≥ 2 and k ≥ 2. Then

Ck(n, t) ≤ ktAk(n− 2t, 0t).

Proof. The number Ck(n, t) of length-n words closed by a length-t word is equal to the
sum, over all length-t words u, of the number Bk(n, u) of length-n words closed by u. Thus
we have that

Ck(n, t) =
∑
|u|=t

Bk(n, u).

By Lemma 70 we have that Bk(n, v) ≤ Ak(n− 2t, 0t) for all length-t words v. Therefore

Ck(n, t) =
∑
|u|=t

Bk(n, u) ≤
∑
|u|=t

Ak(n− 2t, 0t) ≤ ktAk(n− 2t, 0t).
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Corollary 72. Let n ≥ 1 and k ≥ 2 integers. Then

Ck(n) ≤
⌊n/2⌋∑
t=1

ktAk(n− 2t, 0t) + nk⌈n/2⌉.

Proof. It follows from Lemma 71 that

Ck(n) =
n−1∑
t=1

Ck(n, t) ≤
⌊n/2⌋∑
t=1

ktAk(n− 2t, 0t) +
n−1∑

t=⌊n/2⌋+1

Ck(n, t).

Now we show that
n−1∑

t=⌊n/2⌋+1

Ck(n, t) ≤ nk⌈n/2⌉.

Let w = w0w1 · · ·wn−1 be a word of length n that is closed by a word u of length t > ⌊n/2⌋.
Then w = ux = yu for some words x, y. So wi = wi+(n−t) for all i, 0 ≤ i < t. This implies
that w = viv′ where v is the length-(n − t) prefix of w, i = ⌊n/|v|⌋, and v′ is the length-
(n− i|v|) prefix of v. Since t > ⌊n/2⌋, we have that n− t < ⌈n/2⌉. We see that w is fully
determined by the word v. So since |v| < ⌈n/2⌉, we have Ck(n, t) ≤ k⌈n/2⌉. Thus

n−1∑
t=⌊n/2⌋+1

Ck(n, t) ≤
n−1∑

t=⌊n/2⌋+1

k⌈n/2⌉ ≤ nk⌈n/2⌉.

Lemma 73. Let n ≥ 0, t ≥ 1, and k ≥ 2 be integers. Then

Ak(n, 0
t) =

k
n, if n < t;

(k − 1)
t∑

i=1

Ak(n− i, 0t), if n ≥ t.

Proof. If n < t, then any length-n word is shorter than 0t, and thus cannot contain 0t as
a factor. So Ak(n, 0

t) = kn.

Suppose n ≥ t. Let w be a length-n word that does not contain 0t as a factor. Let us
look at the symbols that w ends in. Since w does not contain 0t, we have that w ends in
anywhere from 0 to t− 1 zeroes. So w is of the form w = w′b0i where i is an integer with
0 ≤ i ≤ t − 1, b ∈ Σk − {0}, and w′ is a length-(n − i − 1) word that does not contain 0t
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as a factor. There are k− 1 choices for b, and Ak(n− i− 1, 0t) choices for w′. So there are
(k − 1)Ak(n− i− 1, 0t) words of the form w′b0i. Summing over all possible i gives

Ak(n, 0
t) = (k − 1)

t∑
i=1

Ak(n− i, 0t).

Corollary 74. Let n ≥ 0, t ≥ 1, and k ≥ 2 be integers. Then

Ak(n, 0
t) =


kn, if n < t;

kn − 1, if n = t;

kAk(n− 1, 0t)− (k − 1)Ak(n− t− 1, 0t), if n > t.

Proof. Compute Ak(n, 0
t) − Ak(n − 1, 0t) with the recurrence from Lemma 73 and the

result follows.

Corollary 75. Let n ≥ 0, t ≥ 1, and k ≥ 2 be integers. Then

Ak(n, 0
t) =


kn, if n < t;

kn−t(kt − 1)− (n− t)kn−t−1(k − 1), if t ≤ n ≤ 2t;

kAk(n− 1, 0t)− (k − 1)Ak(n− t− 1, 0t), if n > 2t.

Since (Ak(n, 0
t))n satisfies a linear recurrence, we know that the asymptotic behaviour

of Ak(n, 0
t) is determined by the real roots of the polynomial xt+1 − kxt + k − 1 = 0. We

use this fact to find an upper bound for Ak(n, 0
t).

Theorem 76. Let t ≥ 1 and k ≥ 2 be integers. Let

βk(t) = k − (k − 1)k−t−1.

Then βk(t) ≥ k − (k − 1)βk(t)
−t.

Proof. Since βk(t) ≤ k, we have that βk(t)
−t ≥ k−t ≥ k−t−1. This implies that

βk(t) = k − (k − 1)k−t−1 ≥ k − (k − 1)βk(t)
−t.
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Lemma 77. Let k, t ≥ 2 be integers. Let n be an integer such that 2t ≤ n ≤ 3t. Then
Ak(n, 0

t) ≤ βk(t)
n.

Proof. The proof is by induction on n. By Corollary 75 we have that

Ak(n, 0
t) = kn−t(kt − 1)− (n− t)kn−t−1(k − 1)

for t ≤ n ≤ 2t. Let γ(t) = (k − 1)k−t−1.

Suppose, for the base case, that n = 2t. Then

Ak(2t, 0
t) = kt(kt − 1)− tkt−1(k − 1) = k2t − kt−2(k2 + tk(k − 1))

= k2t − γ(t)k2t−1 (k
2 + tk(k − 1))

k − 1

≤ k2t − γ(t)tk2t−1.

Clearly γ(t) ≤ 6/t for all t ≥ 2, so Ak(2t) ≤ k2t − γ(t)tk2t−1 ≤ (k − γ(t))2t = βk(t)
2t.

Suppose that 2t < n ≤ 3t. Furthermore let n = 2t + i + 1 where i is an integer such
that 0 ≤ i < t. Notice that Ak(n − t − 1, 0t) = Ak(t + i, 0t) = ki(kt − 1) − iki−1(k − 1).
Then

Ak(2t+ i+ 1, 0t) = kAk(2t+ i, 0t)− (k − 1)Ak(t+ i, 0t)

≤ k(k − γ(t))2t+i − (k − 1)(ki(kt − 1)− iki−1(k − 1))

= (k − γ(t))2t+i+1 + γ(t)(k − γ(t))2t+i − (k − 1)(ki(kt − 1)− iki−1(k − 1))

= βk(t)
2t+i+1 + γ(t)βk(t)

2t+i − (k − 1)(ki(kt − 1)− iki−1(k − 1)).

To prove the desired bound, namely that Ak(2t+ i+ 1, 0t) ≤ βk(t)
2t+i+1, it is sufficient to

show that βk(t)
2t+i ≤ γ(t)−1(k−1)(ki(kt−1)− iki−1(k−1)). We begin by upper bounding

βk(t)
2t+i with Lemma 67. We have

βk(t)
2t+i ≤ k2t+i − γ(t)(2t+ i)k2t+i−1 +

1

2
γ(t)2(2t+ i)(2t+ i− 1)k2t+i−2

≤ k2t+i − 2(k − 1)tkt+i−2 +
9

2
(k − 1)2t2ki−4

≤ k2t+i+1 − (k − 1)k2t+i − 2(k − 1)tkt+i−2 +
9

2
(k − 1)2t2ki−4

= k2t+i+1 − kt+i
(
(k − 1)kt + 2(k − 1)tk−2 − 9

2
(k − 1)2t2k−t−4

)
. (7.2)
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It is easy to verify that (k − 1)kt ≥ k + t(k − 1) and 2(k − 1)tk−2 − 9
2
(k − 1)2t2k−t−4 ≥ 0

for all t ≥ 2. Thus, continuing from (7.2), we have

βk(t)
2t+i ≤ k2t+i+1 − kt+i(k + t(k − 1)) ≤ k2t+i+1 − kt+i(k + i(k − 1))

=
kt+1

k − 1
(k − 1)(kt+i − ki − iki−1(k − 1))

= γ(t)−1(k − 1)(ki(kt − 1)− iki−1(k − 1)).

Lemma 78. Let n, t, and k be integers such that n ≥ 2t ≥ 4 and k ≥ 2. Then Ak(n, 0
t) ≤

βk(t)
n.

Proof. The proof is by induction on n. The base case, when 2t ≤ n ≤ 3t, is taken care of
in Lemma 77.

Suppose n > 3t. Then

Ak(n, 0
t) = (k − 1)

t∑
i=1

Ak(n− i, 0t) ≤ (k − 1)
t∑

i=1

βk(t)
n−i = (k − 1)

βk(t)
n − βk(t)

n−t

βk(t)− 1
.

By Theorem 76, we have that βk(t)− 1 ≥ (k − 1)− (k − 1)βk(t)
−t. Therefore

Ak(n, 0
t) ≤ (k − 1)

βk(t)
n − βk(t)

n−t

βk(t)− 1
= βk(t)

n (k − 1)− (k − 1)βk(t)
−t

βk(t)− 1
≤ βk(t)

n.

Proof of Theorem 65 (b). First notice that Ak(n, 0) = (k − 1)n, since Ak(n, 0) is just the
number of length-n words that do not contain 0.

Let N ′ be a positive integer such that the following inequalities hold for all n > N ′.
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Ck(n) ≤
⌊n/2⌋∑
t=2

ktAk(n− 2t, 0t) + kAk(n− 2, 0) + nk⌈n/2⌉

≤
⌊n/2⌋∑
t=2

ktβk(t)
n−2t + k(k − 1)n−2 + nk⌈n/2⌉

≤
⌊n/2⌋∑
t=2

kt
(
k − k − 1

kt+1

)n−2t

+ d2
kn

n
= kn

⌊n/2⌋∑
t=2

1

kt

(
1− k − 1

kt+2

)n−2t

+ d2
kn

n

≤ kn

( ⌊logk n⌋∑
t=2

1

kt

(
1− k − 1

kt+2

)n−2t

+

⌊n/2⌋∑
t=⌊logk n⌋+1

1

kt

)
+ d2

kn

n

≤ kn

( ⌊logk n⌋∑
t=2

1

kt

(
1− k − 1

kt+2

)n−2⌊logk n⌋

+
d3
n

)
+ d2

kn

n

≤ kn
⌊logk n⌋∑
t=2

1

kt

(
1− k − 1

kt+2

)n/2

+ d4
kn

n
. (7.3)

Now we bound the sum in (7.3). Let h(x) = (1 − (k − 1)k−2x)n/2. Notice that h(x) is
monotonically decreasing on the interval x ∈ (0, 1). So for k−t−1 ≤ x ≤ k−t we have that
h(x) ≥ h(k−t). Thus

1

kt

(
1− k − 1

kt+2

)n/2

≤ k − 1

kt

(
1− k − 1

kt+2

)n/2

≤ k

((
1

kt
− 1

kt+1

)
h(k−t)

)
≤ k

∫ k−t

k−t−1

h(x) dx.

Going back to (7.3) we have

Ck(n) ≤ kn
⌊logk n⌋∑
t=2

k

∫ k−t

k−t−1

h(x) dx+ d4
kn

n
≤ kn+1

∫ 1

0

h(x) dx+ d4
kn

n
.

Evaluating and bounding the definite integral, we have∫ 1

0

h(x) dx = − k2

k − 1

[
(1− (k − 1)k−2x)n/2+1

n/2 + 1

]x=1

x=0

= − k2

k − 1

(
(1− (k − 1)k−2)n/2+1 − 1

n/2 + 1

)
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≤ d5

(
1− (1− (k − 1)k−2)n/2+1

n/2 + 1

)
≤ d5

1

n/2 + 1
≤ d6

n
.

Putting everything together, we have that

Ck(n) ≤ kn+1

∫ 1

0

h(x) dx+ d4
kn

n
≤ d6

kn+1

n
+ d4

kn

n
≤ c′

kn

n

for some constant c′ > 0.

7.4 Privileged words

7.4.1 Lower bound

In this section we provide a family of lower bounds for the number of length-n privileged
words. We use induction to prove these bounds. The basic idea is that we start with the
lower bound by Nicholson and Rampersad, and then use it to bootstrap ourselves to better
and better lower bounds.

Proof of Theorem 66 (a). The proof is by induction on j. Let

t = ⌊logk(n− t) + logk(k − 1)− logk(ln k)⌋.

We clearly have 0 ≤ t ≤ logk(n) + 1 for all n ≥ 1. Let u be a length-t privileged word. By
Lemma 69 we have that there exist constants N0 and c0 such that Pk(n) ≥ Bk(n, u) ≥ c0

kn

n2

for all n > N0. So the base case, when j = 0, is taken care of.

Suppose j > 0. By induction we have that there exist constants Nj−1 and cj−1 such
that

Pk(n) ≥ cj−1
kn

n log◦j−1
k (n)

∏j−1
i=1 log

◦i
k (n)

for all n > Nj−1. By Lemma 69 we have

Pk(n) ≥ Pk(n, t) ≥
∑
|u|=t

u privileged

Bk(n, u) ≥
∑
|u|=t

u privileged

d
kn

n2
= dPk(t)

kn

n2
.
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for n > N0. Since t ≤ logk(n) + 1, we have that 1
log◦ik (t)

≥ 1
log◦ik (logk(n)+1)

for all i ≥ 0. Thus

continuing from above we have

Pk(n) ≥ dcj−1
kt

t log◦j−1
k (t)

∏j−1
i=1 log

◦i
k (t)

kn

n2
≥ d7

klogk(n−t)+logk(k−1)−logk(ln k)

t log◦j−1
k (t)

∏j−1
i=1 log

◦i
k (t)

kn

n2

≥ d8
1

t log◦j−1
k (t)

∏j−1
i=1 log

◦i
k (t)

kn

n

≥ d9
1

(logk(n) + 1) log◦j−1
k (logk(n) + 1)

∏j−1
i=1 log

◦i
k (logk(n) + 1)

kn

n

≥ cj
kn

n log◦jk (n)
∏j

i=1 log
◦i
k (n)

for all n > Nj where Nj > max(N0, Nj−1).

7.4.2 Upper bound

Theorem 65 (b) immediately implies that Pk(n) ∈ O(k
n

n
). This bound improves on the

existing bound on privileged words, but it does not show that Pk(n) and Ck(n) behave
differently asymptotically. We show that Pk(n) is much smaller than Ck(n) asymptotically
by proving upper bounds on Pk(n) that show Pk(n) ∈ o(k

n

n
).

Lemma 79. Let n, t, and k be integers such that n ≥ 2t ≥ 2 and k ≥ 2. Then

Pk(n, t) ≤ Pk(t)Ak(n− 2t, 0t).

Proof. The number of length-n privileged words closed by a length-t privileged word is
equal to the sum, over all length-t privileged words u, of the number Bk(n, u) of length-n
words closed by u. Thus we have that

Pk(n, t) =
∑
|u|=t

u privileged

Bk(n, u).

By Lemma 70 we have that Bk(n, v) ≤ Ak(n− 2t, 0t) for all length-t words v. Therefore

Pk(n, t) =
∑
|u|=t

u privileged

Bk(n, u) ≤
∑
|u|=t

u privileged

Ak(n− 2t, 0t) ≤ Pk(t)Ak(n− 2t, 0t).
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Proof of Theorem 66 (b). For n ≥ 2t we can use Lemma 79 to bound Pk(n, t). But for
n < 2t, we can use Corollary 72 and the fact that Pk(n, t) ≤ Ck(n, t). We get

Pk(n) =
n−1∑
t=1

Pk(n, t) ≤
⌊n/2⌋∑
t=1

Pk(t)Ak(n− 2t, 0t) + nk⌈n/2⌉.

The proof is by induction on j. The base case, when j = 0, is taken care of by Theo-
rem 65 (b).

Suppose j > 0. Then there exist constants N ′
j−1 and c′j−1 such that

Pk(n) ≤ c′j−1

kn

n
∏j−1

i=1 log
◦i
k (n)

for all n > N ′
j−1. We now bound Pk(n). First we let N ′

j > N ′
j−1 be a constant such that

the following inequalities hold for all n > N ′
j. We have

Pk(n) ≤
⌊n/2⌋∑
t=1

Pk(t)Ak(n− 2t, 0t) + nk⌈n/2⌉

≤
⌊n/2⌋∑

t=N ′
j+1

c′j−1

kt

t
∏j−1

i=1 log◦ik (t)
βk(t)

n−2t +

N ′
j∑

t=1

Pk(t)Ak(n− 2t, 0t) + nk⌈n/2⌉
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t
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2
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(7.4)
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The sum on line (7.4) is clearly convergent. We have

∞∑
t=⌊logk(n)⌋+1

1

ktt
∏j−1

i=1 log
◦i
k (t)

≤ 1

(⌊logk(n)⌋+ 1)
∏j−1

i=1 log
◦i
k (⌊logk(n)⌋+ 1)

∞∑
t=⌊logk(n)⌋+1

1

kt

≤ d14
1

logk(n)
∏j−1

i=1 log
◦i
k (logk(n))

1

n
≤ d14

1

n
∏j

i=1 log
◦i
k (n)

.

Now we upper bound the sum

Dn =

⌊logk(n)⌋∑
t=N ′

j+1

1

ktt
∏j−1

i=1 log
◦i
k (t)

exp

(
n

2
ln

(
1− k − 1

kt+2

))
.

It is well known that ln(1− x) ≤ −x for |x| < 1. Thus, letting α = k−1
2k2

, we have

exp

(
n

2
ln

(
1− k − 1

kt+2

))
≤ exp

(
− α

n

kt

)
.

We reverse the order of the series, by letting t = ⌊logk(n)⌋ − t+N ′
j + 1. We also shift the

index of the series down by N ′
j + 1. We have

Dn =

⌊logk(n)⌋−N ′
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t=0
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i=1 log
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log◦i
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70



Suppose β is a positive constant strictly between 0 and 1 such that β logk(n) is an integer
and β logk(n) < ⌊logk(n)⌋ −N ′

j − 1. If t ≤ β logk(n), then

log◦ik (logk(n)− t)

log◦i+1
k (n)

≥ log◦i+1
k (n1−β)

log◦i+1
k (n)

≥ d′i

for some d′i > 0 by Lemma 68. If t > β logk(n), then

log◦ik (logk(n)− t)

log◦i+1
k (n)

≥
log◦ik (N

′
j + 1)

log◦i+1
k (n)

.

We split up the sum in Dn in two parts. One sum with t ≤ β logk(n) and one with
t > β logk(n). Continuing from (7.5) we get

≤ d15
1

n
j∏
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)
.

The first and second sum are both clearly convergent. It is also easy to show that both of
them can be bounded by a constant multiplied by the first term. Thus we have that

Dn ≤ d15
1

n
∏j

i=1 log
◦i
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d18 + d19
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knβ

exp (αknβ)

)
≤ d20

1

n
∏j

i=1 log
◦i
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.

Putting everything together and continuing from line (7.4), we get

Pk(n) ≤ c′kn
(
d13Dn + d14
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n
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i=1 log
◦i
k (n)

)
+ d12

kn

n2
≤ c′j

kn
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∏j

i=1 log
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for some constant c′j > 0.
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Chapter 8

Mutual borders and overlaps

8.1 Introduction

Let Uk
n denote the set of length-n unbordered words over a k-letter alphabet. It is well

known [80] that the sequence un = | Uk
n | is defined by the recurrence

un =


1, if n = 0;

kun−1 − un/2, if n > 0 is even;

kun−1, if n is odd.

In the same paper by Nielsen, he showed that the limit limn→∞ un/k
n exists. In particular,

he showed that for k = 2 there are (c + o(1)) · 2n unbordered binary words, where c ≈
0.267786. As we saw in Section 2.4, the notion of a word being unbordered or bordered
can naturally be generalized to pairs of words. In this chapter we prove results similar to
Nielsen’s for these kinds of pairs of words.1

Let u and v be words of length m and n, respectively. Let w be a non-empty word. In
this chapter we write (u, v) to refer to an ordered pair of words. Recall some definitions
from Section 2.4.

• We say that (u, v) has a right-border w (resp., left-border) if w is a non-empty proper
suffix (resp., prefix) of u that is a proper prefix (resp., suffix) of v.

1These results appear in [43].
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• The pair (u, v) is said to be mutually bordered if (u, v) has both a right-border and
a left-border.

• If (u, v) has neither a right-border nor a left-border, then (u, v) is said to be mutually
unbordered.

• The pair (u, v) is said to be right-bordered (resp., left-bordered) if (u, v) has a right-
border (resp., left-border) but not a left-border (resp., right-border).2

See Example 16 for examples illustrating these different definitions.

• Let Mk(m,n) denote the number of mutually bordered pairs of words (u, v).

• Let Rk(m,n) denote the number of right-bordered pairs of words (u, v).

• Let Uk(m,n) denote the number of mutually unbordered pairs of words (u, v).

See Tables 8.1, 8.2, and 8.3 for sample values ofMk(m,n), Rk(m,n), and Uk(m,n) for m,n
where 1 ≤ m,n ≤ 8.

In this chapter we are primarily concerned with pairs of equal length words (i.e., the case
where m = n). So we define Mk(n) = Mk(n, n), and we define Rk(n) and Uk(n) similarly
(see Table 8.4 for some sample values). The main results of this chapter are Corollary 84,
Theorem 87, Theorem 88, and Theorem 92. In Corollary 84 we bound the sum of the
length of the shortest left-border and right-border of a pair of words. In Theorem 87 we
give recurrences for Mk(n), Rk(n), and Uk(n). Then in Theorem 88 we prove that the
limit limn→∞Mk(n)/k

2n exists. Finally, in Theorem 92 we show that the expected shortest
right-border and left-border of a pair of equal-length words is O(1).

8.2 Number of mutually bordered pairs

In this section we enumerate the number of mutually bordered pairs of words Mk(n).

• Let so(u, v) denote the shortest right-border of (u, v), and let so(u, v) = ϵ if (u, v)
does not have a right-border. By definition we have that so(v, u) is the shortest
left-border of (v, u), and so(v, u) = ϵ if (u, v) does not have a left-border.

2We could have defined left-borders and right-borders to refer to ordinary non-empty prefixes and
suffixes without specifying they be proper. But since a border is defined as a non-empty proper prefix and
suffix of a word, we decided to keep the definition analogous.
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Table 8.1: Some values of M2(m,n) for m,n where 1 ≤ m,n ≤ 8.

m
n

1 2 3 4 5 6 7 8

1 0 0 0 0 0 0 0 0
2 0 4 8 16 32 64 128 256
3 0 8 26 50 100 200 400 800
4 0 16 50 124 242 484 968 1936
5 0 32 100 242 524 1036 2070 4142
6 0 64 200 484 1036 2154 4280 8554
7 0 128 400 968 2070 4280 8706 17354
8 0 256 800 1936 4142 8554 17354 34996

Table 8.2: Some values of R2(m,n) for m,n where 1 ≤ m,n ≤ 8.

m
n

1 2 3 4 5 6 7 8

1 0 0 0 0 0 0 0 0
2 0 4 8 16 32 64 128 256
3 0 8 14 30 60 120 240 480
4 0 16 30 52 110 220 440 880
5 0 32 60 110 204 420 842 1682
6 0 64 120 220 420 806 1640 3286
7 0 128 240 440 842 1640 3214 6486
8 0 256 480 880 1682 3286 6486 12844

• Let lso(v, u) be the length of the shortest right-border of (u, v), and let lso(u, v) = 0
if (u, v) does not have a right-border. Again we have that by definition lso(v, u) is
the length of the shortest left-border of (u, v), and lso(v, u) = 0 if (u, v) does not
have a left-border.

Example 80. The pair of binary words (u, v) = (1000101, 0110001) has one right-border
and two left-borders. The word 01 is a right-border of the pair. The words 1 and 10001
are left-borders of the pair. The shortest right-border is 01 and is of length 2. The shortest
left-border is 1 and is of length 1. So so(u, v) = 01, lso(u, v) = 2, so(v, u) = 1, and
lso(v, u) = 1.

Since the concept of a pair of words being mutually bordered is similar to the concept
of a single word being bordered, it is natural to assume that the insights used to count
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Table 8.3: Some values of U2(m,n) for m,n where 1 ≤ m,n ≤ 8.

m
n

1 2 3 4 5 6 7 8

1 4 8 16 32 64 128 256 512
2 8 4 8 16 32 64 128 256
3 16 8 10 18 36 72 144 288
4 32 16 18 28 50 100 200 400
5 64 32 36 50 92 172 342 686
6 128 64 72 100 172 330 632 1258
7 256 128 144 200 342 632 1250 2442
8 512 256 288 400 686 1258 2442 4852

bordered words might be useful to also count pairs of mutually bordered words. Let u be
a bordered word. Let v be the shortest border of u. The key ideas used to count length-n
bordered words are that for bordered words u, the shortest border v is unbordered, and
|v| ≤ n/2. Combining these facts we get the following formula for the number of length-n
bordered words over a k-letter alphabet:

⌊n/2⌋∑
i=1

ui · kn−2i.

The basic idea we will use to count mutually bordered pairs of words (u, v) is to,
analogously to bounding the length of the shortest border, put a bound on lso(u, v) +
lso(v, u) (see Corollary 84). Then further classify all pairs (u, v) into two groups based
on lso(u, v) + lso(v, u). If lso(u, v) + lso(v, u) is ‘small’, then we can easily count the
number of such pairs merely by using the number of unbordered words (see Lemma 82).
If lso(u, v) + lso(v, u) is ‘large’, then the pair (u, v) has a certain structure we can exploit
to count them (see Lemma 83).

Lemma 81. Let n ≥ 1. Let u, v ∈ Σn
k . Let w be a non-empty word that is both a proper

suffix of u and a proper prefix of v. Then w = so(u, v) iff w is unbordered.

Proof. We prove an equivalent proposition, namely that w ̸= so(u, v) iff w is bordered.

w ̸= so(u, v) ⇐⇒ There exists a non-empty word x such that |x| < |w| and x = so(u, v).
⇐⇒ x = so(w,w) ⇐⇒ w = xs = tx for some s, t ∈ Σ+

k ⇐⇒ w is bordered.
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Table 8.4: Some values of M2(n), R2(n), and U2(n) for n where 1 ≤ n ≤ 15.

n M2(n) R2(n) U2(n)
1 0 0 4
2 4 4 4
3 26 14 10
4 124 52 28
5 524 204 92
6 2154 806 330
7 8706 3214 1250
8 34996 12844 4852
9 140290 51366 19122
10 561724 205492 75868
11 2247892 822108 302196
12 8993414 3288858 1206086
13 35976928 13156624 4818688
14 143913546 52629590 19262730
15 575664422 210525818 77025766

Lemma 82. Let n ≥ 1. Let u and v be length-n words. Let i = lso(u, v), and j = lso(v, u).
Then i+ j ≤ n iff u = xsy and v = ytx for some words s, t ∈ Σ∗

k, x ∈ Uk
j , and y ∈ Uk

i .

Proof.

=⇒: Let y = so(u, v) and x = so(v, u). Let j = lso(u, v) and i = lso(v, u). Suppose
i+j ≤ n. By definition there exist words w, z, α, β ∈ Σ∗

k such that u = wy, v = yz, v = αx,
and u = xβ. But since i + j = |x| + |y| ≤ n, we have that x and y do not overlap. Thus
there exist words s, t ∈ Σn−i−j

k such that u = xsy and v = ytx. By Lemma 81, we have
that x and y must be unbordered. Therefore x ∈ Uk

j and y ∈ Uk
i

⇐=: Follows from the definition of u and v.

Lemma 83. Let n ≥ 1. Let u and v be length-n words. Let i = lso(u, v), and j = lso(v, u).
Then i+ j > n iff

a) n+ 1 ≤ i+ j ≤ 4
3
n, and

b) there exist distinct words x, y ∈ Σi+j−n
k , and s, t ∈ Σ∗

k such that u is of the form xsytx
and v is of the form ytxsy where (x, y) is mutually unbordered, and both xsy and ytx
are unbordered with so(u, v) = ytx and so(v, u) = xsy.
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Proof.

=⇒: Since i+j > n we have that (so(u, v), so(v, u)) has a right-border and a left-border.
Let x be the length-(i + j − n) suffix of so(u, v). We can now write u = rαx = xwβ and
v = αxw for some r, w, α, β ∈ Σ∗

k where |αx| = i and |xw| = j. Clearly x is a prefix and
suffix of u. Let y be the length-(i + j − n) suffix of so(v, u). By a similar argument as
above, one can show that y is a prefix and suffix of v. If (x, y) has a right-border or a
left-border, then (u, v) has a right-border of length < i or a left-border of length < j. So
(x, y) must be mutually unbordered and u must be of the form xsytx and v must be of
the form ytxsy for some s, t ∈ Σ∗

k where |ytx| = i and |xsy| = j. Since (x, y) is mutually
unbordered, the words u and v can only be of this form if 2|x|+ |y| = 2|y|+ |x| ≤ n. Since
|x| = |y| = (i+ j− n), we have that 3(i+ j− n) ≤ n =⇒ i+ j ≤ 4

3
n. Now by Lemma 81,

we have that ytx and xsy are unbordered. Since both xsy and ytx are unbordered and
|x| = |y|, we have that y and x must be distinct.

⇐=: We have that i+ j > n by assumption.

Perhaps the most peculiar and interesting aspect to Lemma 83 is the fact that for
length-n words u and v, the sum of lso(u, v) and lso(v, u) is bounded by a number between
n and 2n. This fact is outlined in Corollary 84.

Corollary 84. Let n ≥ 1. Let u and v be length-n words. Then lso(u, v)+ lso(v, u) ≤ 4
3
n.

In Example 85 we illustrate pairs of words (u, v) that attain the bound 4
3
n bound.

Example 85. The following three pairs of words illustrate the upper bound ⌊4
3
n⌋ from

Lemma 83 and Corollary 84. We give examples for all lengths of words by giving examples
for each equivalence class modulo 3.

For n = 3m, we have
(u, v) = (0m1m0m, 1m0m1m).

For n = 3m+ 1, we have

(u, v) = (0m1m+10m, 1m+10m1m).

For n = 3m+ 2, we have

(u, v) = (0m1m+20m, 1m+20m1m).
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Lemma 83 shows that pairs of length-n non-empty words (u, v) where lso(u, v)+lso(v, u)
is ‘large’ (> n) exhibit a particular structure. Namely so(u, v) is unbordered and so(u, v)
begins and ends with a mutually unbordered pair of words. The same is true for so(v, u)
as well. So we need an expression for the number of unbordered words whose prefix and
suffix of a certain length form a pair of mutually unbordered words.

Let t ≤ n be a positive integer. Let u and v be length-t words such that (u, v) is
mutually unbordered. Let Gu,v(n) denote the number of length-n unbordered words that
have u as a prefix, v as a suffix (and vice versa).

Lemma 86. Let n ≥ t ≥ 1. Let u and v be length-t words such that (u, v) is mutually
unbordered and u ̸= v. Then the number of unbordered words that have u as a prefix and
v as a suffix is

Gu,v(n) =

{
0, if n < 2t;

kn−2t −
∑⌊n/2⌋

i=2t Gu,v(i)k
n−2i, if n ≥ 2t.

Proof. If n < 2t then Gu,v(n) = 0, since (u, v) is mutually unbordered. Suppose n ≥ 2t.
Then the number of unbordered words of length n having u as a prefix and v as a suffix
is equal to the number of bordered words that contain u as a prefix and v as a suffix,
subtracted from the total number of words that contain u as a prefix and v as a suffix.
Let w be a word of length n such that u is a prefix of w and v is a suffix of w. Then w
is bordered if and only if its shortest border is of length j where 2t ≤ j ≤ ⌊n/2⌋. This is
because (u, v) is mutually unbordered and words that have a border of length > n/2 must
also have a border of length ≤ n/2. Also observe that the shortest border of w must itself
be unbordered and have u as a prefix and v as a suffix. So the total number of words of
the form w as described above is

∑⌊n/2⌋
i=2t Gu,v(i)k

n−2i. Therefore, for n ≥ 2t we have

Gu,v(n) = kn−2t −
⌊n/2⌋∑
i=2t

Gu,v(i)k
n−2i.

From Lemma 86 we see that Gu,v is independent of u and v, but dependent on the
length of |u| = |v|. Therefore, for u, v words of length t, let Gu,v(n) = Gt(n).

Finally, we are ready to present recurrences for Mk(n), Rk(n), and Uk(n).
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Theorem 87. The number Mk(n) of mutually bordered pairs of words of equal length
satisfies

Mk(n) =
n−1∑
i=1

n−i∑
j=1

uiujk
2n−2(i+j) +

⌊n/3⌋∑
i=1

(Uk(i)− ui)
n−i∑
j=2i

Gi(j)Gi(n− j + i), (8.1)

where Mk(1) = 0. Additionally we have

Rk(n) =

( n−1∑
i=1

k2n−2iui

)
−Mk(n), (8.2)

and
Uk(n) + 2Rk(n) +Mk(n) = k2n. (8.3)

Proof. Let n ≥ 1, and let u and v be words of length n.

Proof of Eq. (8.3): Let (u, v) be a pair of length-n words. Exactly one of the following
must be true about (u, v):

(a) (u, v) has a right-border and a left-border (i.e., (u, v) is mutually bordered),

(b) (u, v) has a right-border but not a left-border (i.e., (u, v) is right-bordered),

(c) (u, v) does not have a right-border but has a left-border (i.e., (u, v) is left-bordered),

(d) (u, v) does not have a right-border or a left-border (i.e., (u, v) is mutually unbor-
dered).

Clearly the number of right-bordered pairs of words is the same as the number of pairs of
left-bordered pairs of words. From these facts we conclude that

Uk(n) + 2Rk(n) +Mk(n) = k2n.

Proof of Eq. (8.2): The number of right-bordered pairs of words is equal to the total number
of pairs (u, v) that have a right-border subtracted from the total number of mutually
bordered pairs of words. So

Rk(n) =

( n−1∑
i=1

k2n−2iui

)
−Mk(n).
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Proof of Eq. (8.1): Clearly M(1) = 0 since words of length 1 cannot have left-borders or
right-borders. Let i = lso(u, v) and j = lso(v, u). By Lemma 82 we have that i + j ≤ n
iff u = xsy and v = ytx for some words s, t ∈ Σ∗

k, x ∈ Uk
j , and y ∈ Uk

i . We can count the
number of pairs of such words using the number of unbordered words and summing over
all possible lengths of s, y, x, and y. We get

n−1∑
i=1

n−i∑
j=1

uiujk
2n−2(i+j).

By Lemma 83 we have that i + j > n iff n + 1 ≤ i + j ≤ 4
3
n and there exist words

x, y ∈ Σi+j−n
k , and s, t ∈ Σ∗

k such that u is of the form xsytx and v is of the form ytxsy
where (x, y) is mutually unbordered, both xsy and ytx are unbordered with |ytx| = i and
|xsy| = j, and x ̸= y. The fact that n + 1 ≤ i + j ≤ 4

3
n and i, j, n are integers implies

that 1 ≤ |x| = |y| = (i + j − n) ≤ ⌊n/3⌋. Let p = (i + j − n). Since (x, y) is mutually
unbordered and both xsy and ytx are unbordered, we have x ̸= y. Suppose that we in
fact have w = x = y for some w ∈ Σp

k. The only such w must be unbordered, since (x, y)
is unbordered. Therefore, the number of mutually unbordered pairs (x, y) with x ̸= y is
Uk(p)− up.

By Lemma 86 we know that for (x, y) fixed, the number of unbordered words of the
form ytx with (x, y) mutually unbordered and x ̸= y is Gx,y(i) = Gp(i). Similarly the
number of unbordered words of the form xsy is Gx,y(n− i + p) = Gp(n− i + p). We also
have that i ≥ 2p and i ≤ n − p since (x, y) is mutually unbordered. For (x, y) fixed, the
total number of pairs of words of the form (xsy, ytx) is

n−p∑
l=2p

Gp(l)Gp(n− l + p).

So the number of words of the form xsytx and ytxsy as described above is equal to
the number of pairs of words (xsy, ytx) with (x, y) mutually unbordered, xsy and ytx
unbordered, and x ̸= y. Since 1 ≤ p = (i+ j − n) ≤ ⌊n/3⌋ we have that this is equal to

⌊n/3⌋∑
p=1

(Uk(p)− up)

n−p∑
l=2p

Gp(l)Gp(n− l + p).

Putting it all together, we have

Mk(n) =

( n−1∑
i=1

n−i∑
j=1

uiujk
2n−2(i+j)

)
+

⌊n/3⌋∑
i=1

(Uk(i)− ui)
n−i∑
j=2i

Gi(j)Gi(n− j + i).

80



8.3 Limiting values

In this section we show that the limit Lk = lim
n→∞

Mk(n)/k
2n exists.

Theorem 88. The following limit exists:

Lk = lim
n→∞

Mk(n)

k2n
.

Furthermore, we have that( n∑
i=1

uik
−2i

)2

≤ Lk ≤
(( n−1∑

i=1

uik
−2i

)
+

k−n

k − 1

)2

.

Proof. From the recurrence for Mk(n), we see that there are two main terms. The first
term is

n−1∑
i=1

n−i∑
j=1

uiujk
2n−2(i+j),

which counts all pairs of words (u, v) where lso(u, v)+ lso(v, u) is ‘small’. The second term
is

⌊n/3⌋∑
i=1

(Uk(i)− ui)
n−i∑
j=2i

Gi(j)Gi(n− j + i),

which counts all pairs of words (u, v) where lso(u, v) + lso(v, u) is ‘large’. Now from
Lemma 83, we know that the only pairs (u, v) where lso(u, v) + lso(v, u) is ‘large’ are
pairs of words of the form (xsytx, ytxsy). There are at most kn choices for xsytx, and
ytxsy can be recreated from xsytx by knowing the starting positions of s, y, and t. There-
fore there must be o(k2n) pairs of such words. So in the limit Lk, this term goes to 0, and
thus

Lk = lim
n→∞

n−1∑
i=1

n−i∑
j=1

uiujk
−2(i+j).

Consider the infinite double series

L′
k = lim

n→∞

n−1∑
i=1

n−1∑
j=1

uiujk
−2(i+j).
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We can factor out uik
−2i out of the nested series and split up the nested sum to get

L′
k = lim

n→∞

n−1∑
i=1

uik
−2i

n−1∑
j=1

ujk
−2j

= lim
n→∞

n−1∑
i=1

uik
−2i

( n−i∑
j=1

ujk
−2j +

n−1∑
j=n−i+1

ujk
−2j

)
.

For each i, we have limn→∞
∑n−1

j=n−i+1 ujk
−2j = 0, and thus, Lk = L′

k.

So using the fact that Lk = L′
k, we have

Lk =

( ∞∑
i=1

uik
−2i

)2

.

Thus the limit Lk exists if and only if the series
∑∞

i=1 uik
−2i converges. Since ui ≤ ki

we have that uik
−2i ≤ k−i. Therefore by direct comparison we have that

∑∞
i=1 uik

−2i

converges, and so the limit Lk exists. Since uik
−2i ≤ k−i we have that

∞∑
i=m

uik
−2i ≤

∞∑
i=m

k−i.

Using this we get the following inequalities,

n∑
i=1

uik
−2i ≤

∞∑
i=1

uik
−2i ≤

( n−1∑
i=1

uik
−2i

)
+

∞∑
i=n

k−i

=

( n−1∑
i=1

uik
−2i

)
+

k−n

k − 1
.

Now we have bounds for our limit,( n∑
i=1

uik
−2i

)2

≤ Lk =

( ∞∑
i=1

uik
−2i

)2

≤
(( n−1∑

i=1

uik
−2i

)
+

k−n

k − 1

)2

.
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Corollary 89. The following limit exists:

lim
n→∞

Rk(n)

k2n
.

Corollary 90. The following limit exists:

lim
n→∞

Uk(n)

k2n
.

Table 8.5 shows the behaviour of the functions Mk(n), Rk(n), and Uk(n) as k increases.
Interestingly, there are more mutually bordered pairs than not when k = 2, but when k
increases the number of mutually unbordered pairs of words dominates.

k limn→∞Mk(n)/k
2n limn→∞Rk(n)/k

2n limn→∞ Uk(n)/k
2n

2 0.536 0.196 0.072
3 0.196 0.247 0.310
4 0.098 0.215 0.473
5 0.058 0.182 0.578
...

...
...

...
10 0.012 0.098 0.792
...

...
...

...
100 0.000 0.010 0.980

Table 8.5: Limits of recurrences as k increases.

8.4 Expected shortest right-border

In this section we compute expected value of lso(u, v) and lso(v, u) for length-n words u
and v. Additionally, we show that the expected value tends to a constant.

Let Sk(i, n) denote the number of pairs of length-n words (u, v) over a k-letter alphabet
such that lso(u, v) = i.

Proposition 91. Let n, k, i ≥ 1. Then Sk(i, n) = uik
2(n−i).

Proof. Follows directly from Lemma 81.
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Theorem 92. Let n, k ≥ 1. Let u and v be length-n words over a k-letter alphabet. Then
the expected value of lso(u, v) is O(1).

Proof.

lim
n→∞

n∑
i=0

i · Pr[X = i] = lim
n→∞

1

k2n

n−1∑
i=1

i · Sk(i, n)

=
∞∑
i=1

i · uik−2i.

Since ui ≤ ki, we have that i · uik−2i ≤ i · k−i. Therefore by direct comparison, the
series

∑∞
i=1 i · uik−2i converges.

Since i · uik−2i ≤ i · k−i we have that
∑∞

i=m i · uik−2i ≤
∑∞

i=m i · k−i. Using this we get
the bounds

n∑
i=1

i · uik−2i ≤
∞∑
i=1

i · uik−2i ≤
( n∑

i=1

i · uik−2i

)
+

∞∑
i=n+1

i · k−i

=

( n∑
i=1

i · uik−2i

)
+ k−nk(n+ 1)− n

(1− k)2
.

Table 8.6 shows the behaviour of the expected shortest right-border/left-border as k
increases. Interestingly, k = 2 is the only value of k for which the expected length of the
shortest left-border and right-border is greater than 1. For all other k > 2 we have that
the expected shortest left-border and right-border are less than one symbol in length.
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k
∑∞

i=1 i · uik−2i

2 1.156
3 0.605
4 0.395
5 0.290
...

...
10 0.121
...

...
100 0.010

Table 8.6: Asymptotic expected value of lso(u, v) and lso(v, u).
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Chapter 9

Conclusions and open problems

In this thesis we have studied many enumeration problems and properties of variations and
generalizations of bordered words.

We started by introducing the field of combinatorics on words and briefly mentioning
the literature on borders relevant to this thesis in Chapter 1.

Then in Chapter 2 we gave necessary definitions and went more in depth on the relevant
literature on borders.

In Chapter 3, using software that implements a decision procedure for k-automatic
sequences, we completed the characterization due to Harju and Nowotka [56, 60] of binary
words with the maximum number mnuc2(n) of unbordered conjugates. We also showed
that for any number, up to the maximum mnuc2(n), there exists a word with that number
of unbordered conjugates.

In Chapter 4 we characterized and counted all pairs of words x and y almost commute
(i.e., xy and yx differ in exactly two positions). We also characterized and counted pairs of
words x and y that anti-commute (i.e., xy and yx differ in all positions). When counting
pairs of words that almost commute, we were able to count all almost-commuting pairs of
words (x, y) with |xy| = n. This was because of Lemma 46, an analogue of the Fine-Wilf
theorem that characterizes all pairs x, y that can be broken up such that xy = x′y′ with
x ̸= x′ where x′ and y′ almost commute. We did not see a way to prove something similar
for anti-commuting pairs of words. So we pose the following open problems:

• Characterize and count all pairs of words x and y such that ham(xy, yx) = m.

• Find a recurrence to count the number of anti-commuting pairs of words (x, y) with
|xy| = n.
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In Chapter 5 we characterize and count all words with a unique border. We also show
that the probability Pn,k that a randomly chosen length-n word has a unique border tends
to a constant. We pose the following open problems and questions:

• Find good bounds on Pn,k.

• Given a word w with a unique border, what is the expected length of this border?

In Chapter 6 we characterized and counted all length-n words that have a width-t
largest block palindrome. We also showed that the expected width Ek of a word’s largest
block palindrome tends to a constant. Finally we defined the smallest block palindrome
and proved bounds for the width of the smallest block palindrome of a word. We pose the
following open problems and questions:

• Find a tight upper bound on the asymptotic expected bound Ek of the largest block
palindrome of a word.

• How many length-n words have a smallest block palindrome, in the non-overlapping
sense, of width t?

• What is the expected width of a word’s smallest block palindrome?

In Chapter 7 presented the two main results of this thesis. We improved existing bounds
for Ck(n) and Pk(n). We showed that Ck(n) ∈ Θ(k

n

n
). In other words, we showed that

Ck(n) can be bounded above and below by a constant times kn/n for n sufficiently large.
We ask the following questions:

• Can we do better than this? Does the limit

lim
n→∞

Ck(n)

kn/n

exist? If it does exist, what does the limit evaluate to? Can one find good bounds
on the limit?

We also gave a family of upper and lower bounds for Pk(n) in Chapter 7. But for every
j ≥ 0, the upper and lower bounds on Pk(n) are asymptotically separated by a factor of
1/ log◦jk (n). We ask the following questions:
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• Does there exist a g(n) such that Pk(n) ∈ Θ( kn

g(n)
)? If such a function g(n) exists,

then does the limit

lim
n→∞

Pk(n)

kn/g(n)

exist?

In Chapter 8 we gave recurrences and asymptotic results for the number of pairs of
mutually unbordered and bordered words. But we only proved these results for equal-
length pairs of words. Additionally, the way we proved these recurrences was by looking
at the shortest right-border/left-border of pairs of words. We pose the following open
questions and problems:

• Find recurrences for Mk(n), Rk(n), and Uk(n) that are not coupled.

• How many pairs of length-n words (u, v) have a largest right-border/left-border of
length i?

• What is the expected length of the longest right-border/left-border of a pair of words?

• Find recurrences for Mk(m,n), Rk(m,n), and Uk(m,n).

• Generalize to arbitrary tuples or sets of size ≥ 3. Two obvious generalizations pos-
sible:

1. All consecutive words in a tuple are either mutually unbordered, or mutually
bordered.

2. All pairs of words in a set are either mutually unbordered (i.e., cross-bifix-free
sets of words), or mutually bordered.

• The term Gray code is used to describe an exhaustive listing of a set of combinatorial
objects where successive terms differ by some small, well-defined amount. Gray codes
are named after Frank Gray, who discovered a simple method of listing all 2n binary
words where successive words differ in exactly one position. Gray codes for cross-
bifix-free sets already exist [15, 14]. Can one generate a Gray code for mutually
unbordered and bordered pairs of length-n words where successive terms differ by a
small amount if their Hamming distance is bounded by some constant C ≥ 1? How
small can C get?
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• The concept of mutual borderedness and unborderedness can be extended to two
dimensions [9, 11] where words are two-dimensional matrices with entries taken from
a finite alphabet. In analogy with the study of mutually bordered and unbordered
pairs of words in this thesis, can one do the same for the set of all mutually bordered
and unbordered pairs of p× q-matrices?

This chapter concludes the work.
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Appendix A

Walnut code for Chapter 3

def isBorderC1 "((k+l>n) => ((Ai (i<n-l) => T[m+l+i] = T[m+l-k+i]) &

(Ai (i<k+l-n) => T[m+i] = T[m+n-k+i])))":

def isBorderC2 "(((k+l<=n) & (l>=k)) => (Ai (i<k) => T[m+l+i] = T[m+l-k+i]))":

def isBorderC3 "(((k+l<=n) & (l<k)) => ((Ai (i<k-l) => T[m+n-k+l+i] = T[m+l+i]) &

(Ai (i<l) => T[m+i] = T[m+k+i])))":

def isBorder "$isBorderC1(k,l,m,n) & $isBorderC2(k,l,m,n) & $isBorderC3(k,l,m,n)":

def isBordered "Ei (2*i<=n & i>=1 & $isBorder(i,l,m,n))":

def isAlternatingE "(Ai ((i!=l & i!= e & i<n-1) =>

($isBordered(i,m,n) <=> ~$isBordered(i+1,m,n))) &

(((i!=l) & (i!=e) & (i=n-1)) => ($isBordered(n-1,m,n) <=>

~$isBordered(0,m,n))))":

def isAlternatingO "(Ai ((i!=l & i<n-1) =>

($isBordered(i,m,n) <=> ~$isBordered(i+1,m,n))) &

(((i!=l) & (i=n-1)) => ($isBordered(n-1,m,n) <=>

~$isBordered(0,m,n))))":

def hasMNUCE "(Ei,j ((i<j) & (i<n-1 & $isBordered(i,m,n) & $isBordered(i+1,m,n)) &

((j=n-1 & $isBordered(n-1,m,n) & $isBordered(0,m,n)) |
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((j<n-1) & $isBordered(j,m,n) & $isBordered(j+1,m,n))) &

$isAlternating(i,j,m,n))) | $isAlternatingE(n,n,m,n)":

def hasMNUCO "Ei (((i<n-1 & $isBordered(i,m,n) & $isBordered(i+1,m,n)) |

(i=n-1 & $isBordered(n-1,m,n) & $isBordered(0,m,n))) &

$isAlternatingO(i,m,n))":

eval verifyEven "An ((n>=2) => (Ei (i<=2*n) & $hasMNUCE(i,2*n)))":

eval verifyOdd "An ((n>=2) => (Ei (i<=2*n+1) & $hasMNUCO(i,2*n+1)))":
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