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Abstract 

In subsurface environments contaminated by petroleum hydrocarbons (PHCs), the steep 

geochemical and redox gradients near the water table, the oxygen availability, moisture content, 

salinity, pH, nutrient concentrations and temperature, modulate microbial pathways and process 

rates that affect the fate of hydrocarbons. The reactive transport of PHCs is strongly controlled by 

hydrological and climatic forcings, including water table fluctuations (WTFs) and freeze-thaw 

cycles (FTCs), which cause large temporal variations in the local geochemical conditions and the 

distributions of temperature and soil water content which are key determinants of natural source 

zone depletion (NSZD) process rates. FTCs and WTFs modify the biogeochemical and physical 

processes controlling the biodegradation of PHCs and the associated generation of methane (CH4) 

and carbon dioxide (CO2). Therefore, understanding the impacts of FTCs and WTFs in PHC-

contaminated soils and groundwater is critical for environmental risk assessment and natural 

attenuation of PHCs.  

 

A diffusion-reaction model that accounts for the effects of FTCs on methanogenic toluene 

biodegradation was developed. The model is verified against data generated from a 215 day-long 

batch experiment with soil collected from a PHC contaminated site in Ontario, Canada. The fully 

saturated soil was exposed to successive 4-week FTCs under anoxic conditions with temperatures 

fluctuating between -10°C and +15°C. The headspace gas for the concentrations and 13C isotope 

compositions of CH4 and CO2, and the porewater for pH, acetate, dissolved organic and inorganic 

carbon, and toluene were analyzed. The model represents solute diffusion, volatilization, sorption, 

as well as a reaction network of 13 biogeochemical processes. The model successfully simulated 

the soil porewater and headspace concentration time series by representing the temperature 

dependencies of microbial reaction and gas diffusion rates during FTCs. According to the model 

results, the observed increases in the headspace concentrations of CH4 and CO2 by 87% and 136%, 

respectively, following toluene addition are due to toluene fermentation and subsequent 

methanogenesis reactions. The experimental results and model simulations both confirm that 

methanogenic degradation under anoxic soil conditions is the dominant reaction for toluene 

attenuation, representing 74% of the attenuation, with sorption contributing to 11%, and 

volatilization contributing to 15%. Also, the model-predicted contribution of acetate-based 
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methanogenesis to total produced CH4 agrees with that derived from the 13C isotope data. The 

freezing-induced soil matrix organic carbon release is considered as an important process causing 

an increase in dissolved organic carbon (DOC) following each freezing period according to the 

calculations of carbon balance and specific UV absorbance (SUVA) index. The simulation results 

of a no FTC scenario indicate that, in the absence of FTCs, CO2 and CH4 generation would 

decrease by 29% and 26%, respectively, and that toluene would be biodegraded 23% faster than 

in the FTC scenario. Given its ability to represent the dominant processes controlling CH4 and CO2 

fluxes and porewater chemical changes, this modelling approach can be used to simulate the 

sensitivity of soil biodegradation processes to FTC frequency and duration driven by temperature 

fluctuations in anoxic soil conditions. 

 

A ten-month soil column experiment to simulate the effects of water table fluctuations on 

methanogenic PHCs biodegradation rates and pathways was conducted. Eight columns were filled 

with 45 cm of undisturbed soil core samples collected from a PHC contaminated site in London, 

Ontario. Four columns simulating fluctuating water table conditions were subjected to three 

successive 3-week cycles of drainage and imbibition. In the remaining four columns, the soils 

remained saturated over the period of the experiment, simulating a static water table. The responses 

to the imposed water table fluctuations and ethanol/naphthalene injections were monitored by 

measuring soil surface CO2 and CH4 effluxes, dissolved CO2 and CH4 concentrations, depth-

dependent moisture content, δ13C isotope composition of CO2 and CH4, DOC, dissolved inorganic 

carbon (DIC), and major anions at the end of each drainage-imbibition cycle. The results show 

that maximum CO2 and CH4 effluxes were up to 10 times higher during the drainage periods than 

during the imbibition periods due to the release of accumulated CO2 and CH4 and aerobic 

degradation. Also, the average dissolved CH4 concentration decreased by 29% during the drainage 

periods because of the release of CO2 and CH4, aerobic CH4 oxidation, and inhibition of 

methanogenesis in the presence of O2, while the average dissolved CO2 increased by 105% due to 

the oxidation of DOC and CH4. The results of δ13C for CO2 and CH4 show that the prevailing 

methanogenic pathway shifted from hydrogen-based methanogenesis to acetate-based 

methanogenesis in the ethanol/naphthalene spiked soils due to the increase in acetate 

concentrations. In the fluctuating columns, CH4 oxidation became the prevailing pathway 

controlling CH4 flux dynamics after the first drainage period. Moreover, naphthalene was 
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consumed 29% faster in the fluctuating columns compared to the static soil columns. Both 

experiment and model demonstrate that there is a trade-off associated with water table fluctuations:  

lowering the water level can exacerbate global warming via more CO2 and CH4 effluxes, while 

this is effective for PHC attenuation. The results of this study shed new light on the role of the soil 

drying and rewetting effects on methanogenic hydrocarbon degradation and CO2 and CH4 effluxes. 
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1 Introduction 

1.1 Natural source zone depletion at petroleum hydrocarbon contaminated sites 

Contamination of subsurface environments by petroleum hydrocarbons (PHCs) is one of the major 

global environmental issues because some PHCs pose a significant threat to human health due to 

their high toxicity (Mayer & Hassanizadeh, 2005). Thus, it is important to comprehend the fate, 

transport and distribution of PHCs, and major hydrologic and climatic factors affecting 

remediation of PHCs (Ossai et al., 2020). Natural source zone depletion (NSZD) of PHCs due to 

biodegradation, dissolution, sorption, and volatilization as an effective remediation approach has 

been attracting attention in the last few decades (Garg et al., 2017).  

 

A conceptual diagram of the microbial reactions (i.e., respiration, fermentation, and methanogenic 

pathways) leading to NSZD in a PHC-contaminated subsurface environment is presented in Figure 

1-1. As illustrated in this diagram, aerobic and anaerobic respiration takes place where the 

reduction of electron acceptors (EA) such as oxygen (O2) , nitrate (NO3
− ), iron (III) (Fe3+ ), 

manganese(IV) (Mn4+), and sulfate (SO4
2−) is coupled to the oxidation of a PHC as an electron 

donor (ED). These electron acceptors might become scarce in a PHC-contaminated zone because 

of respiration or variable hydrological and climatic regimes (Haberer et al., 2012). As a result, 

fermentative and methanogenic degradation of PHCs under anoxic condition become the dominant 

pathways leading to much more methane (CH4) and carbon dioxide (CO2) emissions. Therefore, 

comprehending the factors modulating the degradation pathways and greenhouse gas (GHG) 

emissions in PHC-contaminated sites is crucial for understanding NSZD processes and the impacts 

of PHC degradation on the climate system (Jones et al., 2008).  

 

Methanogenic pathways produce methane (CH4), an important greenhouse gas (GHG) with 25 

times the warming potential of CO2, and thus understanding the controls on both CH4 and CO2 

production is very important for comprehending the impacts of PHC degradation on the climate 

system (Dean et al., 2018; Lemming et al., 2012). There are two major microbial methane 

producing (i.e., methanogenic) reactions: aceticlastic methanogenesis or acetate-based 

methanogenesis (ABM) produces both CH4 and CO2, while the other, hydrogenotrophic 

methanogenesis or hydrogen-based methanogenesis (HBM), consumes CO2 to produce CH4 

(Conrad, 2020). Thus, the relative rates of these two major methanogenic pathways modulates the 

rates and amounts of CH4 and CO2. The rates of ABM and HBM depend on many different factors, 
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such as temperature, moisture content, and the availability of an organic substrate. In saturated 

electron acceptor-limited environments, fermentative microbial metabolisms are energetically 

favourable, and the accumulation of acetate, hydrogen (H2)  and CO2 as products of the 

fermentation reactions enhance the rates of ABM and HBM (Blake et al., 2015; Jones et al., 2008).  

 

Among the NSZD processes, methanogenic biodegradation has been recognized as a dominant 

NSZD process at PHC-contaminated sites in recent years (Conrad, 2020; Essaid et al., 2015; Garg 

et al., 2017; N. J. Sihota et al., 2011; Sihota and Mayer, 2012). Methanogenic NSZD brings about 

an interesting potential tradeoff: more methanogenic biodegradation decreases harmful PHC 

concentrations in soils, while also increasing CH4 emissions to the atmosphere. While ex-situ 

contaminant remediation methods are known to be sources of GHGs (Ellis & Hadley, 2009), the 

contribution of in-situ natural remediation (i.e., NSZD) to GHG emissions relative to these ex-situ 

remediation options is still not clear (Garg et al., 2017). Therefore, it is important to understand 

the impacts of the different environmental factors modulating PHC consumption rates and CH4 

and CO2 emissions during methanogenic NSZD biodegradation activity. 

 

 

Figure 1-1: Conceptual diagram of microbial reaction network in a PHC-contaminated subsurface 

environment. 
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1.2 Environmental factors influencing NSZD processes 

Climate variability is one of the main environmental factors controlling NSZD processes because 

it causes large variations in the spatial and temporal distributions of temperature and soil water 

content, which in turn modulate the rates of physical, geochemical and microbial processes that 

contribute to NSZD in contaminated soils (Chang et al., 2011, Sihota et al., 2016). Cold regions 

are warming much faster than the global average, resulting in more frequent and intense freeze-

thaw cycles (FTCs). Frequent FTCs can modulate microbial activity (Song et al., 2017), soil 

physical properties (Ding et al., 2019), and transport processes (Byun et al., 2021; Öquist et al., 

2004). Moreover, Climate change can contribute to extreme drought and precipitation events, 

influencing soil moisture dynamics and water table fluctuations (Christiansen et al., 2017; 

Dinsmore et al., 2009). Water table fluctuations (WTFs) can have a significant impact on the 

distribution of O2 and other electron acceptors, contaminants and natural organic matter, nutrients, 

and microorganisms (Rezanezhad et al., 2014; Rühle et al., 2015). Therefore, understanding how 

PHC NSZD processes respond to large temporal variations in soil moisture and temperature 

regimes during WTFs and FTCs is vital for predicting the fate and transport of PHCs and the 

associated CH4 and CO2 effluxes at PHC-contaminated sites. 

 

The effect of FTCs on NSZD processes becomes even more important in the era of global warming 

because cold regions are warming much faster than the global average, with the fastest warming 

happening during the winter (Koenigk et al., 2013; Natali et al., 2019; Rafat et al., 2021) . In fact, 

warmer winters result in more frequent and intense FTCs due to the variations in the duration and 

the thickness of snow cover (Zhang et al., 2005). Subsurface environments contaminated by PHCs 

at high latitudes are subjected to freeze-thaw cycles (FTCs), which can have significant impacts 

on soil physical properties (Ding et al., 2019; Ferrick and Gatto, 2005; McCarter et al., 2020), 

microbial community composition and microbial activity (Matzner and Borken, 2008; Sawicka et 

al., 2010; Song et al., 2017), as well as gas and nutrients transport processes and rates (Byun et 

al., 2021; Henry, 2007; Krogstad, 2021; Öquist et al., 2004; Wagner-Riddle et al., 2017).  

 

Growing attention has been paid to the effect of FTCs on CO2 and CH4
 gas production, and soil 

carbon and nitrogen dynamics in recent years (e.g., Natali et al., 2019; Rafat et al., 2021; Song et 

al., 2017; Voigt et al., 2019; Wu et al., 2020). Sihota et al. (2016) revealed that subsurface gas 
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transport processes and NSZD rates at PHC-contaminated sites vary seasonally due to variations 

in temperature profiles in the vadose zone and the presence of a physical ice barrier to gas transport 

in the winter. Some studies have highlighted the importance of seasonal soil FTCs for their 

significant contribution to annual soil CO2 and CH4
 gas production during thaw periods (Kraev et 

al., 2017; Öquist et al., 2004; Rafat et al., 2021; Voigt et al., 2017; Wagner-Riddle et al., 2017; 

Wang et al., 2019). These studies confirm FTCs modulate CO2 and CH4
 gas production because 

temperature is a major factor controlling the rates of CO2 and CH4 production, and the temporal 

presence of an ice layer during freezing periods can inhibit gas transport and result in lower surface 

CO2 and CH4 effluxes and higher CO2 and CH4 concentrations compared to thaw periods. 

Although previous studies have investigated NSZD processes and rates under variable 

environmental conditions, the impacts of FTCs on the methanogenic biodegradation of PHCs and 

the consequent generation of CH4 and CO2 in anoxic electron acceptor-limited environments are 

still not well understood. 

 

Soil moisture is a major factor controlling redox conditions and the rates of physical, geochemical 

and microbial processes contributing to NSZD (Keiluweit et al., 2016, 2017; Moyano et al., 2013; 

Pronk et al., 2020; Prowse et al., 2009) since it modulates the distribution of O2 and other electron 

acceptors, contaminants and natural organic matter, nutrients, and microorganisms in the 

subsurface (Haberer et al., 2012; Holden & Fierer, 2005; Lin et al., 2012; Rezanezhad et al., 2014; 

Rühle et al., 2015; Williams & Oostrom, 2000). The rates of GHG effluxes and PHCs degradation 

can potentially be affected by groundwater level fluctuations (Henneberg et al., 2016). In fact, high 

water level leads to greater generation of CH4 because of aceticlastic methanogenesis and 

hydrogenotrophic methanogenesis under anoxic condition (Brewer et al., 2018; Conrad, 2020; 

Von Fischer & Hedin, 2007; Günther et al., 2020; Sexstone et al., 1985; Sun et al., 2012), while it 

lowers the rates of hydrocarbon degradation and CO2 generation (Basiliko et al., 2009; Brewer et 

al., 2018; Christiansen et al., 2016; Pronk et al., 2020; Sierra et al., 2017; Van De Ven et al., 

2021). However, water table decline usually decreases CH4 generation due to inhibition of 

methanogeneis or oxidation of CH4 in the presence of O2, whereas this decline increases CO2 

effluxes and PHC degradation because of higher aerobic degradation rates and greater upward 

diffusion (Christiansen et al., 2016; Elberling et al., 2011; Klüpfel et al., 2014; Pronk et al., 2020; 

Sihota et al., 2011; Van De Ven et al., 2021).  
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In recent years, growing attention has been directed to the influence of soil moisture dynamics on 

climate change mitigation (e.g., Berglund & Berglund, 2011; Günther et al., 2020; Leifeld et al., 

2019; Xue et al., 2020). Recent studies have shown how drained peatlands might exacerbate global 

warming through continued CO2 and CH4 effluxes, whereas peatland rewetting is effective for 

climate change mitigation, despite the increase in CH4 generation (Franz et al., 2016; Günther et 

al., 2020; Hahn et al., 2015; Leifeld et al., 2019). Van De Ven et al. (2021) quantified the impact 

of WTFs on NSZD rates in a biodiesel-contaminated sandtank. They state that WTFs affect surface 

effluxes due to the redistribution of contaminants, increased aerobic degradation, and the liberation 

of anaerobically produced gas accumulated below the water table.  

 

There are many studies that have investigated the impact of WTFs and soil moisture dynamic on 

carbon turnover, but the methanogenic biodegradation of PHCs and the resultant CO2 and CH4 

effluxes in soils undergoing WTFs and variable moisture regime has not been investigated in 

detail. Hence, understanding how NSZD of PHCs responds to large temporal variations in soil 

moisture regime during WTFs is vital for predicting NSZD rates and the associated soil CH4 and 

CO2 effluxes (Klüpfel et al., 2014; Moyano et al., 2013; Pronk et al., 2020).  

 

1.3 Thesis objectives 

The overall objective of this research is to delineate the effects of WTFs and FTCs on 

methanogenic biodegradation of PHCs and the consequent generation of CH4 and CO2 through 

two research projects using experiments and numerical simulations. 

 

The specific objectives addressed in Chapter 2 were: 

1) monitor the responses of methanogenic biodegradation of PHCs to FTCs by measuring 

headspace CO2 and CH4 concentrations, PHC concentrations, δ13C isotope composition of 

CO2 and CH4, alongside other geochemical variables in PHC-contaminated soil batch 

experiments subjected to temperature fluctuations between -10°C and +15°C. 

2) develop a diffusion-reaction model to simulate the effect of FTCs on physical, 

geochemical, and microbial processes and rates, and hence to simulate the experimental 

results. 
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The specific objectives addressed in Chapter 3 were: 

1) monitor the responses of methanogenic biodegradation of PHCs to WTFs by measuring 

CO2 and CH4 effluxes, dissolved CO2 and CH4, depth-dependent moisture content, and 

dissolved O2 concentrations, and by analyzing the porewater chemistry at the end of each 

drainage-imbibition cycle. 

2) develop a diffusion-reaction model to simulate the impact of WTFs on NSZD of PHCs 

and the consequent effluxes of CO2 and CH4. 

 

1.4 Thesis outline 

This thesis comprises three additional chapters. Chapter 2 consists of a manuscript submitted to 

the Journal of Chemosphere (Impact Factor: 8.943). The manuscript was written as a stand-alone 

document but has been modified slightly in this thesis for consistent formatting. This chapter 

describes a batch experiment and numerical simulation investigating the effects of FTCs on PHC 

degradation and CO2 and CH4 generations. Chapter 3 comprises a soil column experiment and 

numerical simulation examining the impact of WTFs on CO2 and CH4 emissions and NSZD of 

PHCs. Chapter 4 consists of overall conclusions, recommendations, and future research 

opportunities. The appendix includes additional experimental results that are not included in 

Chapters 2 and 3.  
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2 Effects of Freeze-Thaw Cycles on Methanogenic Hydrocarbon Degradation: Experiment 

and Numerical Simulation 

2.1 Introduction 

Natural source zone depletion (NSZD) of PHCs in the subsurface due to dissolution, volatilization, 

sorption, and most significantly biodegradation as an effective remediation approach has been 

increasingly attracting attention in the last few decades due to advances in understanding of 

microbiogeochemical processes and environmental capacity to degrade PHC constituents under 

varying conditions over time (BenIsrael et al., 2019; Garg et al., 2017; Khasi et al., 2019; Kulkarni 

et al., 2020; Ramezanzadeh et al., 2022; Shi et al., 2020). Figure 2-1 conceptualizes the microbial 

reactions leading to NSZD in soil subsurface of a PHC-contaminated site whereby PHC 

degradation is governed by respiration, fermentation, and methanogenic pathways. Respiration is 

an important subsurface PHC biodegradation pathway whereby the oxidation of a PHC (i.e., 

electron donor (ED)) is coupled to the reduction of electron acceptors such as oxygen (O2), nitrate 

(NO3
-), iron(III) (Fe3+), manganese(IV) (Mn4+), and sulfate (SO4

2-). However, electron acceptors 

are depleted at many PHC-contaminated sites because the PHC contaminants are in excess of the 

electron acceptors or because of transport constraints (e.g., ice formation at the soil surface) (Garg 

et al., 2017; Irianni-Renno et al., 2016; Karimi Askarani et al., 2018). Hence, fermentative 

microbial metabolisms become energetically favourable, and acetate, hydrogen (H2) and carbon 

dioxide (CO2) accumulate in the subsurface (Blake et al., 2015; Jones et al., 2008) such that 

fermentation and methanogenic pathways become the dominant process leading to NSZD in PHC-

contaminated zones. There are two major microbial methane producing (i.e., methanogenic) 

reactions: acetate-based methanogenesis (ABM) produces both CH4 and CO2, while the other, 

hydrogen-based methanogenesis (HBM), consumes CO2 to produce CH4 (Conrad, 2020). 

 

Climate variability is one of the main environmental factors controlling NSZD processes because 

it causes large variations in the spatial and temporal distributions of temperature and soil water 

content, which in turn modulate the rates of physical, geochemical and microbial processes that 

contribute to NSZD in contaminated soils (Chang et al., 2011, Sihota et al., 2016). Subsurface 

environments contaminated by PHCs at high latitudes are subjected to freeze-thaw cycles (FTCs), 

which can have significant impacts on soil physical properties (Ding et al., 2019; Ferrick and 

Gatto, 2005; McCarter et al., 2020), microbial community composition and microbial activity 
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(Matzner and Borken, 2008; Sawicka et al., 2010; Song et al., 2017), as well as gas and nutrients 

transport processes and rates (Byun et al., 2021; Green et al., 2022; Henry, 2007; Krogstad, 2021; 

Öquist et al., 2004; Wagner-Riddle et al., 2017).  

 

 
Figure 2-1: Conceptual diagram of microbial reaction network in a PHC-contaminated subsurface 

environment. 

 

The impact of FTCs on NSZD processes and the generation of CO2 and CH4
 has been studied by 

a number of laboratory, field, and modeling studies (e.g., Byun et al., 2021; Garg et al., 2017; 

Henry, 2007; Matzner and Borken, 2008; Schimel and Clein, 1996; Song et al., 2017). Growing 

attention has been paid to the effect of FTCs on CO2 and CH4
 gas production, and soil carbon and 

nitrogen dynamics in recent years (e.g., Natali et al., 2019; Rafat et al., 2021; Song et al., 2017; 

Voigt et al., 2019; Wu et al., 2020). Column studies have linked the cycling of carbon and nitrogen 

to changes in pore structure and the formation of a physical ice barrier during FTCs (Ding et al., 

2019; Krogstad, 2021; Sharma et al., 2006; Teepe et al., 2001) . A number of field studies have 

highlighted the importance of seasonal soil FTCs for their significant contribution to annual soil 

CO2 and CH4
 gas production during the thaw periods (Kraev et al., 2017; Öquist et al., 2004; Rafat 
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et al., 2021; Voigt et al., 2017; Wagner-Riddle et al., 2017; Wang et al., 2019). Furthermore, some 

other studies used batch experiments to investigate the effects of diurnal FTCs (i.e., temperatures 

ranging between -5°C and 14°C on a daily basis) on PHC biodegradation rate and soil microbial 

communities under aerobic conditions (Akbari and Ghoshal, 2015; Chang et al., 2011; Eriksson et 

al., 2001). Among the NSZD processes, methanogenic biodegradation has been recognized as a 

dominant NSZD process at PHC-contaminated sites in recent years (Conrad, 2020; Essaid et al., 

2015; Garg et al., 2017; N. J. Sihota et al., 2011; Sihota and Mayer, 2012). A number of field 

studies have therefore introduced novel methods, such as surficial gas efflux measurements to 

accurately measure NSZD rates at PHC-contaminated sites (Amos et al., 2005; Bekins et al., 2005; 

Hodgkins et al., 2014; Sihota et al., 2013; Verginelli et al., 2018). Sihota et al. (2016) revealed 

that subsurface gas transport processes and NSZD rates at PHC-contaminated sites vary seasonally 

due to variations in temperature profiles in the vadose zone and the presence of a physical ice 

barrier to gas transport in the winter.  

 

In addition to experimental studies, several biogeochemical reactive transport models have been 

developed to simulate NSZD processes at contaminated sites (Ebrahimi & Or, 2017; Essaid et al., 

2003; Khasi et al., 2021; K. U. Mayer et al., 2002; Molins et al., 2010; Molins & Mayer, 2007; 

Ng et al., 2015; Šimůnek & Suarez, 1993; Su et al., 2021; Vencelides et al., 2007). Mayer et al. 

(2002) and Molins and Mayer (2007) combined a biogeochemical reaction network and physical 

transport processes into a multiphase multicomponent flow and reactive transport model, called 

MIN3P, which has been used to simulate the reactive transport of PHCs, CO2 and CH4 during 

NSZD at contaminated sites. Later, Molins et al. (2010) simulated a PHC-contaminated site using 

a similar biogeochemical reactive transport model that incorporates a reaction network, 

multicomponent gas diffusion and advection, and solute transport. Their modeling results 

confirmed that methanogenic biodegradation is the dominant PHC degradation pathway at a 

mature PHC-contaminated site.  Recent numerical modeling developments have improved reactive 

transport modeling of PHC-contaminated sites by implementing additional mechanisms for carbon 

outgassing, dissolved inorganic carbon inputs, pH buffering, and unstructured grid capabilities 

(Khasi et al., 2021; Ng et al., 2015; Su et al., 2021). 
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Although previous studies have investigated NSZD processes and rates under variable 

environmental conditions using some combination of laboratory experiments, field monitoring, 

and/or reactive transport modeling, the impacts of FTCs on the methanogenic biodegradation of 

PHCs and the consequent generation of CH4 and CO2 in anoxic electron acceptor-limited 

environments are still not well understood. Therefore, the main goal of this study was to delineate 

the effects of FTCs on methanogenic toluene biodegradation and CH4 and CO2 generation. Using 

a combined experimental and modeling approach, we: (1) monitored changes in toluene 

concentrations and CH4 and CO2 generation, alongside other geochemical variables, in a soil batch 

experiment where the soil was subjected to temperature fluctuations between -10°C and +15°C 

and (2) developed a diffusion-reaction model to simulate the effect of FTCs on physical, 

geochemical, and microbial processes and rates, and hence to simulate the experimental results. 

Experimental results were used to validate that the diffusion-reaction model was able to accurately 

represent all the processes and reactions involved in NSZD during FTCs. 

 

2.2 Materials and Methods 

2.2.1 Batch experiment  

2.2.1.1 Soil sampling and characterizations  

Soil samples were collected from the topsoil (i.e., 0 to 20 cm below ground surface) of a PHC 

contaminated site in London, Ontario, Canada. We determined the porosity (ϕ), bulk density (ρb), 

and solid-phase organic C and N of the soil using standard procedures. The ϕ and ρb were 

determined gravimetrically following the method of Gardner (1986), and the ϕ was calculated 

assuming a particle density of 2.65 g cm-3. The ρb and ϕ were 1.22 g cm−3 and 0.4, respectively. 

Total organic carbon and nitrogen were determined to be 3.95% and <1% respectively by 

combustion analysis at 550°C using an Elementar vario EL cube analyzer (method detection limit, 

MDL, for both organic carbon and nitrogen was 1%). 

2.2.1.2 Sacrificial soil incubation experiment 

A sacrificial soil incubation experiment was conducted to delineate the relative contributions of 

electron-acceptor limited respiration versus methanogenesis to toluene biodegradation and to study 

the impact of freezing and thawing on methanogenic toluene biodegradation. Soil was 

homogenized by wet sieving through a 2 mm sieve using ultrapure deionized water. Homogenized 

soil was transferred to an anaerobic chamber (Coy Laboratory Products, 100% N2 atmosphere) 
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where 200 g was added to 500 mL glass jars (Bernardin Golden Harvest Mason with a modified 

lid containing a grey rubber septa for gas sampling) and 100% saturated, mixed with artificial 

porewater (APW) solution leaving ~300 mL of headspace gas volume in the sealed jars and a soil 

surface area of ~ 50 cm2 estimated based on the jar geometry. The APW solution was prepared to 

closely match the pH, electrical conductivity, and ionic composition of groundwater from the field 

site containing NaHCO3
 (1.00 mM) and CaCl2 (0.80 mM), KHCO3

 (1.00 mM) and MgCl2 (0.15 

mM) in ultrapure deionized water. In addition, 10 mL L-1 of both Wolfe’s Trace Mineral Solution 

and Wolfe’s Vitamin Solution were added to prevent nutrient limitation. The APW was further 

amended to account for the additions/absence of an external electron donor (lactate) and/or a 

methanogenic inhibitor (i.e., 2-bromoethanesulfonate (BES)).  The final APWs consisted of: 1) 

original APW (i.e., no lactate added (NL)); 2) lactate amended (LA); and 3) 2-

bromoethanesulfonate (BES) and lactate amended. Each treatment and time point, except for the 

time point at day 0, which had only single jars for each treatment, consisted of triplicates giving a 

total of 93 jars. The LA and BES treatments contained 0.5 mM lactate and the BES treatment 

contained 40 mM BES. On day 88, an additional 1 mM of lactate was added to the LA and BES 

treatments to consume the SO4
2- remaining in the soil and thus to stimulate methanogenic 

conditions. We prepared a series of parallel jars in the same way for each of the three treatments 

in triplicate (9 jars in total) which we used to monitor the headspace gas concentrations for CH4 

using a LICOR 7810 instrument to determine when the other jars being used for the sacrificial 

batch experiment had become methanogenic. 

 

2.2.1.3 Experimental conditions 

At the start of the experiment, the soil and APW solution were added together to all the 102 

incubation jars, stirred together, and placed, uncapped, in an anaerobic chamber (Coy Laboratory 

Products) for six days to equilibrate with the anoxic atmosphere. Following the six days incubation 

in the anoxic atmosphere, the samples were sealed and placed in an environmental chamber 

incubator (Percival I-41NL XC9) set to 10 °C for 60 days to allow for methanogenic conditions to 

develop (as determined by monitoring CH4 concentrations in the headspace of the series of parallel 

jars) before the FTC temperature regime was imposed. Five consecutive cycles of 2-week freezing 

at -10°C and 2-week thawing periods at 15°C were imposed between day 60 and day 215. 
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On day 113, following the first freeze thaw cycle and second freezing period, during the 2 week 

thawing period, a subset of the remaining batch soil jars from each of the three initial treatments 

(NL, LA, BES) were amended with toluene. For amendment with toluene, the soil and porewater 

from the subset of jars were opened in an anaerobic chamber and divided into two 250 mL jars 

equipped with Teflon septa (250 mL Clear Certified Wide Mouth Septa Jar with 58,400 PP Cap 

with PTFE/Silicone Septum, Thermo Fisher Scientific), and 10 mL of concentrated aqueous 

toluene solution was added to reach a toluene concentration of around ~15 mg L-1. For the jars 

where no toluene was added at any point, they are given the no toluene (NT) label. Thus, in total, 

there were 6 treatments: no-lactate no-toluene (NL-NT), no-lactate toluene amended (NL-TA), 

lactate-amended no-toluene (LA-NT), lactate-amended toluene-amended (LA-TA), BES-amended 

no toluene (BES-NT), and BES-amended toluene amended (BES-TA) treatments. 

 

The jars were then sealed and transferred back to the environmental chamber incubator at 15°C 

for 4 days. During the freezing periods, some jars’ glass was broken by the freezing and subsequent 

water expansion. During the thawing periods, we transferred the soil and porewater in these jars 

once they were thawed to new jars. This meant that we reset the jars’ headspace gas concentrations. 

The initial headspace concentrations were measured each time the headspace was reset. These 

measurements were used along with the measurements at the sacrificial time points to calculate 

the cumulative headspace gas concentrations, whose determination method is described below in 

section 2.2.1.4, that would have built up in the jars’ headspace if not for the need to transfer the 

soil to different jars when jars were broken. None of the toluene-amended soil treatments had their 

headspace reset (i.e., none were transferred to new jars). In total, 38 jars were broken and replaced 

during the experiment. 

 

Triplicate jars of each treatment were sacrificially sampled for gas and porewater analyses at the 

end of each 2-week freeze-cycle (-10°C) and 2-week thaw-cycle (15°C). The temperature regime 

with freezing and thawing cycle (FTC) for 215 days of the batch experiment is illustrated in Figure 

2-2b. In total, sacrificial sampling occurred for a total of 6 time points in the no toluene-added 

treatments (NL-NT, LA-NT, and BES-NT), and 3 time points in the toluene-amended treatments 

(NL-TA, LA-TA, BES-TA). 
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2.2.1.4 Headspace CO2 and CH4 gas analyses 

During sampling, jars were transferred to an anaerobic chamber, and gas samples were collected 

from each jar’s headspace using a plastic 50 mL syringe in an anaerobic chamber and analyzed for 

CH4, CO2, and H2 using a Shimadzu Gas Chromatograph (Model GC-2014) equipped with a flame 

ionization detector, a methanizer (for CO2 and CH4), electron capture detector (for N2O), and 

thermal conductivity detector (for O2).  

 

2.2.1.5 Headspace CO2 and CH4 isotope analyses 

Headspace gas samples were also analysed for δ13C-CO2 and δ13C-CH4 isotope compositions using 

plastic gas-tight syringes and needle inserted through the Teflon or rubber septa in the jar lid. Gas 

samples were preserved by injecting 1-10 mL of headspace gas into helium-flushed Exetainer 

vials. The collected headspace gas samples were analysed for δ13C-CO2 and δ13C-CH4 in the 

Environmental Isotope Laboratory at the University of Waterloo using gas chromatography 

combustion (GCC) conversion through an Agilent 7890A gas chromatograph coupled to a Thermo 

Scientific Delta V Plus isotope ratio mass spectrometer via GC Isolink (Thermo Fisher Scientific, 

Germany) continuous flow isotope ratio mass spectrometer (CFIRMS). Samples were pre-

concentrated using a Thermo Scientific PreCon Automated Trace Gas Pre-Concentrator (Thermo 

Fisher Scientific, Germany). 

The fractionation factor between CO2 and CH4 , 𝛼𝐶𝑂2/𝐶𝐻4 was calculated to quantitatively interpret 

the isotope results and use the data as an independent tool for quantifying the different 

contributions of the two methanogenic pathways (hydrogen-based and acetate-based, HBM and 

ABM) in the experiment. 𝛼𝐶𝑂2/𝐶𝐻4  was calculated according to Eq. 2-1: 

 
𝛼𝐶𝑂2/𝐶𝐻4 =

𝛿13𝐶 − 𝐶𝑂2 + 1

𝛿13𝐶 − 𝐶𝐻4 + 1
      (2-1) 

 

where 𝛿13𝐶 − 𝐶𝑂2 and 𝛿13𝐶 − 𝐶𝐻4 were in decimal units (i.e., -0.001 instead of -1 ‰). 

The two major methane producing pathways, and the only methanogenic pathways included in our 

microbial reaction network model (described in section 2.3.1), acetate-based methanogenesis 

(ABM) and hydrogen-based methanogenesis (HBM) have distinct values of 𝛼𝐶𝑂2/𝐶𝐻4 : the value 

for ABM ranges between 1.017 and 1.027 (Chan et al., 2005; Okumura et al., 2016), while the 

value of HBM ranges between 1.068 and 1.087 (Penning et al., 2006; Vavilin et al., 2018). Hence, 
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the observed 𝛼𝐶𝑂2/𝐶𝐻4 can be used to calculate the fractions of ABM and HBM occurring in the 

system. The ABM fraction (𝑓𝐴𝐵𝑀) was calculated using Eq. 2-2: 

 

 𝑓𝐴𝐵𝑀 =
𝛼𝑜𝑏𝑠 − 𝛼𝐻𝐵𝑀
𝛼𝐴𝐵𝑀 − 𝛼𝐻𝐵𝑀

   (2-2) 

 

where 𝛼𝑜𝑏𝑠  is the 𝛼𝐶𝑂2/𝐶𝐻4  value observed during the experiment, 𝛼𝐻𝐵𝑀 is 1.078, the average 

value of the 𝛼𝐶𝑂2/𝐶𝐻4 values reported for HBM, and 𝛼𝐴𝐵𝑀  is 1.022, the average value of the 

𝛼𝐶𝑂2/𝐶𝐻4 values reported for ABM. We also estimated upper and lower bounds for the 𝑓𝐴𝐵𝑀 

estimated using the upper and lower bounds on the ranges of 𝛼𝐴𝐵𝑀 and 𝛼𝐻𝐵𝑀. Given the 𝑓𝐴𝐵𝑀 

calculated, the fraction of HBM could then be calculated given that 𝑓𝐻𝐵𝑀 = 1- 𝑓𝐴𝐵𝑀.  

 

2.2.1.6 Porewater chemistry 

On sacrificial sampling dates, once headspace gas samples were collected, jars were opened in the 

anaerobic chamber to collect porewater samples for various analyses. Approximately 50 mL of 

overlying water and porewater were collected from each jar and filtered through a 0.45 µm pore 

size membrane filter (nylon membrane syringe filters, VWR Scientific). The pH of the unfiltered 

porewater samples was measured using a gell-filled pH electrode (Orion™ Economy Series pH 

Combination Electrode, ThermoScientific). Approximately 1 mL of porewater was filtered 

through a 0.2 μm pore size membrane filter (Polyethersulfone membrane syringe filters, Thermo 

Scientific) and frozen at -20°C for later analysis of major anion concentrations including nitrate 

(NO3
-), sulfate (SO4

2-), acetate (C2H3O2
-) and lactate (C3H6O3) using ion chromatography (IC, 

Dionex ICS-5000 with a capillary IonPac® AS18 column; MDL: 14.7, 6.7, 0.7, and 0.4 µmol L-1, 

respectively). Concentrations of dissolved organic carbon (DOC), total dissolved nitrogen (TDN), 

and dissolved inorganic carbon (DIC) in filtered porewater samples were measured using a total 

organic carbon analyzer (Shimadzu TOC-LCPH/CPN; MDL: 4.6, 2.9, and 2.8 µmol L-1, 

respectively). For jars amended with toluene, compound-specific δ13C- and δ2H- toluene isotope 

compositions were determined in the Environmental Isotope Laboratory of the University of 

Waterloo using a PT-GC- IRMS system. The PT-GC-IRMS system consisted of CDS 

7000E/7300/7400/7500, Purge and Trap/Thermal Desorption System (CDS Analytical, Oxford, 

PA, USA), a Trace GC (Thermo Fisher Scientific, Bremen, Germany), a GC –Combustion III 
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interface operating at 950°C/1450°C for δ13C/δ2H and a Delta plus XP isotope ratio mass 

spectrometer (Thermo Fisher Scientific, Bremen, Germany). 

 

To evaluate whether there were any changes in DOC composition over the course of the 

experiment, specific UV absorbance at 254 nm (SUVA254) was analyzed by measuring the 

absorbance at 254 nm of 0.45 µm filtered porewater on a UV-Visible spectrophotometer 

(Evolution™ 260 Bio UV-Visible Spectrophotometer, Thermo Scientific) after the method first 

described by Weishaar et al. (2003). The UV absorbance measured at 254 nm was then divided by 

the DOC concentration (in units of mg C L-1), giving units of L mg C-1 m-1. 

 

2.2.2 Numerical simulation 

2.2.2.1 Governing equations 

The mass conservation for one or more chemical species are expressed by the following equation 

when there are chemical reactions and the prevailing transport mechanism is diffusion: 

 

 𝜕𝐶𝑖

𝜕𝑡
+ 𝛻 ∙ 𝐽𝑑,𝑖 = 𝑅𝑖  (2-3) 

 

where 𝐶𝑖 is the concentration [ML-3] of the specimen 𝑖, 𝑅𝑖 is reaction rate [ML-3sec-1] of substance 

i, and 𝐽𝑑,𝑖 is the diffusive flux tensor for each substance and defined by: 

 

 𝐽𝑑,𝑖 = −𝐷𝑒,𝑖𝛻𝐶𝑖  (2-4) 

 

where 𝐷𝑒,𝑖  denotes the effective diffusion coefficient [L2 sec-1] for substance i in an isotropic 

diffusion modeling. In a saturated porous medium with the presence of chemical reaction and 

adsorption process, the Eqs. 2-3 and 2-4 are replaced by the following macroscopic reactive 

transport equation with no convective transport mechanism:  

 

 𝜕(𝜙𝑒𝐶𝑖)

𝜕𝑡
− 𝐷𝑒,𝑖∇𝐶𝑖 +

𝜕(𝜌𝑏𝑐𝑝,𝑖)

𝜕𝑡
= 𝑅𝑖 (2-5) 
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where 𝜙𝑒 is effective porosity, 𝜌𝑏  is bulk density of soil, and 𝑐𝑝,𝑖  is the Langmuir adsorption 

isotherm for substance i. 𝐷𝑒,𝑖  can be correlated to solute diffusivity in bulk solvent, 𝐷𝐿,𝑖 , as 

(Millington and Quirk, 1961): 

 

 

𝐷𝑒,𝑖 =
𝜃𝑙
−
10
3

𝜙𝑒2
 𝐷𝐿,𝑖 

(2-6) 

 

where 𝜃𝑙 is the soil water content, which is a function of temperature under saturated conditions 

as follows (Huang and Rudolph, 2021; Tice et al., 1976) : 

 

 
𝜃𝑙 = {

𝜙𝑒                                       𝑇 > 𝑇𝑓

𝜙𝑒  [1 − (𝑇 − 𝑇𝑓)
𝛼
]         𝑇 ≤ 𝑇𝑓

 (2-7) 

 

The third term in Eq. 2-5 models the adsorption/desorption of each chemical species to the solid 

phase (i.e., the soil matrix) in porous media which accounts for decreasing and increasing in 

chemical transport flux of species as they attach to (adsorb) and detach from (desorb) the solid 

phase during traveling through the medium. In this study, Langmuir adsorption model is used to 

predict the solid concentration (𝑐𝑝,𝑖) from the concentration in the liquid phase as:  

 

 
𝑐𝑝,𝑖 = 𝑐𝑝𝑚𝑎𝑥,𝑖

𝐾𝐿,𝑖𝐶𝑖
1 + 𝐾𝐿,𝑖

 (2-8) 

where 𝑐𝑝𝑚𝑎𝑥,𝑖 is the maximum adsorption capacity and 𝐾𝐿,𝑖 is the Langmuir constant for substance 

i. The final term in Eq. 2-5, 𝑅𝑖, represents chemical reactions, most of which are microbially-

catalyzed, that account for changes in species concentration per unit volume porous medium per 

time. In the presence of a network of different reactions, 𝑅𝑖 can be defined by: 

 𝑅𝑖 =∑𝜈𝑖,𝑗𝑟𝑗
𝑗

 (2-9) 

 

where 𝑟𝑗 is the rate of 𝑗th reaction in a reaction network, and 𝜈𝑖,𝑗 is the stoichiometric coefficient 

of specimen 𝑖  in the reaction 𝑗 . Then the 𝑟𝑗  can be calculated using the biomass-implicit 

formulation for representing microbial reaction rates (Smeaton and Van Cappellen, 2018): 
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𝑟𝑗 = −𝑟𝑚𝑎𝑥,𝑖

𝐶𝐸𝐴
𝐾𝐸𝐴 + 𝐶𝐸𝐴

𝐶𝐸𝐷
𝐾𝐸𝐷 + 𝐶𝐸𝐷

𝑓𝑡𝑒𝑚𝑝𝑓𝑝𝐻 
(2-10) 

 

 

where 𝑟𝑚𝑎𝑥,𝑗  is the maximum rate constant for reaction j, 𝐶𝐸𝐷  and 𝐶𝐸𝐴  are concentrations of 

electron donors and electron acceptors consumed in the reaction, respectively, both in [M],  𝐾𝐸𝐷 

and 𝐾𝐸𝐴  are the half saturation constants for the electron donors and electron acceptor, 

respectively, both in [M], and 𝑓𝑡𝑒𝑚𝑝 and 𝑓𝑝𝐻 are functions representing the temperature (𝑇) and 

pH dependency of the reactions as follows (Jin and Kirk, 2018; Rosso et al., 1993) :  

𝑓𝑡𝑒𝑚𝑝 =
(𝑇 − 𝑇𝑚𝑎𝑥)(𝑇 − 𝑇𝑚𝑖𝑛)

2

(𝑇𝑜𝑝𝑡 − 𝑇𝑚𝑖𝑛)[(𝑇𝑜𝑝𝑡 − 𝑇𝑚𝑖𝑛)(𝑇 − 𝑇𝑜𝑝𝑡) − (𝑇𝑜𝑝𝑡 − 𝑇𝑚𝑎𝑥)(𝑇𝑜𝑝𝑡 + 𝑇𝑚𝑖𝑛 − 2𝑇)]
 (2-11) 

 

where 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, and 𝑇𝑜𝑝𝑡 are the minimum, maximum and optimum temperature values for each 

reaction, respectively, in units of [°C]. 

 

 

𝑓𝑝𝐻 =

{
 
 

 
 
𝑝𝐻𝑜𝑝𝑡 − 𝑝𝐻

𝑝𝐻𝑜𝑝𝑡 − 𝑝𝐻𝑚𝑖𝑛
 (pH ≤ 𝑝𝐻𝑜𝑝𝑡)

𝑝𝐻𝑚𝑎𝑥 − 𝑝𝐻

𝑝𝐻𝑚𝑎𝑥 − 𝑝𝐻𝑜𝑝𝑡
(pH > 𝑝𝐻𝑜𝑝𝑡)

 (2-12) 

where 𝑝𝐻𝑚𝑖𝑛 , 𝑝𝐻𝑚𝑎𝑥 , and 𝑝𝐻𝑜𝑝𝑡  are minimum, maximum, and optimum values of pH, 

respectively.  

 

It should be noted that some chemical species act as competitive inhibitors to some reactions who 

share a substrate, so we incorporated an inhibition term in Eq. 2-10 for the inhibiting effect of 

sulfate (SO4
2-) on the reactions LF, TF, ABM, HBM, ACET (reactions associated with these 

reaction short forms are provided in Table 2-1): 

 

 𝑟
𝑖𝑛ℎ,𝑗 = 

𝐾𝑖𝑛ℎ,𝑖,𝑗
𝐾𝑖𝑛ℎ,𝑖,𝑗+𝑐𝑖

 
(2-13) 

 

where 𝐾𝑖𝑛ℎ,𝑖,𝑗  is the inhibition constant for substance i in reaction j and 𝑟𝑖𝑛ℎ,𝑗  is the inhibition 

factor. Eq. 2-13 was also used to simulate thermodynamic inhibition (i.e., noncompetitive 

inhibition) of some reactions by the buildup of reaction products (Costello et al., 1991; Mosey, 
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1983; Siegrist et al., 1993). HBM and ABM were inhibited by CH4 buildup, MF was inhibited by 

H2 buildup, and ACET was inhibited by acetate buildup, giving inhibition constants (𝐾𝑖𝑛ℎ,𝑖,𝑗) 

fitting to the experimental data for CH4, H2 and acetate (Table 2-3). 

 

Table 2-1: List of reactions included in the microbial reaction network and their reaction rate 

constants, half saturation constant, and other parameters. 

Reaction name Reaction 

name 

shortform 

Chemical reaction Reaction parameters 

Rate constant, 

𝑟𝑚𝑎𝑥,𝑖 (
𝑚𝑜𝑙

𝑚3.𝑠𝑒𝑐
) 

Half 

saturation 

constant, 

KED (
𝑚𝑜𝑙

𝑚3 )  

Half saturation 

constant, KEA 

(
𝑚𝑜𝑙

𝑚3 ) 

Lactate oxidation, 

sulfate reduction 

LOSR 𝐶3𝐻5𝑂3
− + 0.5𝑆𝑂4

2−

→ 𝐶2𝐻3𝑂2
− + 𝐻𝐶𝑂3

−

+ 0.5𝐻𝑆− + 0.5𝐻+ 

8.3e-8 0.005 0.025 

Lactate fermentation LF 𝐶3𝐻5𝑂3
− → 1.5 𝐶2𝐻3𝑂2

− + 0.5𝐻+ 1.1e-7 0.005 NA 

Hydrogen oxidation, 

sulfate reduction 

HOSR 𝐻2 + 0.25𝑆𝑂4
2− + .25𝐻+

→ 0.25𝐻𝑆− + 𝐻2𝑂 

4.4e-8 0.001 0.025 

DOC (represented by 

glucose) oxidation, 

sulfate reduction 

DOSR 𝐶6𝐻12𝑂6 + 3𝑆𝑂4
2−

→ 6𝐻𝐶𝑂3
− + 3𝐻𝑆−

+ 3𝐻+ 

4.2e-7 0.004 0.025 

DOC (represented by 

glucose) fermentation 

DF 𝐶6𝐻12𝑂6 + 1.714𝐻2𝑂

→ 0.857 𝐻𝐶𝑂3
−

+ 2.57𝐶2𝐻3𝑂2
−

+ 1.714𝐻2

+ 3.433 𝐻+ 

1.6e-6 0.004 NA 

Toluene fermentation TF 𝐶7𝐻8 + 21𝐻2𝑂 → 7 𝐻𝐶𝑂3
− + 18𝐻2

+ 7𝐻+ 

4.4e-8 0.04 NA 

Acetogenesis  ACET 0.5𝐻𝐶𝑂3
− + 𝐻2 + .25𝐻

+

→ 0.25 𝐶2𝐻3𝑂2
−

+ 𝐻2𝑂 

 8.8e-7 0.001 

 

0.003 

Acetate oxidation, 

sulfate reduction 

AOSR 𝐶2𝐻3𝑂2
− + 𝑆𝑂4

2− → 2 𝐻𝐶𝑂3
− + 𝐻𝑆− 4.9e-8 0.004 0.025 

Acetate-based 

methanogenesis 

ABM 𝐶2𝐻3𝑂2
− + 𝐻2𝑂 → 𝐻𝐶𝑂3

− + 𝐶𝐻4 1.2e-8 0.004 

 

NA 
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Hydrogen-based 

methanogenesis- 

Methane fermentation 

HBM 

MF 

0.25𝐻𝐶𝑂3
− +𝐻2 + .25𝐻

+

⇌ 0.25𝐶𝐻4

+ 0.75 𝐻2𝑂 

2.7e-8 

2.9e-8 

0.001 

0.003 

0.003 

Non-microbial reactions 

Carbonate 

equilibrium 

CE 𝐶𝑂2(𝑎𝑞) + 𝐻2𝑂 ⇌ 𝐻𝐶𝑂3
− + 𝐻+ 

𝐾𝑒𝑞 = 10
−[
782.33
𝑇

+0.0148𝑇−0.73]
 

NA 

Soil matrix organic 

carbon release of 

glucose-DOC 

SMOCR Microbial Biomass C→ 𝐶6𝐻12𝑂6 4.2e-7 (sec-1) NA 

 

Table 2-2: Initial concentrations of each species modeled in the microbial reaction network.  

Substance Initial concentration (mol m-3) 

in NL treatment 

Initial concentration (mol 

m-3) in LA treatment 

Initial concentration (mol 

m-3) in BES treatment 

𝑆𝑂4
2− 0.384 0.350 0.363 

𝐻𝐶𝑂3
− 4.420 4.820 5.007 

𝐶3𝐻5𝑂3
− 0.086 0.384 0.22 

𝐶2𝐻3𝑂2
− 0.298 0.465 0.355 

𝐶6𝐻12𝑂6 2.040 3.278 3.039 

DOC 12.22 19.67 18.23 

DIC 4.42 4.82 5.007 

𝐶𝑂2 (aq) 0.040 0.090 0.084 

𝐻2 (aq) 0 

𝐶𝐻4 (aq) 0 

𝐶7𝐻8 0.155 (at day 113 in TA) 

𝐶𝑂2 (g), 𝐶𝐻4 

(g), 𝐻2 (g) 
0 

Soil matrix 

organic C 
1.97 mmol 

 

Table 2-3: Parameters of flow and reactive transport processes used in the numerical 

simulations. 

Parameters Values 

𝑇𝑚𝑖𝑛, 𝑇𝑜𝑝𝑡, 𝑇𝑚𝑎𝑥  (K) 263.15, 303.15, 313.15 

𝜙𝑒 0.35 



21 
 

𝑝𝐻𝑚𝑖𝑛 , 𝑝𝐻𝑜𝑝𝑡, 𝑝𝐻𝑚𝑎𝑥  4.9, 7, 8.9 

𝑐𝑝𝑚𝑎𝑥,𝑇𝑜𝑙 (mol kg-1) 20.59  

𝐾𝐿,𝑇𝑜𝑙(m
3 mol-1) 1.872 

𝜌𝑏 (kg m-3) 1220 

𝐾𝐻2
𝐻  0.018 

𝐾𝐶𝐻4
𝐻  0.034 

𝐾𝑇𝑜𝑙
𝐻  0.277 

𝐾𝐶𝑂2
𝐻  0.83 

𝐷𝑇𝑜𝑙
𝑔

 8.7e-6 (m2 sec-1) 

𝐷𝑇𝑜𝑙
𝑎𝑞

 5.6e-10 

𝐷𝐶𝐻4
𝑔

 1.9e-5 

𝐷𝐶𝐻4
𝑎𝑞

 1.6e-9 

𝐷𝐶𝑂2
𝑔

 1.1e-5 

𝐷𝐶𝑂2
𝑎𝑞

 1.2e-9 

𝐷𝐻2
𝑔

 7.5e-5 

𝐷𝐻2
𝑎𝑞

 2.7e-9 

𝐷𝑆𝑢𝑙𝑓 6.8e-10 

𝐷𝐿𝑎𝑐  6.4e-10 

𝐷𝐴𝑐𝑒𝑡 6.8e-10 

𝐷𝐺𝑙𝑢𝑐  6.14e-10 

𝐷𝐵𝑖𝑐  9.2e-10 

𝐾𝑖𝑛ℎ,𝑆𝑂4(mol m-3) 0.001 

𝐾𝑖𝑛ℎ,𝐴𝑐𝑒𝑡(mol m-3) 7.25 

𝐾𝑖𝑛ℎ,𝐻2(mol m-3) 0.0001 

𝐾𝑖𝑛ℎ,𝐶𝐻4(mol m-3) 0.0004 

 

 

2.2.2.2 Modeling procedure 

The physical model of the soil batch experiment jars is comprised of two cylindrical components 

(Figure 2-2a). The lower section of the cylinder represents the saturated soil and the upper cylinder 

represents the headspace. As shown in Figure 2-2a, a zero-concentration gradient (−𝑛 ∙ 𝐽𝑖 = 0) is 

considered for the upper boundary in the model. Henry’s law can be applied to the boundary 

between the two soil and headspace components of the model as:  



22 
 

 𝑐𝑖
𝑎𝑞 = 𝑘𝑖

ℎ𝑐𝑔 (2-14) 

 

where 𝑐𝑖
𝑎𝑞

 and 𝑐𝑔 are equilibrium concentrations of substance i in aqueous phase and headspace 

and 𝑘𝑖
ℎ is the dimensionless Henry’s constant of substance i, which is a function of temperature. 

To investigate the impact of the temperature fluctuations (Figure 2-2b) on biodegradation 

processes and gas production, a microbial reaction network of 11 microbially-catalyzed chemical 

reactions is implemented in the numerical simulations. The list of reactions in the reaction network 

and their reaction rate constants fitted by the model are presented in Table 2-1. The initial 

concentrations of each chemical simulated in the reaction network are provided in Table 2-2. The 

parameters of flow and reactive transport processes used in numerical simulations are provided in 

Table 2-3.  

 

Figure 2-2: (a) Image of three-dimensional model used to simulate the batch experiment 

composed of saturated soil with porewater and headspace gas zones, (b) temperature fluctuations 

imposed during 215 days of experiment with freeze (F, at -10°C) and thaw (T, at 15°C) cycles, and 

(c) pH values measured from the experiment used in the numerical simulation to calculate the pH 

function. 

 

Two of the reactions provided in Table 2-1 are not microbially-catalyzed reactions and their rates 

were not modelled using Eq. 2-10: carbonate/bicarbonate equilibrium as a function of pH and 

“glucose-DOC” production by freezing-induced soil matrix disturbance. The 

carbonate/bicarbonate equilibrium was modelled as an equilibrium reaction using the equilibrium 

constant for the dissolved carbon dioxide/bicarbonate system. The glucose-DOC production rate 

by freezing-induced soil matrix disturbance lysis is represented using a first-order rate where the 
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rate depends on the concentration of soil organic carbon. We added this DOC production reaction 

to fit the evolution of total DOC observed in the experiment and based on studies by others which 

show that freezing causes rapid physical conversion of soil C to DOC (Fuss et al., 2016; Kværnø 

and Øygarden, 2006). We simulated the reactions that consume this produced DOC by using the 

chemical formula of glucose to assign reaction stoichiometries to the reactions. The experimental 

glucose-DOC was calculated as the difference between the measured total DOC and acetate in 

carbon moles. Given the challenges in modeling pH as a variable that the model simulates 

(Hofmann et al., 2008; Jourabchi et al., 2005), we imposed the pH values measured during the 

experiment in the numerical simulation. We fit a continuous function to the discrete experimental 

pH measurements to impose the pH at any time in the model simulation (Figure 2-2c). 

In the numerical simulations used in this study, the transport, adsorption, and biodegradation of 

species in the soil domain are evaluated by solving Eq. 2-5 alongside corresponding boundary and 

initial conditions presented in Figure 2-2a and Table 2-2. The reaction rates and solid concentration 

in the adsorption/reaction term of Eq. 2-5 are evaluated by Eqs. 2-6 and 2-7, respectively. In the 

headspace, the transport of gaseous species is incorporated by solving Eq. 2-3 with the boundary 

conditions illustrated in Figure 2-2a. Zero concentrations are set for initial concentration of species 

in the headspace. Finally, interaction between two domains (soil and headspace) is modeled using 

Eq. 2-14. These sets of equations are solved using the COMSOL Multiphysics® software (version 

5.6) by adopting a 2D axisymmetric geometry.  

 

The simulations were performed for the 6 different experimental treatments: NL-NT, LA-NT, 

BES-NT, NL-TA, LA-TA, and BES-TA treatments. In addition, we used the model with the 

parameters that were fit to the experimental data to simulate a no FTC scenario and to compare 

the effects of FTCs versus no FTCs on CH4 and CO2 generation and toluene biodegradation. 

2.3 Results  

In what follows, we report and discuss the results obtained from the batch experiments and 

numerical simulations for the 6 different treatments (NL-NT, NL-TA, LA-NT, LA-TA, BES-NT, 

and BES-TA) which were subjected to 5 consecutive FTCs with the temperature regime presented 

in Figure 2-2b. We show the time series trends in concentrations measured and simulated (Figures 

2-3 to 2-6) and the time series trends in the reaction rates simulated (Figure 2-8). In addition, we 

present the simulation results of a no FTC scenario (Figure 2-7) in section 3.4. The microbial 
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reaction network, initial values, and reaction parameters fitted to the data and applied in the 

numerical simulations are presented in Figure 2-2 and Tables 2-1 to 2-3. These parameters were 

applied for all simulation runs.  

 

2.3.1 Porewater chemistry: pH, DIC and, SO4
2- 

The pH increased from around 7 to around 8.3 in all three treatments (NL-NT, LA-NT, BES-NT) 

before the first freeze period. Following the first freezing period, pH decreased by more than 1 pH 

unit in the treatments, and then decreased by close to 0.5 after the second FTC. Thereafter, for the 

remaining FTCs, the pH decreased by around 0.1 or less after each FTC, and was around 6.6-6.8 

in all three treatments by the end of the experiment on day 202. As mentioned in section 2.3.2, 

these measured pH values were then imposed in the model simulations, rather than being treated 

as a variable to simulate. 

 

The change in DIC concentrations closely matched the change in pH values (Figures A1-1 and 2-

2c), which is unsurprising, as the governing carbonate equilibria equations used in the model 

(Table 2-1) account for the decrease in DIC at low pH whereby dissolved CO2 decreases due to 

loss as gaseous CO2 in the headspace and decrease in CO2 production rate as a result of electron 

donors depletion. DIC and pH increased during the first 60 days, dropped sharply after the first 

and second freezing periods, and then remained relatively constant for the remainder of the 

experiment. DIC concentrations in the TA treatments (BES-TA, LA-TA, NL-TA) are higher than 

in the NT treatments because the added toluene increased the total carbon pool in the system, 

stimulates toluene fermentation (reaction TF), and the acetate produced by TF ultimately increases 

the cumulative gaseous CO2 and DIC produced by ABM (Figures 2-3 and 2-4). 

The model simulations are able to closely match these DIC changes, confirming that the model 

accurately represents the carbonate equilibrium system and the influence of pH on DIC speciation, 

as well as the reactions that produce and consume DIC (e.g., ABM, TF, HBM). 

 

 SO4
2− was the only electron acceptor that was available in the soils under the imposed anoxic 

conditions, as nitrate concentrations were very low or not detected. SO4
2−  was completely 

consumed in both the BES and LA treatments by the end of the second thaw period (Figures A1-

2) and in the NL treatment by the end of the third thaw period due to the absence of lactate addition, 

and hence the lower amount of electron donor available to reduce the SO4
2−. It should be noted that 
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lactate (data not shown) was no longer detected and presumed to be completely consumed in all 

treatments by day 35 (lactate oxidation rates are shown in Figure A1-2).  

 

2.3.2 Porewater chemistry: DOC and acetate 

DOC concentrations decreased prior to the FTCs, in all the treatments (Figure 2-3a) because the 

DOC was consumed by fermentation (DF) (Figures 2-3a and 2-8) and sulfate reduction (DOSR) 

reactions (Figure A1-2). Upon the initiation of the FTCs, DOC progressively increased with each 

FTC because of two reactions: (1) the freezing-induced soil matrix organic carbon release 

(SMOCR) reaction which is assumed to produce DOC during the freezing periods, and (2) 

acetogenesis (ACET), which produces acetate from H2 and CO2 during the thawing periods (Figure 

2-8). The DOC and acetate concentrations plateau in the fourth thaw period because the soil 

organic carbon DOC release and acetogenesis reaction rates decrease over time in the experiment. 

The DOC and acetate concentrations are higher in the LA and BES treatments relative to the NL 

treatments (Figures 2-3b, 2-3c, and 2-8), and are higher in the TA treatments relative to the NT 

treatments (Figures 2-3a to 2-3c) because of the added carbon in the form of lactate and toluene, 

respectively. In the model, the reactions driving this transformation of added lactate and toluene 

to increased acetate concentrations are lactate and toluene fermentation (LF and TF), respectively, 

which produce H2. The H2 produced by these reactions then stimulates acetogenesis.  

 

In initial iterations of the model development, acetogenesis could not explain the FTC-driven rise 

in total DOC concentrations alone, and we therefore attributed the increase in non-acetate DOC to 

freezing-induced soil organic carbon release from the soil matrix (e.g., soil aggregates) and/or 

microbial biomass, as described in section 2.2. In addition to the carbon balance accounted for by 

the model, we measured the SUVA254 index of the DOC in the porewater. Figures 2-3(g-i) show a 

considerable decrease in the SUVA254 index after each freezing period. The decrease in the 

SUVA254 index following each freezing period for all the soils, regardless of the treatment, 

indicates a release of soil matrix organic carbon, as microbial dissolved organic matter has a 

relatively low SUVA254 index (McKnight et al., 1994; Vestgarden and Austnes, 2009). 
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Figure 2-3: Timeseries results of DOC (a-c), Acetate (d-f), and SUVA254 index (g-i) for soils with 

different treatments during 215 days of experiment with freeze (F, at -10°C) and thaw (T, at 15°C) 

cycles (NL: no lactate added soils, LA: lactate amended treatment, BES: 2-bromoethanesulfonate 

amended treatment, NT: no toluene added soils, TA: toluene amended treatment). 

 

2.3.3 CO2 and CH4 generation 

The CO2 and CH4 headspace concentrations increase over time across all the treatments, with 

negligible changes in concentration during the freezing periods (Figures 2-4 and 2-8). Given that 

we calculated the cumulative CO2 and CH4 concentrations for the closed batch systems, these 

cumulative concentrations also represent the cumulative CO2 and CH4 production. The constant 



27 
 

concentrations during the freezing periods are successfully simulated by imposing near-zero rates 

of the reactions that produce CO2 and CH4 during these freezing periods (Figures 2-4 and 2-8). 

The results of simulation and experiment show the rapid increase in CO2 and CH4 production rates 

after thaw (i.e., when the temperature rapidly switches from -10˚C to 15˚C) because of the 

accumulation of H2, CO2, and acetate (Figures 2-4 and 2-8). The simulated CO2 and CH4 

production rates after the fourth freezing period are lower than that in the other prior thawing 

periods as shown in Figure 2-4. This decrease in the net CO2 and CH4 production rates is simulated 

in the model by the lower rates of HBM relative to the earlier thawing phases (Figures 2-5 and 2-

8) because of the lower concentrations of H2 and 𝐻𝐶𝑂3
− (i.e., DIC), and even by the predicted 

consumption of CH4 by methane fermentation (MF, which is the reverse reaction of HBM).  

 

Another reason for the decreased CO2 and CH4 production rates could be that ABM is inhibited. 

ABM inhibition has been observed before, and is sometimes attributed to high acetate 

concentrations being thermodynamically inhibiting (Garg et al., 2017; Nozhevnikova et al., 2007). 

However, we calculated the Gibbs energies under non-standard state conditions of ABM and found 

that it was thermodynamically favourable throughout the experiment (Table A1). Toluene addition 

to the incubations on day 113 increased CO2 and CH4 concentrations in all three treatments relative 

to the NT incubations as shown in Figure 2-4. The cumulative CO2 and CH4 generation increased 

by 136% and 87%, respectively, in the NL-TA treatment (Figures 2-4a and 2-4d), by 117% and 

61% in the LA-TA treatment (Figures 2-4b and 2-4e), and by 50% and 33% in the BES-TA 

treatment (Figures 2-4c and 2-4e), relative to their respective NT treatments. 

 

The NL treatments (NL-NT and NL-TA) had lower cumulative CO2 and CH4 concentrations 

compared to the LA treatments (LA-NT and LA-TA) because of the additional carbon (i.e., lactate) 

present in the LA incubations as illustrated in Figures 2-4 and 2-8. The BES treatments (BES-NT 

and BES-TA) had the lowest cumulative CO2 and CH4 concentrations despite the addition of 

lactate to these treatments due to the inhibition of methanogenic pathways by BES (Figures 2-4c, 

2-4e, and 2-8f). This inhibition effect on methanogenesis reactions by BES was simulated in the 

model by adding an additional inhibition factor on top of the inhibition effect by non-zero sulfate 

concentrations simulated using Eq. 2-13. The best match with the experimental CO2 and CH4 

concentration data was produced during the first 60 days when BES was assumed to slow down 
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ABM and HBM by 90% and 50%, respectively. After the first freezing period, the inhibition effect 

of BES was considerably lower, and the best fitting inhibition factor was 25% for both ABM and 

HBM (Figures 2-4, 2-5, and 2-8). We attribute the lowered inhibition effect after the first freezing 

period to BES degradation by microbial degradation or by degradation due to the freezing and 

thawing. These simulation results on the efficacy of BES as a methanogenesis inhibitor are in 

agreement with other experimental studies in the literature which also found that BES was not 

always 100% effective at inhibiting ABM and HBM and found that the inhibition effect of BES 

declined with time as BES was degraded (Scholten et al., 2000; Zinder et al., 1984). 

 

Figure 2-4: Headspace CO2 concentrations (a-c) and headspace CH4 concentrations (d-f) in soils 

with different treatments during 215 days of experiment with freeze (F, at -10°C) and thaw (T, at 

15°C) cycles. 
 

2.3.4 Fraction of ABM estimated from 𝛼𝐶𝑂2/𝐶𝐻4 and simulated by model 

The fraction of ABM predicted by the model and calculated using the headspace isotope δ13C-CH4 

and δ13C-CO2 (Figure 2-5) shows that in all three of the NT treatments (NL-NT, LA-NT, BES-

NT), 𝛼𝐶𝑂2/𝐶𝐻4  decreases from around 1.05 to around 1.02 between day 145 and 202 (Figure A1-

3c), which corresponds to an increase in the proportion of ABM contributing to methane 
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production from around 0.5 to 0.85. In TA treatments, the average  𝛼𝐶𝑂2/𝐶𝐻4 is higher than that in 

NT treatments, which corresponds to a moderate increase in the HBM fraction because of increase 

in the concentrations of H2 and HCO3
-. Overall, the model-calculated relative rates of ABM and 

HBM are generally in agreement with the ABM fraction derived from the 𝛼𝐶𝑂2/𝐶𝐻4 results. 

 

Figure 2-5: (a) Experimental and simulation results of the fraction of methane produced by ABM 

in soils with different treatments between day 130 and 215, and (b) simulation results of the 

fraction of ABM in soils with different treatments during 215 days. 

 

2.3.5 Toluene concentrations and δ13C-toluene 

Natural attenuation of toluene can be attributed to 1) anaerobic biodegradation; 2) evaporation; 

and 3) sorption in anoxic, saturated soil. For this reason, all three of these processes are considered 

in the model. When toluene was added to soil at day 113, the toluene concentration declined 

sharply between day 113 and 117 (Figure 2-6a). The model predicts that this sharp decline is due 

to toluene sorption to the soil. The model predicts that after day 117, after the initial toluene 

attenuation by sorption to the soil, TF is the dominant toluene-consuming reaction. Overall, the 

model predicts that 74% of the cumulative toluene concentration decrease between days 113 and 

202 is due to biodegradation, 15% being attributed to evaporation, and 11% being attributed to 

sorption. Like all the other microbial reactions, the TF reaction has a near-zero reaction rate during 

the freezing periods, and thus, no toluene biodegradation is occurring during these periods (Figure 
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2-8). During the thawing periods, toluene biodegradation via the TF reaction was the dominant 

toluene attenuation mechanism. 

 

Overall, both the experimental results and model simulations show that toluene is anaerobically 

biodegraded. In addition, the δ13C-toluene time series trend confirms that toluene was being 

biodegraded once it was added to the soil batch experiments on day 113. The δ13C-toluene becomes 

less negative with time, increasing from -28.2 ‰ initially to -27 ‰ by the end of the experiment, 

which is indicative of microbial biodegradation (Figure 2-6b). 

 

Figure 2-6: Timeseries results for (a) Toluene concentration in NL, LA, and BES soils, and (b) 

δ13C-toluene in TA soils with NL, LA, and BES treatments during 215 days of experiment with 

freeze (F, at -10°C) and thaw (T, at 15°C) cycles.   

 

2.3.6 Microbial reaction network: simulated reaction rates 

To simulate methanogenic toluene degradation, a network of 13 microbially-mediated reactions 

were considered, and rate constants and half saturation constants are used as fitting parameters as 

shown in Table 2-1. Figures 2-8 a-c show the rates of DF, ACET, and SMOCR in the different 

treatments. The rate of SMOCR decreases over time because of depletion of the leachable soil 

organic matter pool, while the rates of DF and ACET increase when H2 and glucose are 

accumulated in the system. The rates of HBM, ABM, AF, and MF are illustrated in Figures 2-8 d-

f. ABM, AF, and MF reactions become the dominant reactions under anoxic, electron-acceptor 

limited environment, but the rate of HBM decreases when H2 is consumed or released into the 
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headspace. The rates of the other reactions are illustrated in Figures A1-2. As shown in these 

figures, the role of sulfate reduction reactions in biodegradation of DOC becomes less important 

over time when sulfate is sufficiently depleted in the system.  

 

The fraction of methane produced by ABM relative to the total methane produced (the ABM 

fraction, fABM) was calculated using the model simulated reaction rates of ABM and HBM (Figure 

2-5). As shown in Figure 2-5b, the ABM fraction is close to 1 at the beginning of the experiment 

because acetate concentrations are much higher than H2 concentrations. The predicted ABM 

fraction was very low in the BES treatment during the first 60 days because the model was 

predicting considerable inhibition of ABM by BES (Figure 2-5b). After the first freezing period, 

the predicted ABM fraction increased in all the treatments during the thaw periods because of 

acetate buildup in the soil porewater and because CO2 dissolved in the porewater was lost to the 

headspace by diffusion/degassing. The ABM fraction was predicted to decrease after toluene was 

added to the soils because toluene fermentation increases porewater dissolved CO2 and H2 

concentrations. The model predicts that the average cumulative contribution of ABM to methane 

production is 75% of all the CH4 produced, whereas HBM contributes 25%. These model-

calculated relative rates of ABM and HBM are generally in agreement with the ABM fraction 

derived from 13C isotopic signatures of CO2 and CH4 between days 145-201 as illustrated in Figure 

2-5a. 

 

2.3.7 No FTC Model Scenario 

Given the successful performance of the diffusion-reaction model in reproducing the experimental 

results when FTCs were imposed, we used the model to simulate a scenario where no FTCs were 

imposed. In this model run, the temperature was fixed at 10°C during the first 60 days and 15°C 

between day 60-215. The input model parameters for this simulation is the same as that used for 

the simulation of the NL treatment (Tables 2-1 to 2-3). Notwithstanding there are no freezing 

periods in the no FTC scenario, the rates of CO2 and CH4 generation are lower than those in the 

FTC scenario (Figures 2-7a and 2-7b). The reason for the higher amounts of CO2 and CH4 

produced in the FTC than in the no FTC scenario is because more DOC and acetate are produced 

in the FTC scenario by SMOCR and the subsequent higher rates of DOC fermentation and 

acetogenesis (Figures 2-7d and 2-7e). Figure 2-7f shows that toluene is degraded 23% faster under 



32 
 

no FTC condition compared to the FTC scenario during the thaw periods: in the no FTC scenario, 

it is consumed by day 160 whereas toluene is still available after day 215 in the FTC scenario 

(Figure 2-7c). Moreover, the rates of CO2, CH4 and DOC production are 1.4-times, 1.35-times, 

and 5-times higher, respectively, under the FTC scenario than under the no FTC scenario (Figure 

2-7f).  

 

 

Figure 2-7: Simulation results of control scenario for (a) headspace CO2 concentration, (b) 

headspace CH4 concentration, (c) toluene concentration, (d) DOC, and (e) acetate in sulfate in soil 

porewater, and (f) relative rates of CO2 and CH4 generation, toluene consumption, and DOC 

production/consumption in FTC and control scenarios. 

 

2.4 Discussion 

2.4.1 Reaction pathways and rates 

The results show that anaerobic degradation processes are strongly influenced by temperature 

because the freezing periods significantly reduce the rates of anaerobic reactions and cause 

freezing-induced soil matrix disturbance and DOC release; however, the rates of the anaerobic 

reactions increase during thaw periods (Figure 2-8). The dominance of sulfate reduction and 

methanogenic reactions change over time: sulfate reduction reactions play an important role when 

an adequate amount of sulfate is available in the system during the first 60 days (Figure A1-2). 
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However, methanogenic degradation of DOC and toluene becomes dominant in the anoxic, 

electron acceptor-limited conditions that occur after day 60 (Figure 2-8 d-f). 

 

The changes in the methanogenic pathways HBM and ABM over time during the experiment can 

be identified using both isotopic analyses and numerical modeling. The model predicts that the 

rates of the HBM and ACET reactions increase when H2 accumulates in the system because of 

DOC fermentation (Figure 2-8 d-f).  The HBM rate then starts to decrease after the second thaw 

period because of H2 depletion, which occurs when the rate of H2 consumption is greater than its 

rate of production. In contrast, the rate of ABM increases over time because acetate concentration 

increase due to acetogenesis (ACET) and DOC fermentation (DF) of the DOC released by the 

SCOR reaction. Thus, the model predicts overall that the ABM fraction relative to HBM increases 

with time in the experiment. As section 3.4 highlighted, the ABM fraction predicted by the model 

is in good agreement with the ABM fraction calculated using the δ13C-CO2 and δ13C-CH4 isotope 

compositions observed. For the soil temperature during the thaw periods of 15°C, the model 

predictions that: (1) the average ABM fraction is around 75% , and (2) the acetogenesis rate is 

higher than that of HBM, indicating that it outcompetes HBM for the shared H2 substrate, are in 

agreement with previous studies (Conrad, 2020; Conrad and Klose, 1999; Fenchel et al., 2012; Fu 

et al., 2019; Hoehler et al., 1999; Kotsyurbenko, 2005).  

 

The model’s ability to accurately predict the relative rates of ABM and HBM is evidence that the 

model’s microbial reaction network is representing the most important reactions occurring in the 

soil. Although we did not rely on thermodynamic constraints on methanogenic and fermentation 

pathways to predict the relative energetic favorability of and competition between the pathways 

(Jin and Kirk, 2018), the kinetic inhibition factors used to inhibit the fermentation when sulfate 

was present successfully predicted the competition between sulfate reduction and 

fermentation/methanogenic pathways. Representing the DOC, lactate and toluene fermentation 

reactions as separate reactions from methanogenesis, and fitting these reactions’ rates to the 

measured concentrations of the fermentation products and methanogenic precursors acetate and 

H2, is very important to the reaction network (Garg et al., 2017; Gieg et al., 2014); it is likely one 

of the reasons our model was able to predict the ABM versus HBM methanogenic pathways and 

match the ABM fraction derived from the 𝛼𝐶𝑂2/𝐶𝐻4  results as well as it did, despite not using the 
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𝛼𝐶𝑂2/𝐶𝐻4  results to fit the model. Other conceptual microbial reaction networks proposed or used 

in models have grouped the initial fermentation, HBM and ABM reactions together (e.g., Edwards 

and Grbić-Galić, 1994, Molins et al., 2010). Our model parameters therefore also provide the rate 

constants for the fermentation reactions, such as DF, TF, HBM and ABM, which are not often 

derived and reported. (Table 2-1). According to the simulation results, TF contributes to 74% of 

the overall toluene natural attenuation, sorption contributes to 11%, and evaporation/volatilization 

contributes to 15%. 

 

 

Figure 2-8: Simulation results of the rates of the DF (DOC fermentation), ACET (acetogenesis), 

and SMOCR (soil matrix organic carbon release) reactions in soils with 3 different treatments (a-

c), and the rates of hydrogen-based methanogenesis (HBM), acetate-based methanogenesis 

(ABM), and methane fermentation/reverse HBM (MF) in soils with different treatments (d-f) 

during 215 days of experiment with freeze (F, at -10°C) and thaw (T, at 15°C) cycles. 

 

When simulating the FTC experimental results, accurately representing the freezing-induced soil 

matrix organic carbon release of DOC into solution was a key reaction for predicting the changes 
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in the total DOC in solution. The observed increases in DOC after freezing and the interpretation 

that freezing-induced soil matrix disturbances, and thus physical soil organic carbon degradation, 

is driving this DOC increase is in line with what other studies have observed (Giesler et al., 2007; 

Matzner and Borken, 2008; Song et al., 2017). Furthermore, a considerable decrease in the 

SUVA254 index following each freezing period for the soils with different treatments supports the 

interpretation that the DOC increase is due to a release of soil matrix and/or microbial biomass 

organic carbon, as microbially-derived dissolved organic matter has a relatively low SUVA254 

index (McKnight et al., 1994; Vestgarden and Austnes, 2009). This freezing-induced release of 

DOC into soil porewater has been identified as one of the major effects of FTCs on soil 

biogeochemistry observed when comparing winter and spring seasons with many FTCs with those 

having more snow cover and less FTCs (Fuss et al., 2016; Koponen and Bååth, 2016). 

 

The equations which account for how temperature modulates microbial reaction rates (Eq. 11) and 

effective gas diffusion coefficients (Eq. 6) are some of the key functions in the modelling 

framework which enable the prediction of the impact of FTCs on reaction and transport rates.  

These temperature functions can also be used to simulate the impact of any temperature 

fluctuations on PHC NSZD at contaminated sites, regardless of whether they involve fluctuating 

between freezing (<0°C) and above freezing conditions (>0°C). Accounting for the non-linear 

impacts of temperature on microbial reaction rates (e.g., Eq. 2-11) and on other processes will be 

important to account for in modeling frameworks for NSZD going forward. Altogether, the 

reaction network and diffusion-reaction model framework that we have presented herein, 

especially the inclusion of these temperature dependency functions, can be used as the basis for 

modeling methanogenic NSZD at any contaminated site. 

2.4.2 Effect of FTCs on toluene biodegradation and CO2 and CH4 generation 

In the no FTC scenario modelled, toluene is degraded 23% faster compared to the FTC scenario 

during the thaw periods; however, the cumulative CO2 and CH4 generation is 29% and 26% lower, 

respectively, than in the experimental and modelled FTC scenario results. The predicted increase 

in cumulative toluene degradation in the no FTC scenario is predicted because of more active days 

where the reaction rates are not inhibited by below-zero temperatures and more sulfate available 

in the system under the no FTC scenario. In the FTC scenario, the only reaction whose rate is 

enhanced by the FTCs is DOC production by soil matrix organic carbon release (SMOCR 



36 
 

reaction).  Comparing the predictions of the no FTC model scenario with the FTC scenario 

highlights the important influence on DOC production by soil organic carbon release during FTCs 

on the overall CH4 and CO2 generation. Without this enhanced DOC production in the FTC 

scenario relative to the no FTC scenario, less CO2 and CH4 would have been produced in the FTC 

scenario than in the no FTC scenario due to the near-zero reaction rates of all the CO2 and CH4 

producing reactions during the freezing periods. The no FTC scenario model-predicted results 

reveal that FTCs produce two outcomes which are less preferred than their alternatives: higher 

cumulative CO2 and CH4 generation and lower cumulative PHC degradation rates. Thus, in areas 

where snow cover is reduced and soils are exposed to FTCs more often, we can expect to see lower 

PHC degradation rates and higher CO2 and CH4 generation at contaminated sites where 

methanogenic PHC degradation is the dominant process. 

2.5 Summary and Conclusions  

We conducted a 215 day-long incubation experiment and reproduced the experimental results 

using a diffusion-reaction model which included 11 microbial reactions, toluene 

sorption/desorption, and gas diffusion to better understand how FTCs modulate soil geochemistry, 

methanogenic toluene biodegradation and CO2 and CH4 production. In the batch experiment, we 

imposed anoxic, saturated conditions and 5 successive freeze-thaw cycles (FTCs) where the 

temperature fluctuated from -10°C to 15°C. Based on the results obtained in this project, the 

following conclusions can be drawn: 

 

 The model successfully reproduced the experimental time series trends in porewater 

chemistry and headspace gas concentrations, indicating that the biogeochemical reaction 

network captures the most important reactions. This model represented the impacts of 

temperature on microbial reaction rates and gas diffusion rates and predicted the near-zero 

rates during the -10°C freezing periods by applying temperature functions to the calculation 

of the maximum rate constants and effective diffusion coefficients, respectively.  

 

 Toluene addition to the incubations on day 113 increased CO2 and CH4 concentrations in 

all three treatments relative to the NT incubations. The cumulative CO2 and CH4 generation 

increased by 136% and 87%, respectively, in the NL-TA treatment, by 117% and 61%, 

respectively in the LA-TA treatment, and by 50% and 33% in the BES-TA treatment. We 
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predicted this in the model by representing toluene fermentation, acetogenesis, hydrogen-

based methanogenesis, and acetate-based methanogenesis as separate reactions.  

 

 The average fraction of ABM contributing to methane production in the model was around 

75%, and the ABM fraction calculated from the δ13C-CO2 and -CH4 results agreed with 

this. The model confirms that methanogenic toluene degradation is the dominant toluene 

attenuation mechanism, representing 74% of the attenuation, with sorption contributing to 

11%, and evaporation contributing to 15%, which demonstrates that methanogenic toluene 

biodegradation (in anoxic soil, in the absence of electron acceptors) can contribute to 

natural toluene attenuation.  

 

 Representing the effects of FTCs on porewater DOC production due to freezing-induced 

soil matrix disturbance was key for accurately simulating DOC concentrations as well as 

CO2 and CH4 generation. The considerable decrease in the SUVA254 index following each 

freezing period also confirms that post-freezing DOC production can be explained by soil 

matrix organic carbon being released, as microbially-derived dissolved organic matter has 

a relatively low SUVA254 index.  

 

 In a model simulated scenario with no FTCs imposed, CO2 and CH4 generation are 29% 

and 26% lower, respectively than in the FTC condition because less DOC is produced in 

the no FTC scenario, whereas toluene biodegradation is 23% faster in the no FTC scenario. 

Hence, this no FTC scenario showed that FTCs slow down toluene degradation while 

enhancing CO2 and CH4 production, which is a less preferred outcome for contaminated 

site remediation.  

 

 Overall, our model was able to successfully reproduce the microbial reaction network and 

gas transport processes controlling methanogenic toluene degradation and CO2 and CH4 

generation from the soil, and the effect of FTCs on these reaction and process rates. 
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3 Effects of Water Table Fluctuations on Methanogenic Hydrocarbon Degradation 

3.1 Introduction 

subsurface contamination by petroleum hydrocarbons (PHCs) is a global environmental issue 

because some PHCs pose a significant threat to human health due to their toxicity (Gray et al., 

2010; Mayer & Hassanizadeh, 2005). Thus, it is important to understand major hydrologic and 

climatic factors affecting the fate, transport and distribution of PHCs (Ossai et al., 2020). Natural 

source zone depletion (NSZD) of PHCs due to biodegradation, dissolution, sorption, and 

volatilization has attracted attention in the last few decades (BenIsrael et al., 2019; Garg et al., 

2017; Khasi et al., 2019; Kulkarni et al., 2020; Ramezanzadeh et al., 2022; Shi et al., 2020). In 

these PHC-contaminated environments, aerobic and anaerobic respiration takes place where the 

reduction of electron acceptors (EA) such as oxygen (O2) , nitrate (NO3
− ), iron (III) (Fe3+ ), 

manganese(IV) (Mn4+), and sulfate (SO4
2−) is coupled to the oxidation of a PHC as an electron 

donor (ED). These electron acceptors often become scarce in a PHC-contaminated zone because 

of respiration, or variable hydrological and climatic regimes (Haberer et al., 2012; Karimi 

Askarani et al., 2018). As a result, fermentative and methanogenic degradation of PHCs under 

anoxic conditions become the dominant pathways leading to increased methane (CH4) and carbon 

dioxide (CO2) effluxes. While ex-situ treatment methods are known to be sources of greenhouse 

gases (GHGs) (Ellis & Hadley, 2009), the contribution of NSZD to GHG effluxes is still not clear 

(Garg et al., 2017). Therefore, comprehending factors modulating degradation pathways and GHG 

effluxes during NSZD processes and the impact on the climate system is required (Blake et al., 

2015; Dean et al., 2018; Jones et al., 2008; Lemming et al., 2012).  

 

Climate change can contribute to extreme drought and precipitation events, causing fluctuations 

in the water table and influencing soil moisture dynamics (Christiansen et al., 2017; Dinsmore et 

al., 2009; Easterling et al., 2000; Estop-Aragonés et al., 2013; Fairbairn, 2020). Soil moisture is a 

major factor controlling the rate of physical, geochemical and microbial processes contributing to 

NSZD (Henry, 2007; Keiluweit et al., 2016, 2017; Moyano et al., 2013; Pronk et al., 2020; Prowse 

et al., 2009) by modulating the distribution of EAs, PHCs, natural organic matter, nutrients, and 

microorganisms (Haberer et al., 2012; Holden & Fierer, 2005; Lin et al., 2012; Rezanezhad et al., 

2014; Rühle et al., 2015; Williams & Oostrom, 2000). The rate of GHG effluxes and PHC 

degradation can potentially be affected by groundwater level fluctuations (Henneberg et al., 2016). 
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In fact, a higher water level leads to greater effluxes of CH4 because of aceticlastic methanogenesis 

and hydrogenotrophic methanogenesis under anoxic conditions (Brewer et al., 2018; Conrad, 

2020; Von Fischer & Hedin, 2007; Günther et al., 2020; Sexstone et al., 1985; Sun et al., 2012), 

while it lowers the rates of hydrocarbon degradation and CO2 generation (Basiliko et al., 2009; 

Brewer et al., 2018; Christiansen et al., 2016; Pronk et al., 2020; Sierra et al., 2017; Van De Ven 

et al., 2021). In contrast, a water table decline usually decreases CH4 effluxes due to inhibition of 

methanogenesis or oxidation of CH4 in the presence of O2, whereas this decline increases CO2 

emissions and PHC degradation because of faster diffusion in air than in water, and higher aerobic 

degradation rates (Aurela et al., 2007; Baehr & Corapcioglu, 1987; Berglund & Berglund, 2011; 

Christiansen et al., 2016; Elberling et al., 2011; Estop-Aragonés et al., 2013; Hogg et al., 1992; 

Klüpfel et al., 2014; Molins et al., 2010; Pronk et al., 2020; Sihota et al., 2011; Silvola et al., 1996; 

Van De Ven et al., 2021). Methanogenic degradation of PHCs undergoing water table fluctuations 

(WTFs) and variable moisture regime has not been investigated in detail. Hence, understanding 

how NSZD of PHCs responds to large temporal variations in soil moisture during WTFs is vital 

to predict the fate and transport of PHCs, and the associated CH4 and CO2 effluxes (Klüpfel et al., 

2014; Moyano et al., 2013).   

 

The Impact of WTFs and soil moisture dynamics on NSZD processes has been investigated in 

numerous laboratory and field studies (e.g., Dinsmore et al., 2009; Knorr et al., 2009; Moore & 

Knowles, 1989; Sun et al., 2012; Van De Ven et al., 2021; Xia et al., 2022). Recent years has 

focused on the influence of soil moisture dynamics on GHG emissions (e.g., Berglund & Berglund, 

2011; Günther et al., 2020; Leifeld et al., 2019; Xue et al., 2020). Some field studies have 

highlighted the importance of drainage and imbibition cycles on GHG emissions, microbial 

activity, and soil carbon and nitrogen dynamics (Estop-Aragonés et al., 2013; Kettunen et al., 

1999; Knorr et al., 2009; Mander et al., 2011; Martikainen et al., 1993; Pronk et al., 2020; 

Rezanezhad et al., 2014; Säurich et al., 2019; Sun et al., 2012; Tiemeyer et al., 2016; Whittington 

& Price, 2006; Wiedermann et al., 2017; Xue et al., 2020; Zhong et al., 2017). Recent studies have 

shown how drained peatlands might exacerbate global warming through continued CO2 emissions, 

whereas peatland rewetting is effective for climate change mitigation, despite the increase in CH4 

emission (Franz et al., 2016; Günther et al., 2020; Hahn et al., 2015; Leifeld et al., 2019). In 

addition to field studies, laboratory experiments have linked GHG emissions, organic carbon 
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degradation, and microbial activity to water table depth (Berglund & Berglund, 2011; Dinsmore 

et al., 2009; Dobson et al., 2007; Farnsworth et al., 2012; Henneberg et al., 2016; Legout et al., 

2009; Mäkiranta et al., 2009; Moore & Knowles, 1989; Peralta et al., 2014; Prieto-Espinoza et al., 

2021; Pronk et al., 2020; Wessolek et al., 2002; Xia et al., 2022), soil moisture dynamics (Brewer 

et al., 2018; Christiansen et al., 2017; Fairbairn, 2020; Hack et al., 2015; McNicol & Silver, 2014; 

Sierra et al., 2017), and soil properties (Berglund & Berglund, 2011; Fairbairn, 2020; Ghezzehei 

et al., 2019; Moyano et al., 2013; Regina et al., 2004; Tang & Riley, 2019). It can be inferred from 

the studies that CO2 and N2O emissions peaked at different drainage depth and moisture content 

depending on soil type, whereas CH4 generation peaked when the system was saturated (Dinsmore 

et al., 2009; Fairbairn, 2020; Moyano et al., 2013). In terms of microbial activity, previous studies 

have conflicting results. A number of studies showed that the composition of microbial 

communities changed in the fluctuating water table zone, influencing the rates of CO2 and CH4 

production (Cruz-Martínez et al., 2012; Fierer & Schimel, 2002; Gupta et al., 2020; Minick et al., 

2019; Oertel et al., 2016; Prieto-Espinoza et al., 2021; Rühle et al., 2015; Sheng et al., 2021; Sun 

et al., 2012; Xia et al., 2022; Xue et al., 2020); while others observed no systematic difference 

(Pronk et al., 2020; Rezanezhad et al., 2014). Previous studies also suggests that frequent drainage-

imbibition cycles might enhance microbial tolerance to dynamic redox conditions. So far, several 

studies have investigated the impact of WTFs and soil moisture dynamic on carbon turnover, but 

the long term and short term effects of WTFs on methanogenic degradation of PHCs are still poorly 

understood. Van De Ven et al. (2021) quantified the impact of WTFs on NSZD rates in a biodiesel-

contaminated sandtank, and reported that surface effluxes due to the redistribution of 

contaminants, increased aerobic degradation, and the liberation of anaerobically produced gas 

accumulated below the water table.  

 

In addition to experimental studies, several biogeochemical reactive transport models have been 

developed to simulate NSZD processes (Ebrahimi & Or, 2017; Essaid et al., 2003; Mayer et al., 

2002; Molins et al., 2010; Molins & Mayer, 2007; Ng et al., 2015; Šimůnek & Suarez, 1993; Su 

et al., 2021; Vencelides et al., 2007). Mayer et al. (2002) and Molins & Mayer (2007) combined 

a biogeochemical reaction network and physical transport processes into a multiphase 

multicomponent flow and reactive transport model, called MIN3P, which has been used to 

simulate the reactive transport of PHCs, CO2 and CH4 during NSZD. Later, Molins et al. (2010) 
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simulated a PHC-contaminated site using a similar biogeochemical reactive transport model that 

incorporates a reaction network, multicomponent gas diffusion and advection, and solute transport. 

Their results confirmed that methanogenic biodegradation is the dominant PHC degradation 

pathway at a mature anoxic PHC-contaminated site. A number of studies simulated the effect of 

WTFs and moisture dynamics on contaminant transport and  CO2 effluxes (Amos & Mayer, 2006; 

Brookfield et al., 2006; Davidson et al., 2012; Fairbairn, 2020; Ghezzehei et al., 2019; Kettunen, 

2003; Legout et al., 2009; Moyano et al., 2013; Rubol et al., 2013). The numerical models showed 

that the rate of CO2 production is limited by the diffusion of organic carbon substrates at low soil 

moisture, while it is limited by availability of O2 at high soil moisture. However, the rate of 

anaerobic reactions, such as methanogenesis is predicted to increase with soil moisture as O2 can 

inhibit anaerobic reactions during drying (Davidson et al., 2012; Fairbairn, 2020). 

 

Although previous studies have investigated NSZD processes under variable moisture conditions 

using laboratory experiments, field monitoring, and/or reactive transport, the methanogenic 

biodegradation of PHCs and the accompanying effluxes of CO2 and CH4 under anoxic versus 

variable redox conditions are still not well understood. Therefore, the specific objective of this 

study was to delineate the effects of WTFs on geochemistry, methanogenic naphthalene 

biodegradation, and CH4 and CO2 effluxes. Using a combined experimental and modeling 

approach, we conducted a column experiment in which four soil columns were subjected to cycles 

of drainage (20 cm bss) and imbibition (0 cm bss), and four soil columns remained saturated. Three 

of the static and fluctuating soil columns were spiked with naphthalene and/or ethanol, while the 

remainders were not contaminated by naphthalene. The responses to the imposed WTFs were 

monitored by measuring CO2 and CH4 effluxes, dissolved CO2 and CH4, depth-dependent moisture 

content, and by analyzing the porewater chemistry at the end of each drainage-imbibition cycle. A 

diffusion-reaction model was developed to simulate the effect of WTFs on physical process rates 

and (bio)geochemical and geomicrobial reaction rates.  
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3.2 Materials and Methods 

3.2.1 Soil column experiment 

3.2.1.1 Soil sampling and analyses 

Undisturbed soil cores were collected from a former gasoline storage and refining facility where 

gasoline and other hydrocarbon compounds were stored. The site was used from the early 1950’s 

to 2001 for storage and distribution of various petroleum products, including two underground 

storage tanks and one above-ground storage tank which were removed in 2005 (Golder Associates 

Ltd., 2018). The soil ranges from sandy silt to silty sand with an estimated hydraulic conductivity 

of 10-1 cm s-1 or less. The groundwater depth historically ranges from 1.91 to 2.77 m below ground 

surface (Golder Associates Ltd., 2018). Sampling activities indicate presence of petroleum 

contamination in the soil and groundwater (Exp Energy Services Ltd., 2015; Golder Associates 

Ltd., 2018). From these historical surveys, contamination appears to be heterogeneously 

distributed around the site. A total of 13 soil cores, ~75 cm long, were collected from 1.4- 2.3 m 

below ground surface, straddling the water table. The soil cores were stored under sealed, nitrogen-

flushed, sub-oxic conditions at 4°C until used. 

 

The bulk density and porosity were determined from one the cores using the methods described 

by Hao et al. (2008), assuming the particle density of 2.65 g cm-3. The average bulk density and 

porosity of 5 samples were 1.53 g cm-3 and 0.43, respectively. Particle size distributions were 

determined at five depths along a single representative soil core by suspending samples in a 4%-

w/w sodium metaphosphate solution for several hours on a stir plate, then pipetting suspended 

samples into a wet dispersion unit feeding to a Analysette 22 Microtec Plus laser diffraction 

particle size analyzer (Fritsch, Germany). Total carbon, total organic carbon, and total nitrogen in 

oven-dried (105°C, 2 days) homogenized soil were measured via CHNS analysis using a Carlo-

Erba NA-1500 Elemental Analyzer (Carlo-Erba Instruments, Italy). Total organic carbon and total 

nitrogen were each found to be below the detection limit of 0.01 g/g, while average total carbon 

was measured as 0.02 g/g.  

 

Sorption tests were conducted to assess the context-specific aqueous/solid partitioning potential of 

naphthalene. Although naphthalene sorption is known to have dependence on soil organic carbon 

content (Li et al., 2020; Shi et al., 2020), and a variety of sorption distribution coefficients (Kd) for 
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this compound have been determined in the literature for a variety of soils (e.g., Xing, 1997), it 

was unknown how the pre-existing hydrocarbons in the soil might affect sorption of naphthalene. 

To investigate this, we determined context-specific 48-hour isotherms for naphthalene at 25, 50, 

and 100% of the maximum experimental concentrations (5 mg L-1 or 0.039 mM). The sorption 

tests were performed at room temperature (~24°C) and soil was treated with 1.84 mmol kg-1 

mercuric (II) chloride as biocide.  

 

3.2.1.2 Soil column system 

Eight stainless-steel columns (7.5 cm inner diameter and 60 cm long) were each filled with 45 cm 

of undisturbed soil cores. In addition, four equilibrium columns (clear acrylic columns, inner 

diameter: 7.5 cm, length: 60 cm, Soil Measurement Systems, LLC, USA, model CL-021) filled 

with 45 cm of artificial porewater (APW) and connected to the stainless-steel soil columns to 

control the water table level in the soil columns. For a more detailed explanation of this soil column 

setup, the reader is referred to Rezanezhad et al. (2014). The APW solution was prepared to closely 

match the pH, electrical conductivity, and ionic composition of groundwater from the field site, 

and contained NaHCO3 (1.00 mM) and CaCl2 (0.80 mM), KHCO3 (1.00 mM), and MgCl2 (0.15 

mM) in ultrapure deionized water. The APW in the equilibrium columns were sparged 

continuously with N2 gas to ensure anoxic conditions. A photo and a schematic diagram of the 

column experimental setup are shown in Figures 3-1 and 3-2. The soil columns were equipped 

with sampling ports for moisture content, Eh, temperature, porewater sampling, and gas analyses 

(see 3.2.1.4). There were also two ports on top of the columns through which the headspace was 

flushed with humid air to minimize evaporative loss of water.  
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Figure 3-1: A photo of the stainless-steel columns equipped with moisture, temperature, and redox 

sensors, and water and gas samplers. 

 

3.2.1.3 Water table fluctuation regime 

The columns were packed under saturated conditions and remained saturated for 140 days. Then, 

the four fluctuating water table columns were subjected to 3 successive cycles of 6-week drainage- 

imbibition with water level fluctuating from 0 cm below soil surface (bss) to 20 cm bss. In the 

remainders, the water table was maintained at 0 cm bss (see Figure 3-2a).  

 

On day 111, 5 ml pure ethanol was injected into one static (SEC) and one fluctuating (FEC) 

columns, while 5 ml ethanol-naphthalene solution with naphthalene concentration of 15000 mg L-

1 was injected into two static (SEN1 and SEN2) and two fluctuating (FEN1 and FEN2) columns. 

In addition, 5 ml APW solution was injected into one static (SWC) and one fluctuating (FWC) 

columns as control columns to compare the physical effect of injecting 5 ml solution into the 

columns. The solutions were injected into the soil columns from the port located at 17.5 cm bss. 

To change the water level by 1.5 cm day-1, the peristaltic pump for the equilibrium column 

controlling FEN1, FEN2, and FEC was set at a flow rate of 6.4 ml hr-1. 
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Figure 3-2: Schematic diagrams of the column experimental setup for (a) the fluctuating water 

table columns and (b) the static water table columns. FEN1 and FEN2 are referred to the 

fluctuating nap-ethanol (naphthalene-ethanol) amended columns, SEN1 and SEN2 are the static 

ethanol-naphthalene amended columns, FEC is the fluctuating ethanol control column, SEC is the 

static ethanol control column, FWC is the fluctuating water control column, and SWC is the static 

water control column. 
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3.2.1.4 Instrumentation 

The columns were equipped with airtight lateral ports regularly spaced every 5 cm. As illustrated 

in Figure 3-2, stainless-steel porewater samplers (5 cm length, 2.5 mm diameter, with a filter pore 

size of 180 μm) were installed at 7.5, 22.5, and 32.5 cm bss in FEN1 and SEN1 and at 2.5, 12.5, 

22.5, and 32.5 cm bss in other columns. Up to 5 mL aqueous samples for chemical analysis are 

collected every 3 weeks.  

   

Five high-resolution redox potential (Eh) microelectrodes with 10 μm glass tip (Unisense, 

Denmark) was installed at 2.5, 12.5, and 37.5 cm bss in FEN1 column and at 2.5 and 37.5 cm bss 

in SEN1 column (Figure 3-2). Each pair of Eh microelectrode was combined with an external, 

micro-size reference electrode (open-ended Ag–AgCl electrode with gel-stabilized electrolyte, 

Unisense), which was in contact with the bottom outflow/inflow of the soil column. Electrode 

readings were recorded by a high-impedance millivolt- meter (Unisense), which in turn was 

connected to the control computer. Three temperature sensors (DaqLink Fourier Systems Ltd., 

#DBSA720) were installed at 7.5 and 27.5 cm bss in the FEN2 column (Figure 3-2) and one outside 

the column setup. In the FWC and SWC columns, 5 ECH2O EC-5 soil moisture sensors (Decagon, 

Devices, Inc, USA) occupied ports at 5, 10, 15, 30, and 40 cm bss. The Eh, temperature, and 

moisture content were recorded every 10 sec, 15 sec, and 15 min, respectively. 

 

3.2.1.5 Headspace gas fluxes 

CO2 and CH4 fluxes were measured three times a week by connecting the headspace ports to an 

automated multiplexed CO2 flux analyzer (Li-8100, Li-COR Biosciences, Lincoln, NE, USA) and 

a CH4/CO2/H2O gas analyzer (Li-7810, Li-COR Biosciences, Lincoln, NE, USA) (see Figure 3-

2). During the measurements, the upper ports of the columns were closed for 10 min, and air 

circulated in a closed loop through LI-8100, LI-7810, and the headspace. The CO2 and CH4 fluxes 

were measured from the rate of gas accumulation within the headspace, according to the method 

of Davidson et al. (2002) (for more details about the flux calculations using this setup see 

Rezanezhad et al., 2014 and Pronk et al., 2020).  
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3.2.1.6 Porewater and gas analyses 

Porewater samples were collected every three weeks for analysis of dissolved naphthalene, 

dissolved organic carbon (DOC), dissolved inorganic carbon (DIC), major anions, pH, electrical 

conductivity (EC), dissolved gas, and 13C isotope compositions of CH4 and CO2.   

 

Dissolved naphthalene concentration was determined using a solvent micro-extraction technique. 

2 mL porewater sample and 1 mL of dichloromethane solvent extractant spiked with 

metafluorotoluene tracer were added to a 4 mL glass vial. The vial was shaken for 20 min at 350 

rpm and then left inverted for 15 min. The dichloromethane extractant was then removed from the 

vial using a 1 mL gas-tight glass syringe and transferred into a 2 mL glass vial. The extractant was 

then injected to an Agilent 7890A Gas Chromatograph (Agilent Technologies, China) at 275°C 

through a capillary column and naphthalene concentration was measured using a flame ionization 

detector (detection limit of 5 µg L-1).  

 

For analysis of DOC and DIC, 1.5 mL of each porewater sample was filtered through a ChoiceTM 

0.45 µm nylon filter and then placed into a total organic carbon (TOC) glass tube prefilled with 6 

mL ultrapure Milli-Q water (i.e., 1:7 dilution). DOC samples were acidified to pH <3 using 3 drops 

of 1 M HCl. DIC and DOC samples were then analyzed on a TOC analyzer (Shimadzu TOC-

LCPH/CPN;  MDL: 3 and 6 µmol L-1, respectively).  

 

Approximately 0.5 mL of undiluted porewater sample was filtered through a 0.2 μm pore size 

membrane filter (Thermo Scientific Polysulfone filter) into a glass vial, preserved with 10 mg L-1 

chromate, and then frozen at -20°C for later analysis of major anion concentrations including 

chloride anion (Cl-), nitrate (NO3
-), sulfate (SO4

2-), acetate (C2H3O2
-) and lactate (C3H6O3) using 

ion chromatography (IC, Dionex ICS-5000 with a capillary IonPac® AS18 column; ± 3.0% error 

and ± 1.6% precision; MDL: 0.076, 14.7, 6.7, 0.7, and 0.4 µmol L-1, respectively). pH and 

electrical conductivity (EC) were measured using LAQUAtwin pH and EC meters (LAQUA Twin 

meters, model Horiba B-213), requiring ~0.2 mL of unfiltered sample.  

 

The headspace equilibration technique proposed by McAullife (1971) was used to measure 

dissolved CO2, CH4, and O2 concentrations at different depths in the soil columns. Approximately 

1 mL of each porewater sample was injected into a gas-tight plastic syringe prefilled with 40 mL 
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helium (He). The dissolved gas components in the porewater samples transferred to the He 

headspace during equilibration time, which was later measured using a Shimadzu Gas 

Chromatograph (Model GC-2014) equipped with a flame ionization detector and methanizer (for 

CO2 and CH4) and thermal conductivity detector (for H2 and O2) (Magen et al., 2014).  

 

The headspace equilibration technique was also used for δ13C isotope analyses of dissolved CO2 

and CH4. The gas samples obtained from the headspace equilibration technique were injected into 

He-filled Exetainer vials to analyze δ13C- CO2 and δ13C- CH4 via gas chromatography combustion 

(GCC) conversion through a Agilent 7890A gas chromatograph coupled to a Thermo Scientific 

Delta V Plus isotope ratio mass spectrometer via GC Isolink (Thermo Fisher Scientific, Germany) 

continuous flow isotope ratio mass spectrometer (CFIRMS) by the Environmental Isotope 

Laboratory at the University of Waterloo. 

 

3.2.2 Simulation 

The mass conservation equation for solute transport describing advection and diffusion of a 

sorbing, volatilizing, and decaying solute in a variably saturated porous medium can be described 

as: 

                   
𝜕(𝜃𝑙𝑐𝑖)

𝜕𝑡
+
𝜕(𝜌𝑏𝑐𝑝,𝑖)

𝜕𝑡
+
𝜕(𝜃𝑔𝑐𝐺,𝑖)

𝜕𝑡
+ 𝛻. [−(𝐷𝑒𝑙,𝑖 + 𝐷𝑒𝑔,𝑖kG,i)]𝛻𝑐𝑖 + 𝑢. 𝛻𝑐𝑖 = 𝑅𝑖       (3-1) 

 

where 𝜃𝑙 and 𝜃𝑔 are the volume fraction of liquid phase and gas phase for substance i, 𝑐𝑖 is the 

concentration [ML-3] of the specimen 𝑖, 𝑢 is darcy velocity [LT-1], 𝑅𝑖 is reaction rate [ML-3sec-1] 

of substance i, 𝑐𝐺,𝑖 is the concentration [ML-3] of specimen i in gas phase, 𝜌𝑏 is bulk density [ML-

3] of soil, 𝑐𝑝,𝑖 is the linear adsorption isotherm [MM-1] for substance i.,and 𝑘𝐺,𝑖 is the volatilization 

rate constant [1] of substance i. 𝐷𝑒𝑙,𝑖 and 𝐷𝑒𝑔,𝑖 are the effective diffusion coefficients [L2 T-1] for 

substance i in the aqueous phase and gas phase, respectively, that can be correlated to solute 

diffusivity in bulk solvent as follows (Millington & Quirk, 1961): 

                                                              𝐷𝑒𝑙,𝑖 =
𝜃𝑙

10
3

𝜙𝑒
2 𝐷𝐿,𝑖                                                           (3-2) 

                                                              𝐷𝑒𝑔,𝑖 =
𝜃𝑔

10
3

𝜙𝑒
2 𝐷𝐺,𝑖                                                          (3-3) 
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where 𝜙𝑒 is effective porosity, and 𝐷𝐿,𝑖 and 𝐷𝐺,𝑖 are the solute diffusion coefficients [L2 T-1] for 

substance i in bulk solvent in the aqueous phase and gas phase, respectively. 

 

In the first term of Eq. 3-1, 𝜃𝑙  can be obtained from the Richards’ equation (Eq. 3-4). In this 

equation, the specific moisture capacity 𝐶𝑚 and the effective saturation 𝑆𝑒𝑤 are taken from the van 

Genuchten retention model (Van Genuchten, 1980): 

                                 (
𝐶𝑚

𝜌𝑔
+ 𝑆𝑒𝑤𝑆)

𝜕𝐻𝑝

𝜕𝑡
+ 𝛻 [−

𝑘

𝜇
(𝛻𝐻𝑝 + 𝜌𝑔𝑧)] = 0                                    (3-4) 

 

 where S is storage coefficient (L-1), 𝐻𝑝 is pressure head (L). In this equation, a sinusoidal function 

can be imposed to mimic the water table regime in this experiment:  

                                     𝐻 = 0.45 + 0.1 [sin (𝜋
𝑡+10.5

21
) − 1]                                                 (3-5) 

where H is hydraulic head and t is time (days).  

 

The second term in Eq. 3-1 models the adsorption/desorption of each chemical species to the solid 

phase (i.e., the soil matrix) in porous media which accounts for decreasing and increasing in 

chemical transport flux of species as they attach to (adsorb) and detach from (desorb) the solid 

phase during traveling through the medium. In this study, the linear adsorption model is used to 

predict the solid concentration (𝑐𝑝,𝑖) from the concentration in the liquid phase as: 

                                                 𝑐𝑝,𝑖 = 𝐾𝑑,𝑖𝐶𝑒𝑞,𝑖                                                              (3-6) 

where 𝐶𝑒𝑞,𝑖 [ML-3] is the concentration of aqueous substance i after equilibrium was reached, and 

𝐾𝑑,𝑖 [L
3M-1] is the distribution coefficient for the linear model.  

 

The final term in Eq. 3-1, 𝑅𝑖 , represents chemical reactions, most of which are microbially-

catalyzed, that account for changes in species concentration per unit volume porous medium per 

time. In the presence of a network of different reactions, 𝑅𝑖 can be defined by: 

                                                      𝑅𝑖 = ∑ 𝜈𝑖,𝑗𝑟𝑗𝑗                                                                      (3-7) 

where 𝑟𝑗 is the rate of 𝑗th reaction in a reaction network, and 𝜈𝑖,𝑗 is the stoichiometric coefficient 

of specimen 𝑖 in the reaction 𝑗. Then the 𝑟𝑗 can be calculated as follow: 

                                                     𝑟𝑗 = 𝑘𝑗  𝑐𝐸𝐴 𝑐𝐸𝐷                                                                      (3-8) 

where 𝑟𝑗 is the rate constant for reaction j, and 𝐶𝐸𝐷 and 𝐶𝐸𝐴 are concentrations of electron donors 

and electron acceptors consumed in the reaction, respectively, both in [mol. L-1]. 
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It should be noted that some chemical species act as competitive inhibitors to some reactions who 

share a substrate, so an inhibition term in Eq. 3-10 for the inhibiting effect of 𝑂2 on anaerobic 

reactions was incorporated: 

                                                          𝑟
𝑖𝑛ℎ,𝑗 = 

𝐾𝑖𝑛ℎ,𝑖,𝑗

𝐾𝑖𝑛ℎ,𝑖,𝑗+𝑐𝑖

                                                          (3-9) 

where 𝐾𝑖𝑛ℎ,𝑖,𝑗 is inhibition constant for substance i in reaction j and 𝑟𝑖𝑛ℎ,𝑗 is the inhibition factor. 

 

In this model, Henry’s law can be applied to the boundary between the headspace and soil:  

                                                            𝑐𝑖
𝑎𝑞
= kG,i𝑐𝑔                                                            (3-10) 

where 𝑐𝑖
𝑎𝑞

 and 𝑐𝑔 are equilibrium concentrations of substance i in aqueous phase and headspace. 

To investigate the impact of WTFs on biodegradation processes and gas emissions, a microbial 

reaction network of 12 microbially-catalyzed chemical reactions was implemented. The list of the 

chemical reactions and the associated fitting parameters are presented in Table 3-1. The initial 

concentrations of each chemical simulated in the reaction network are provided in Table 3-2.  

 

In the numerical simulations used in this study, the transport, adsorption, and biodegradation of 

species in the soil domain are evaluated by solving Eq. 3-1, and 3-4 alongside corresponding 

boundary and initial conditions presented in Eq. 3-10 and Table 3-2. The reaction rates and solid 

concentration in the adsorption/reaction term of Eq. 3-1 are evaluated by Eqs. 3-6 and 3-7, 

respectively. Atmospheric concentrations are set for initial concentration of species in the 

headspace. Finally, interaction between two domains (soil and headspace) is modeled using Eq. 

10. These sets of equations are solved using the COMSOL Multiphysics® software (version 5.6). 

We ran the simulations for 2 different experimental treatments: FEN and SEN.  

 

Table 3-1: List of reactions included in the microbial reaction network and their reaction rate 

constants. 

Reaction name Chemical reaction 
Rate constant 

(sec-1)  

Naphthalene 

oxidation 
𝐶10𝐻8 + 12𝑂2 → 10𝐶𝑂2 + 4𝐻2𝑂 2.0e-7 

Naphthalene 

fermentation 
𝐶10𝐻8 + 20𝐻2𝑂 → 10 𝐶𝑂2 + 24𝐻2 2.1e-8 
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Ethanol oxidation 𝐶2𝐻6𝑂 + 3𝑂2  → 2𝐶𝑂2 + 3𝐻2𝑂 2.5e-5 

Ethanol fermentation 𝐶2𝐻6𝑂 +  𝐶𝑂2 → 1.5𝐶2𝐻3𝑂2
− + 1.5𝐻+ 5e-7 

Hydrogen-based 

methanogenesis/ 

Methane 

fermentation  

0.25𝐶𝑂2 +𝐻2 ⇌ 0.25𝐶𝐻4 + 0.5 𝐻2𝑂 5.5e-7 / 8.1e-8 

Acetate-based 

methanogenesis 
𝐶2𝐻3𝑂2

− + 𝐻+ → 𝐶𝑂2 + 𝐶𝐻4 2.2e-8 

Methane oxidation CH4 + 2O2 → CO2+ 2H2O  2.0e-7 

Acetogenesis/ 

Acetate fermentation 
0.5𝐶𝑂2 + 𝐻2 ⇌ 0.25𝐶2𝐻3𝑂2

− + 0.75𝐻2𝑂 + 0.25𝐻
+ 8.0e-6 / 5.1e-7 

Acetate oxidation 𝐶2𝐻3𝑂2
− + 2𝑂2 + 𝐻

+ →  𝐶𝑂2 + 2𝐻2𝑂 5.2e-7 

Glucose fermentation 𝐶6𝐻12𝑂6 + 0.857𝐻2𝑂 → 0.857 𝐶𝑂2 + 2.57𝐶2𝐻3𝑂2
− + 1.714𝐻2 + 2.576 𝐻

+  1.5e-8 

Glucose aerobic 

oxidation 
𝐶6𝐻12𝑂6 + 6𝑂2  → 6𝐶𝑂2 + 6𝐻2𝑂 9.5e-8 

 

Table 3-2: Initial concentrations of each species modeled in the microbial reaction network.  

Substance Initial concentration (mol m-3)  

𝑆𝑂4
2− 0.250 

𝐶10𝐻8 0 

𝑂2 (𝑎𝑞) 0.117 

𝐶2𝐻3𝑂2
− 0.017 

𝐶6𝐻12𝑂6 1.733 

DOC 1.75 

DIC 5.987 

𝐶𝑂2 (aq) 5.987 

𝐻2 (aq) 1e-6 

𝐶𝐻4 (aq) 0.005 

𝐶2𝐻6𝑂 0 

𝐶𝑂2 (g), 𝐶𝐻4 (g), 𝐻2 (g) 0 
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Table 3-3: Model parameters used in the numerical simulation of FEN and SEN columns. 

Parameters Values 

𝑇 (K) 295.15 

𝜙𝑒 0.425 

𝑝𝐻 7.2 

𝐾𝐻2
𝐻  0.018 

𝐾𝐶𝐻4
𝐻  0.034 

𝐾𝑂2
𝐻  0.032 

𝐾𝐶𝑂2
𝐻  0.83 

𝐷𝑂2
𝑔

 2.1e-9 

𝐷𝑂2
𝑎𝑞

 1.59e-5 

𝐷𝐶𝐻4
𝑔

 1.9e-5 

𝐷𝐶𝐻4
𝑎𝑞

 1.6e-9 

𝐷𝐶𝑂2
𝑔

 1.1e-5 

𝐷𝐶𝑂2
𝑎𝑞

 1.2e-9 

𝐷𝐻2
𝑔

 7.5e-5 

𝐷𝐻2
𝑎𝑞

 2.7e-9 

𝐷𝑆𝑢𝑙𝑓 6.8e-10 

𝐷𝑁𝑎𝑝 1.8e-10 

𝐷𝐴𝑐𝑒𝑡 6.8e-10 

𝐷𝐺𝑙𝑢𝑐  6.14e-10 

𝐷𝑒𝑡ℎ𝑎𝑛𝑜𝑙 1.23e-9 

𝐾𝑖𝑛ℎ,𝑆𝑂4(mol m-3) 0.001 

𝐾𝑖𝑛ℎ,𝐴𝑐𝑒𝑡(mol m-3) 25 

𝐾𝑖𝑛ℎ,𝐻2(mol m-3) 0.0001 

𝐾𝑖𝑛ℎ,𝐶𝐻4(mol m-3) 0.25 

𝐾𝑖𝑛ℎ,𝑂2(mol m-3) 0.016 

3.3 Results  

3.3.1 Porewater geochemistry  

Figure 3-3a shows how moisture content changed in the fluctuating water table columns at 5 

different depths (5, 10, 15, 30, and 40 cm bss): the moisture was highest at 40 cm bss and decreased 

with increasing proximity to the soil surface (between 40 cm and 5 cm bss). The imposed water 
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table regime (Figure 3-3b) controlled the soil moisture profile in the fluctuating columns. The 

redox microsensors at 2 depths (2.5 and 12.5 cm) in SEN1 recorded almost constant redox 

potentials on the order of 200 and -900 mV, respectively, while the microsensors installed at 3 

depths (2.5, 12.5, and-37.5 cm) in FEN1 showed redox potentials oscillating between 700 mV and 

-600 mV. 

 

Time series data of dissolved naphthalene concentrations for these columns are presented in Figure 

3-4 (samples were taken from depths 7.5 cm in FEN1 and SEN1, and at -12.5 cm in FEN2 and 

SEN2) and Figure A2-1 (samples were taken from depth 22.5 cm bss). The dissolved naphthalene 

concentration in the two static ethanol/naphthalene columns (SEN1 and SEN2) decreased from 

203 μM to 99 μM between days 131 and 280, whereas it dropped from 196 μM to 40 μM in the 

fluctuating zones in FEN1 and FEN2 (Figure 3-4). These results suggest that naphthalene was 

degraded faster in the fluctuating columns compared to the static columns because naphthalene 

fermentation is the dominant naphthalene attenuation mechanism under saturated, anoxic soil 

conditions, while aerobic degradation increases the rate of naphthalene consumption under oxic 

soil conditions. However, the increase in naphthalene concentrations in the FEN1 and SEN2 at 

depth 22.5 cm bss (Figure A2-1) indicates the downward transport of naphthalene in the column. 

As presented in Figure A2-1, naphthalene concentration in FEN1 is higher than that in SEN2 

because WTFs result in naphthalene redistribution in the fluctuating water table soil columns. 

 

 

Figure 3-3: (a) Time series data of moisture content at 5 different depths in the fluctuating columns 

and (b) schematic diagram of the water table levels imposed in the static and fluctuating columns. 

The blue area shows the imbibition period (IMB) and the pink area represents the drainage period 

(DRN). 
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Figure 3-4: Naphthalene concentrations measured at depths 7.5 and 12.5 cm bss in the fluctuating 

zone (a) FEN1 and FEN2 columns, and (b) SEN1 and SEN2 columns. The red dash-line represents 

the time at which naphthalene-ethanol solution was injected.  

 

The average DOC concentrations in all soil columns decreased from 2.0 mM to 0.8 mM during 

the first 111 days because the DOC was consumed by fermentation and sulfate reduction reactions. 

Following naphthalene/ethanol addition on Day 111, the average DOC concentrations in the 

naphthalene/ethanol-contaminated soils increased by up to 573 mM due to the presence of 

ethanol/naphthalene (see Figures 3-5a and 3-5b). Approximately 170 days after the injection, the 

average DOC concentrations in the fluctuating and static ethanol/naphthalene-contaminated soil 

columns decreased to 31 mM and 143 mM, respectively (Figures 3-5a and 3-5b). Three main 

mechanisms explain the higher rate of DOC consumption in the fluctuating water table columns 

compared to the static water table columns: (1) both anaerobic and aerobic degradation of DOC 

occur in the fluctuating water table columns, while fermentation reactions are the dominant 

reactions consuming both ethanol and naphthalene in the static water table columns, (2)  the rate 

of ethanol evaporation in the fluctuating columns is higher than in the static water table columns, 

which are anoxic, fully saturated, and (3) the rate of acetate production under anoxic condition in 

the static water table columns is higher than in the fluctuating water table columns.  

 

Following naphthalene/ethanol injection on Day 111, the average DIC concentration in the 

fluctuating and static soil columns decreased from 6 to 3 mM on Day 140 because CO2 was 

probably consumed alongside H2 for methanogenesis (i.e., for the HBM reaction) after H2 

production was increased by the fermentation of the added naphthalene and ethanol (Figures 3-5c 

and 3-5d). After Day 140, DIC concentrations increased in the fluctuating columns but did not 
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increase considerably in the static columns (Figure 3-5c) due to limited O2 availability and lower 

CO2 production. The timeseries data of porewater pH measured in the fluctuating and static water 

table columns (Figure A2-3a) closely matched the DIC time series trends in the corresponding soil 

columns, which is unsurprising, as changes in dissolved CO2 affect both DIC and pH in soils. pH 

in FEN1, FEN2, and FEC increased following ethanol-naphthalene addition because of CO2 

consumption, while it significantly decreased after lowering the water level due to the increase in 

dissolved CO2 (Figure A2-3a). The naphthalene/ethanol injection also affected the soil porewater 

EC. The timeseries data of EC in the fluctuating and static water table columns are provided in 

Figure A2-3b. 

 

 

Figure 3-5: Porewater DOC and DIC concentrations measured at depths 2.5, 12.5, 22.5, and 32.5 

cm bss in the fluctuating water table columns (a and c) and in the static water table soil columns 

(b and d). The red dash-line represents the time at which naphthalene-ethanol solution was 

injected.  
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The average acetate concentration in the static and fluctuating water table columns decreased from 

0.059 mM to 0.006 mM during the first 111 days because acetate was consumed by acetate 

fermentation, acetate-based methanogenesis (ABM), and acetate oxidation-sulfate reduction 

reactions in the saturated soil columns (Figure 3-6). Following naphthalene/ethanol addition at 

Day 111, the average acetate concentration in the static and fluctuating water table columns 

increased from 0.006 mM to 66 mM and 88 mM, respectively (Figure 3-6).  The acetate 

concentrations in the static water table columns was higher than in the fluctuating water table 

columns because O2 acts as a competitive inhibitor to acetogenesis and to the other (fermentation) 

reactions which produce acetate. 

 

SO4
2− was the only electron acceptor that was available as the other electron acceptors, such as 

NO3
- concentrations were very low or not detected. SO4

2−  was completely consumed in the 

ethanol/naphthalene-contaminated soil columns during the first 120 days (Figure A2-2). However, 

SO4
2− concentration in FWC remained above 0.5 mM at depth 12.5 cm bss because of the limited 

organic carbon substrate. 

 

 

 
Figure 3-6: Porewater acetate concentrations measured at depths 2.5, 12.5, 22.5, and 32.5 cm bss 

in the fluctuating water table columns (a), and in the static water table soil columns (b). The red 

dash-line represents the time at which naphthalene-ethanol solution was injected.  
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Figure 3-7: Concentrations of dissolved CO2 and CH4 measured at depth 22.5 cm bss in the 

fluctuating water table columns (a and c) and in the static water table soil columns (b and d). The 

red dash-line represents the time at which naphthalene-ethanol solution was injected.  

 

 

Dissolved CO2 and CH4 concentrations at the depth 22.5 cm bss were measured using the 

headspace equilibration technique. As shown in Figures 3-7a and 3-7b, the average dissolved CO2 

in the ethanol/naphthalene-contaminated soil columns decreased from 6.3 to 3.4 mM, 30 days after 

naphthalene/ethanol injection (days 110 to 140), while the dissolved CO2 in FWC and SWC did 

not decrease following the naphthalene/ethanol injection. As presented in Figures 3-7c and 3-7d, 

the average dissolved CH4 in the ethanol/naphthalene-contaminated soil columns increased to 323 

µM between days 110 to 140, while the dissolved CH4 in FWC and SWC remained less than 10 

µM. The observed decrease in CO2 and simultaneous increase in dissolved CH4 in the 

naphthalene/ethanol contaminated soil columns indicate that HBM is probably the prevailing CH4- 

producing reaction following the precursor naphthalene and ethanol fermentation reactions. After 

day 140, the fluctuating water table columns are subjected to 3 successive 6-week cycles of 

drainage and imbibition. During the lowering of the water table in the first, second, and third 
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drainage periods, dissolved CO2 increased by 2.1 mM, 5.9 mM, and 3.1 mM (Figure 3-7a), 

respectively due to the oxidation of DOC and CH4. Meanwhile, dissolved CH4 decreased by 123.1 

µM, 244.7 µM, and 139.6 µM, respectively, during the first three drainage periods, because of the 

release of the dissolved CH4 during the drainage, the onset of aerobic CH4 oxidation, and inhibition 

of methanogenesis in the presence of O2. However, during the imbibition periods, dissolved CO2 

concentrations decreased (Figures 3-7a and 3-7b), while CH4 started to accumulate in the saturated 

soils (Figures 3-7a and 3-7b) because of the increase in the rates of methanogenesis and other 

anaerobic degradation reactions and the considerable decrease in O2 concertation. 

 

3.3.2 CO2 and CH4 effluxes  

The average CH4 efflux rates in the ethanol/naphthalene contaminated soil columns increased from 

0.3 to 71.4 nmol m-2 s-1 (Figures 3-8c and 3-8d) following naphthalene/ethanol injection, which 

was matched by 300 µM  increase in the dissolved CH4 concentrations measured at the depth of -

22.5 cm (Figures 3-7c and 3-7d). Simultaneously, the average CO2 fluxes stayed relatively 

constant at around 0.06 µmol m-2 s-1 in both the static and fluctuating columns (Figures 3-8a and 

3-8b). The observed decrease in CO2 fluxes and the simultaneous increase in the CH4 fluxes and 

dissolved CH4 concentrations indicate that HBM, which consumes CO2 and produces CH4, is the 

prevailing methanogenic pathway before day 140. The average CH4 fluxes in FEN1, FEN2, and 

FEC during the lowering of the water table in the first, second, and third drainage periods increased 

to 733, 1249, and 1141 nmol m-2 s-1, respectively, due to the release of the accumulated CH4 

(Figure 3-8c). As presented in these figures, CH4 fluxes started decreasing about two weeks after 

the start of the drainage periods. Although the water table level remained constant (at a depth of 

20 cm bss) in all the fluctuating columns for 2 weeks, the decrease in CH4 flux is possibly 

explained by CH4 oxidation and the inhibition of methanogenesis by O2. Figure 3-8a shows a 

continuous increase in CO2 fluxes during the first, second, and third drainage periods from 0.06 

µmol m-2 s-1 to 0.65, 1.23, and 1.54 µmol m-2 s-1, respectively because of the release of accumulated 

dissolved CO2 and the aerobic degradation of DOC and CH4.  

 

During the first, second, and third imbibition periods, the average CH4 flux in FEN1, FEN2, and 

FEC (Figure 3-8c) decreased to 208, 115, and 77 nmol m-2 s-1, respectively due to limited upward 

diffusion during the raising of the water table. Following the end of the imbition period, the CH4 



60 
 

flux then statrted increasing (following the end of all 3 imbibition periods) because of the higher 

rate of methanogenesis in the saturated conditions compared to the unsaturated conditions. The 

average CO2 fluxes in the fluctuating columns during the first, second, and third imbibition periods 

decreased to 0.25, 0.30, and 0.19 µmol m-2 s-1 (Figure 3-9a) because the most available carbon 

substrate has already been degraded in the first drainage-imbibition period. CO2 and CH4 fluxes 

reached higher peaks in the second drainage period (Figures 3-8a and 3-8c) because of higher 

accumulated dissolved CO2 and CH4 concentrations in the second drainage compared to the first 

drainage period.  

 

It should be noted that CH4 efflux rates in the SWC column did not change considerably because 

this soil column was always fully saturated and there was no ethanol/naphthalene added. CO2 and 

CH4 fluxes in SEN1, SEN2, and SEC have an upward trend after day 140 (Figures 3-9b and 3-9d) 

because of anaerobic degradation of ethanol/naphthalene, and consequent CO2 and CH4 production 

in the anoxic, saturated soils. Compared with the gas effluxes for the fluctuating columns, the CO2 

and CH4 effluxes measured in the static, ethanol/naphthalene spiked soil columns changed at a 

slower pace over the course of the experiment. Because methanogenesis was the dominant 

biodegradation pathway for naphthalene (and ethanol) in these columns, CH4 effluxes increased 

monotonically between days 110 and 180. CO2 and CH4 fluxes remained lower than 0.45 µmol m-

2 s-1 and 250 nmol m-2 s-1, respectively because of limited upward diffusion in the saturated soils 

(Figures 3-8b and 3-8d).     



61 
 

 

Figure 3-8: Soil surface CO2 and CH4 effluxes from the fluctuating water table columns (a and c) 

and the static water table soil columns (b and d). The red dash-line represents the time at which 

naphthalene-ethanol solution was injected.  

 

 

3.3.3 Methanogenic pathways  

To visualize and differentiate between the metabolic pathways controlling the production and/or 

consumption of dissolved CH4 (and CO2) concentrations, δ13C - CO2 was plotted against δ13C - 

CH4 (Figures 3-9a, 3-9b, and 3-9c) following the approach of Whiticar (2020). In these figures, 

the blue and green areas represent the HBM and ABM metabolic domains, respectively, and the 

pink area represents the CH4 oxidation metabolic domain. HBM is the prevailing methanogenic 

pathway in the ethanol/naphthalene contaminated soil columns before day 130 (Figures 3-9a and 

3-9b). Then, the dominant methanogenic pathway shifted to ABM due to the increase in acetate 

and decrease in the dissolved CO2. CH4 oxidation in the fluctuating columns became the prevailing 

metabolic pathway contributing to the δ13C-CH4 isotope composition after the first drainage period 
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(i.e., after day 165) (Figures 3-9a and 3-9c), whereas ABM was the dominant metabolic pathway 

controlling dissolved CH4 concentration in the static columns after day 130. 

 

Figure 3-9: δ13C-CO2 versus δ13C-CH4 in (a) FEN1, FEN2, and FEC, (b) SEN1, SEN2, and SEC, 

and (c) FWC and SWC. 
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3.3.4 Simulation 

Simulation were performed for the FEN1, FEN2, SEN1, and SEN2 columns only. Figure 3-10 

shows soil moisture content obtained by the model and the experiment in the fluctuating columns. 

As shown in these figures, the model is able to mimic the variations in moisture content during 

WTFs.  In this model, the variations in moisture content affect the CO2 and CH4 effluxes (Figure 

3-11a) because the ability of gas components (e.g., CH4, CO2, and O2) to transport within the pore 

spaces is a function of moisture content according to Eqs. 3-1 to 3-3.  

 

 

Figure 3-10: Moisture contents at 5 different depths (a) simulated, (b) measured in the column 

experiment. 

 

The simulated CO2 and CH4 fluxes for the FEN and SEN columns are in agreement with the fluxes 

measured in the experiment (Figure 3-11). The variations in moisture content and relative 

permeability of gas components affect soil surface effluxes and the dissolved concentrations of 

CO2 and CH4 (Figure 3-12) because of three main mechanisms in this model: (1) O2 can act as an 

inhibitor for the anaerobic reactions according to Eq. 3-9, (2) O2 increases the rates of aerobic 

reactions producing dissolved CO2 according to the reaction network used in this model (Table 3-

1), (3) dissolved CO2 and CH4 concentrations decrease with CO2 and CH4 effluxes in this model. 

As shown in Figure 3-12, the model-predicted dissolved CO2 and CH4 agrees with that obtained 

from the experiment. 
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Figure 3-11: Experimental (points) and simulation (lines) results of soil surface CO2 and CH4 

effluxes for the fluctuating water table columns FEN1 and FEN2 (a and c) and the static water 

table columns SEN1 and SEN2 (b and d). The red dash-line represents the time at which 

naphthalene-ethanol solution was injected.  

 

 

The model was able to closely match the DIC changes in both the FEN and SEN columns (Figures 

3-13a and 3-13b), confirming that the reaction network used in the simulations represents the 

reactions that produce and consume DIC (e.g., ABM, HBM, ethanol/naphthalene oxidation). Also, 

Figures 3-13c and 3-13d shows that the simulation results of DOC in FEN and SEN agrees with 

experimental data because the main components and chemical reactions determining DOC 

concentrations were considered in this model (i.e., DOC includes glucose, acetate, ethanol, and 

naphthalene as presented in Table 3-1). Naphthalene is one of the DOC components consumed 

due to naphthalene fermentation and aerobic oxidation reactions. The model successfully 

simulated the impact of moisture dynamics on naphthalene concentrations (Figure 3-14). Acetate 

is another component of DOC that produced/consumed because of acetogenesis, ABM, and other 
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fermentation reactions in this model (Table 3-1). Figure 3-15 shows the model can successfully 

predict the changes in acetate concentration after naphthalene/ethanol injection in the FEN and 

SEN soil columns. 

 

 

Figure 3-12: Experimental (points) and simulation (lines) results of dissolved CO2 and CH4 

concentrations for the fluctuating water table columns FEN1 and FEN2 (a and c), and the static 

water table soil columns SEN1 and SEN2 (b and d). The red dash-line represents the time at which 

naphthalene-ethanol solution was injected. 
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Figure 3-13: Experimental and simulation results of DIC and DOC concentrations in the 

fluctuating water table columns FEN1 and FEN2 (a and c) and the static water table soil columns 

SEN1 and SEN2 (b and d). The red dash-line represents the time at which naphthalene-ethanol 

solution was injected.  

 

 
Figure 3-14: Experimental and simulation results of naphthalene concentrations in (a) the 

fluctuating columns FEN1 and FEN2, (b) and the static columns SEN1 and SEN2 (b). The red 

dash-line represents the time at which naphthalene-ethanol solution was injected. 
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Figure 3-15: Experimental and simulation results of acetate concentrations in (a) the fluctuatinc 

columns FEN1 and FEN2, and (b) the static columns SEN1 and SEN2. The red dash-line 

represents the time at which naphthalene-ethanol solution was injected. The red dash-line 

represents the time at which naphthalene-ethanol solution was injected.   

 

3.4 Discussion 

The results show that naphthalene degradation and CO2 and CH4 effluxes are strongly influenced 

by moisture content. The imposed water table fluctuations in the soil column caused variations in 

moisture content, dissolved CO2 and CH4, the relative rates of aerobic and anaerobic 

biodegradation reactions as well as gas transport processes in soils.  

 

3.4.1 Impact of WTFs on naphthalene degradation 

The average naphthalene concentrations in the 22.5 cm bss (i.e., the zone of water table fluctuation 

in the fluctuating columns) decreased 1.5-times more in the fluctuating (FEN1 and FEN2) than in 

the static (SEN1 and SEN2) columns (Figure 3-4) because aerobic degradation increases the rate 

of net naphthalene degradation in the fluctuating columns compared to the static columns, where 

the much slower naphthalene fermentation is the dominant degradation pathway (Figure 3-16). 

The increase in dissolved naphthalene concentrations in the saturated zone (32.5 cm bss) by 15 

μM in FEN1 (Figure A2-1) indicate that WTFs also cause downward transport and the 

redistribution of naphthalene in the column. As presented in Figure A2-1, naphthalene 

concentration in FEN1 is higher than that in SEN2 because WTFs result in the redistribution of 

naphthalene in the fluctuating water table columns. 
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The average DOC concentrations in the fluctuating and static ethanol/naphthalene-contaminated 

soil columns decreased by 95% and 75%, respectively (Figures 3-5a and 3-5b) because 

evaporation and aerobic degradation of DOC components, especially ethanol and naphthalene 

increase the rate of DOC consumption in the fluctuating columns (Figure 3-16). The other reason 

is that the average acetate concentration in the static columns is higher than in the fluctuating 

columns (Figure 3-6) because O2 acts as a competitive inhibitor and reduces the rate of 

acetogenesis and other fermentation reactions producing acetate in the soil columns (Figure 3-16). 

The rate of acetate production also depends on the concentration of dissolved H2, which is a by-

product of some anaerobic degradation reactions. 

 

 
Figure 3-16: Simulation results of the rates of (a) ethanol oxidation, ethanol ferm (ethanol 

fermentation), Acetogenesis, acetate fermentation, and acetate oxidation, (b) the rates of acetate-

based methanogenesis (ABM), hydrogen-based methanogenesis (HBM), methane fermentation, 

and methane oxidation, and (c) the rates of naphthalene oxidation and fermentation, and (d) the 

rates of glucose oxidation and fermentation reactions. 
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3.4.2 Impact of WTFs on CO2 and CH4 effluxes 

The average dissolved CO2 in the fluctuating and static ethanol/naphthalene-spiked columns 

decreased by 46%, 30 days after naphthalene/ethanol injection, while the dissolved CO2 in FWC 

column increased by 19% (Figures 3-7a and 3-7b). Simultaneously, the average dissolved CH4 

increased by 323 µM, while the dissolved CH4 in FWC and SWC columns remained less than 10 

µM (Figures 3-7c and 3-7d). The observed decrease in CO2 and simultaneous increase in dissolved 

CH4 in the naphthalene/ethanol contaminated soil columns (days 110 to 140) indicate that HBM 

is probably the prevailing CH4-producing reaction following the precursor naphthalene and ethanol 

fermentation reactions. During water table lowering, the average dissolved CO2 increases by 105% 

(Figure 3-7a) due to the oxidation of DOC and CH4, while dissolved CH4 decreases by 29% (Figure 

3-7c) because of CH4 oxidation and inhibition of methanogenesis in the presence of O2. However, 

during imbibition, dissolved CO2 concentration is reduced (Figure 3-7a), while CH4 is accumulated 

because of the increase in the rates of methanogenesis and other anaerobic degradation reactions 

and the decrease in the rates of aerobic degradation (Figure 3-16). The changes in dissolved CO2 

controlled DIC and pH in the soil columns, and hence pH and DIC closely matched CO2 trends in 

the corresponding soil columns.  

 

The average CH4 fluxes in the ethanol/naphthalene spiked soil columns increased by 71.1 nmol m-

2 s-1 about one month after naphthalene/ethanol injection (see Figures 3-8c and 3-8d), which 

corresponded to an increase in the dissolved CH4 concentration at 22.5 cm bss (Figures 3-7c and 

3-7d). The observed increase in CH4 fluxes and dissolved CH4 concentrations and simultaneous 

decrease in dissolved CO2 (Figures 3-8a and 3-8b) indicate that HBM is the prevailing 

methanogenic pathway before the start of drainage-imbibition cycles. During the lowering of the 

water table, the average CH4 and CO2 fluxes increased by up to 10 times (Figure 3-8) due to the 

release of the accumulated dissolved CH4 and CO2. When the water level remained constant at 20 

cm bss, CH4 fluxes started to decrease because of aerobic CH4 oxidation, while CO2 fluxes 

continuously increased because of the release of the dissolved CO2 and the aerobic degradation of 

DOC and CH4. During imbibition periods, the average CH4 and CO2 fluxes returned to baseline 

conditions (Figures 3-8a and 3-8c) due to limited upward diffusion, and then CH4 started 

increasing because of the higher rates of methanogenic reactions in the saturated, largely anoxic, 

soil compared to the unsaturated, largely oxic, soil during the drainage periods. CO2 and CH4 
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fluxes reached higher peaks in the second drainage period (Figures 3-8a and 3-8c) because of 

higher dissolved CO2 and CH4 in the second drainage compared to the first drainage period. 

 

3.4.3 Impact of WTFs on methanogenic pathway 

As discussed above, the results of CO2 and CH4 indicated that HBM is probably the prevailing 

CH4-producing reaction during the first 140 days of the experiment, and the methanogenic 

pathway shifted to ABM and CH4 oxidation after day 140. The changes in the methanogenic 

pathways HBM and ABM over time during the experiment were identified using isotopic analyses. 

The results of δ13C compositions of dissolved CO2 and CH4 (Figure 3-9) confirms that HBM is the 

prevailing methanogenic pathway in the ethanol/naphthalene spiked soil columns before day 130 

because H2 and CO2 as byproducts of DOC fermentation accumulate in the system. Then, the 

dominant methanogenic pathway shifted to ABM between days 130-180 due to CO2 consumption 

and H2 depletion, which occurs when the rate of H2 consumption is greater than its rate of 

production. In contrast, the rate of ABM increases over time because acetate concentration 

increases due to acetogenesis and DOC fermentation. After day 180, δ13C-CH4 became less 

negative, and CH4 oxidation and ABM became the prevailing pathways in the fluctuating columns 

because of the microbial oxidation of CH4 that can take place due to O2 availability.  The model 

also successfully predict the switch from HBM to ABM in the fluctuating columns as presented in 

Figure 3-16 b. 

 

3.4.4 Model performance 

 

The model’s successful simulation of the experimental time series trends in porewater chemistry 

and surface gas effluxes indicates that the biogeochemical reaction network captures the most 

important reactions and that the transport component of the model successfully simulates the 

impact of water table fluctuations on soil moisture content, and then, in turn, the effect of soil 

moisture content on gas effective diffusion coefficients. Although the effect of soil moisture 

content on reaction rates is not represented explicitly using a soil moisture function, like in  

Ghezzehei et al. (2019) and Moyano et al. (2013), the effect of soil moisture on O2 ingression into 

the porewater is represented, and the O2 concentration then regulates the competition between 

aerobic and anaerobic pathways via inhibition terms. This modeling framework can also be used 



71 
 

to simulate the impact of any water table fluctuations or moisture content variations on PHC NSZD 

processes at contaminated sites.  

 

3.5 Summary and Conclusions 

A ten month-long soil column experiment and simulated the experimental results using a diffusion-

reaction model including 12 microbial reactions and multicomponent solute transport to better 

understand how WTFs modulate soil geochemistry, methanogenic naphthalene biodegradation and 

CO2 and CH4 effluxes in PHC-contaminated soils. In the column experiment, 4 soil columns were 

subjected to 3 successive 3-week cycles of drainage (20 cm bss) and imbibition (0 cm bss), whereas 

in 4 static columns, the soil cores remained saturated. Based on the results obtained in this study, 

the following conclusions can be drawn: 

 

 The observed decrease in CO2 concentrations and simultaneous increase in dissolved CH4 

in the saturated naphthalene/ethanol contaminated soil columns indicated that HBM is 

probably the prevailing CH4-producing reaction following the precursor naphthalene and 

ethanol fermentation reactions.  

 During drainage periods, the average dissolved CO2 increased by 105% due to the aerobic 

oxidation of DOC and CH4, while the average dissolved CH4 decreased by 29% because 

of CH4 oxidation and inhibition of methanogenesis in the presence of O2.  

 Rewetting following drainage reduced dissolved CO2 and increased accumulated CH4 

because of the increase in the rates of methanogenesis and other anaerobic degradation 

reactions and the decrease in the rates of aerobic degradation in saturated soils. 

 During drainage periods, the average CH4 and CO2 fluxes increased up to 10 times in the 

ethanol/naphthalene spiked soils due to the release of the accumulated CH4 and CO2, and 

then CH4 fluxes started to decrease because of aerobic CH4 oxidation, while CO2 fluxes 

continuously increased due to the aerobic degradation of DOC and CH4. However, the 

average CH4 and CO2 fluxes dropped considerably due to limited upward gas diffusion 

during imbibition. 

 The average porewater DOC in the fluctuating and static ethanol/naphthalene-

contaminated soil columns decreased by 95% and 75%, respectively because evaporation 
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and aerobic degradation of DOC components, especially ethanol and naphthalene, 

increased the rate of DOC consumption in the fluctuating columns. 

 The average naphthalene concentrations dropped by 80% and 51% in the fluctuating and 

static soil columns, respectively. Also, the increase in naphthalene concentration below the 

water level in the fluctuating columns indicated that drainage-imbibition cycles also cause 

downward transport of naphthalene in the column.  

 The results of δ13C compositions of dissolved CO2 and CH4 confirmed that HBM is the 

prevailing methanogenic pathway in the saturated ethanol/naphthalene spiked soil columns 

because H2 and CO2 as by-products of DOC fermentation accumulate in the system. Then, 

the dominant methanogenic pathway shifted to ABM due to CO2 consumption, H2 

depletion, and acetate production. After one drainage-imbibition cycle, δ13C-CH4 became 

less negative, and CH4 oxidation became the prevailing pathway in the fluctuating columns 

because of aerobic microbial CH4 oxidation. 

 The model successfully reproduced the experimental time series trends in porewater 

chemistry and surface gas effluxes, indicating that the model captured the most important 

processes. 
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4 Conclusions and Future Research 

4.1 Summary of key findings 

The overall objective of this thesis was to advance understanding of how freeze-thaw cycles 

(FTCs) and water table fluctuations (WTFs) control methanogenic petroleum hydrocarbon (PHC) 

biodegradation and CO2 and CH4 fluxes in soils contaminated by petroleum products. In Chapter 

2, I aimed to delineate the effects of FTCs on methanogenic toluene biodegradation and CH4 and 

CO2 generation. In Chapter 3, the main objective was to investigate the effects of WTFs on soil 

geochemistry, naphthalene biodegradation, and CH4 and CO2 soil efflux rates.   

 

In Chapter 2, a 215 day-long incubation experiment was conducted and the experimental results 

were simulated using a diffusion-reaction model which included 11 microbial reactions, toluene 

sorption/desorption, and gas diffusion to better understand how FTCs modulate soil geochemistry, 

methanogenic toluene biodegradation, and CO2 and CH4 production. In the batch experiment, we 

imposed anoxic, saturated conditions and 5 successive FTCs where the temperature fluctuated 

from -10°C to +15°C. I also developed a biogeochemical model representing the impacts of 

temperature on microbial reaction rates and gas diffusion rates. 

 

The experimental results showed that toluene addition to the incubations increased CO2 and CH4 

concentrations in all three treatments relative to the NT (no lactate added) incubations. The 

cumulative CO2 and CH4 generation increased by 136% and 87%, respectively, in the NL-TA (no 

lactate added-toluene amended) treatment, by 117% and 61%, respectively in the LA-TA (lactate 

amended-toluene amended) treatment, and by 50% and 33% in the BES-TA (2-

bromoethanesulfonate (BES) amended-toluene amended) treatment. We predicted this in the 

model by representing toluene fermentation, acetogenesis, hydrogen-based methanogenesis, and 

acetate-based methanogenesis as separate reactions.  

 

Moreover, the results of this experiment demonstrate that the average fraction of ABM (Acetate 

based methanogenesis) contributing to methane production in the model was around 75%, and the 

ABM fraction calculated from the δ13C-CO2 and -CH4 results agreed with this. The model 

confirmed that methanogenic toluene degradation is the dominant toluene attenuation mechanism, 

representing 74% of the attenuation, with sorption contributing to 11%, and evaporation 
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contributing to 15%, which demonstrates that methanogenic toluene biodegradation (in anoxic 

soil, in the absence of electron acceptors) can contribute to natural toluene attenuation.  

 

In the modeling component of this study, the biogeochemical model represented the impacts of 

temperature on microbial reaction rates and gas diffusion rates and predicted the near-zero rates 

during the -10°C freezing periods by applying temperature functions to the calculation of the 

maximum rate constants and effective diffusion coefficients, respectively. The model successfully 

reproduced the experimental time series trends in porewater chemistry and headspace gas 

concentrations, indicating that the biogeochemical reaction network captures the most important 

reactions. Moreover, representing the effects of FTCs on porewater dissolved organic carbon 

(DOC) production due to freezing-induced soil matrix disturbance was key for accurately 

simulating DOC concentrations as well as CO2 and CH4 generation. In addition to the FTC 

scenario, I simulated a scenario with no FTCs imposed. The results of this model showed that CO2 

and CH4 generation are 29% and 26% lower, respectively than in the FTC condition because less 

DOC is produced in the no FTC scenario, whereas toluene biodegradation is 23% faster in the no 

FTC scenario. Hence, the no FTC scenario showed that FTCs slow down toluene degradation 

while enhancing CO2 and CH4 production, which is a less preferred outcome for contaminated site 

remediation.  

 

In Chapter 3, a ten month-long column experiment was conducted and the experimental results 

were simulated using a diffusion-reaction model which included 12 microbial reactions and 

multicomponent solute transport to better understand how WTFs modulate soil porewater 

geochemistry, methanogenic naphthalene biodegradation and CO2 and CH4 effluxes. In the column 

experiment, 4 soil columns were subjected to 3 successive 3-week cycles of drainage (20 cm bss) 

and imbibition (0 cm bss), whereas in 4 static columns, the soil cores remained saturated. 

 

 The experimental results demonstrated that the observed decrease in CO2 concentration and 

simultaneous increase in dissolved CH4 in the saturated ethanol/naphthalene contaminated soil 

columns indicate that HBM (Hydrogen based methanogenesis) is probably the prevailing CH4-

producing reaction following the precursor naphthalene and ethanol fermentation reactions. Also, 

during lowering the water table, the average dissolved CO2 increases by 105% due to the oxidation 

of DOC and CH4, while the average dissolved CH4 decreases by 29% because of CH4 oxidation 
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and inhibition of methanogenesis in the presence of O2. The results also showed that rewetting 

contaminated soils reduces dissolved CO2 and increase accumulated CH4 in soil because of the 

increase in the rates of methanogenesis and other anaerobic degradation reactions and the decrease 

in the rates of aerobic degradation in saturated soils. During the lowering of the water table, the 

average CH4 and CO2 fluxes increased up to 10 times in the ethanol/naphthalene spiked soils due 

to the release of the accumulated CH4 and CO2, and then CH4 fluxes started decreasing because of 

aerobic CH4 oxidation, while CO2 fluxes continuously increased due to the aerobic degradation of 

DOC and CH4. However, the average CH4 and CO2 fluxes dropped considerably due to limited 

upward diffusion during the imbibition periods. 

 

The results of the soil water chemistry analysis showed that the average porewater DOC in the 

fluctuating and static ethanol/naphthalene-contaminated soil columns decreased by 95% and 75%, 

respectively, because of the combination of evaporation and aerobic degradation of ethanol and 

naphthalene, both of which were higher in the fluctuating columns, which increased the rate of 

DOC loss. The depth-averaged naphthalene concentrations dropped by 80% and 51% in the 

fluctuating and static soil columns, respectively, over eleven months, confirming the hypothesis 

that naphthalene is attenuated more efficiently in the fluctuating conditions. Also, the increase in 

naphthalene concentration below the water level in the fluctuating columns indicates drainage-

imbibition cycles also cause downward transport of naphthalene in the column.  

 

The model-predicted relative rates of HBM and ABM combined with the trends in the δ13C isotope 

compositions of dissolved CO2 and CH4 indicate that HBM is the prevailing methanogenic 

pathway in the saturated ethanol/naphthalene spiked soil columns because H2 and CO2, produced 

by DOC fermentation, accumulate in the porewater. Then, the dominant methanogenic pathway 

shifted to ABM due to CO2 consumption, H2 depletion, and acetate production. After one drainage-

imbibition cycle, δ13C-CH4 became less negative, and CH4 oxidation became the prevailing 

pathway controlling the δ13C-CH4, and therefore the CH4 efflux rates, in the fluctuating columns 

because of aerobic microbial CH4 oxidation that can take place due to O2 availability.  

 

The model’s ability to reproduce the experimental time series trends in porewater chemistry and 

surface gas effluxes indicates that the biogeochemical reaction network captures the most 

important reactions. Also, the model can successfully predict the impact of water table fluctuations 
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on gas effluxes and soil chemistry by defining chemical reaction rates and effective diffusion 

coefficients as a function of moisture content. The equations, which account for how moisture 

content modulates microbial reaction rates and effective gas diffusion coefficients, are some of the 

key functions in the modelling framework which enable the prediction of the impact of WTFs on 

reaction and transport rates. These functions can also be used to simulate the impact of any water 

table fluctuation regimes or moisture content variations on PHC NSZD at contaminated sites. 

Altogether, the reaction network and diffusion-reaction model framework that I have presented 

herein can be used as the basis for modeling methanogenic NSZD at any contaminated site. 

 

The experiments and the numerical simulations presented in Chapters 2 and 3 are novel 

investigations into the impacts of FTCs and WTFs in contaminated soils. To the best of our 

knowledge, this is the first time the impact of FTCs and WTFs on methanogenic PHC 

biodegradation have been investigated. In the FTC experiment, we designed a batch experiment 

under anoxic, saturated condition to better understand methanogenic pathways in anoxic soils 

under FTCs, while previous studies have investigated FTCs under oxic conditions. The numerical 

simulation and the batch experiment showed that freezing-induced soil matrix disturbance is a 

potential mechanism for DOC increase during FTCs. As a result, this mechanism was considered 

in the model for the first time to accurately simulate DOC during FTCs. This mechanism was 

considered. While the effect of WTFs on soil surface gas effluxes and microbial communities has 

been studied extensively in the past, very few studies have investigated the impact of WTFs on 

methanogenic pathways in PHC-contaminated subsurface environments. In the WTFs experiment, 

δ13C-CO2 and -CH4 and dissolved CH4 and CO2 were measured to examine methanogenic 

biodegradation rates and pathways in anoxic, saturated soils and soils under WTFs. The WTFs 

experiment and model successfully showed how drained PHC contaminated sites can exacerbate 

global warming, whereas contaminated sites rewetting is effective for climate change mitigation. 
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4.2 Recommendations for future research 

The FTCs batch experiment and model successfully simulated methanogenic PHC biodegradation 

in anoxic, saturated soils imposed to FTCs, although improvements to the methodology are needed 

for future works. The future research can focus on the impact of FTCs on microbial community 

composition and microbial activity in anoxic, saturated soils. In addition, column experiment could 

be conducted under FTCs to examine how variations in temperature and moisture profile affect 

methanogenic PHC biodegradation. δ13C-CO2 and -CH4, redox potential, DOC, and dissolved CH4 

and CO2 at different depths could be measured to better understand how FTCs cause dynamic 

redox conditiosn and changes in methanogenic pathways and rates. In this thesis, I hypothesized 

that freezing-induced soil matrix disturbance is the main mechanism for DOC increase during 

FTCs. Future studies could find evidence for this hypothesis using microbial analysis on soil 

samples subjected to FTCs. Field observations and sampling for microbial and porewater analysis 

are another way to find evidence for DOC increases during freezing-induced soil matrix 

disturbances. In the FTCs modeling part of the project, I developed a 1D model representing the 

impact of FTCs on methanogenic degradation, but future studies can improve this model by 

developing a 3D model and upscale the model for field-scale simulation of FTCs processes. 

 

The WTFs column experiment and model presented in Chapter 3 accurately simulated 

methanogenic PHC biodegradation in anoxic, saturated soils and soils imposed to WTFs, although 

future work could improve the methodology. By including the microbial community composition 

and microbial activity analyses, the impact of WTFs on microbial populations changes of PHC 

NSZD at contaminated sites can be the future studies. Field observations and sampling for 

microbial and porewater analysis, δ13C compositions of dissolved CO2 and CH4, redox potential, 

DOC, and dissolved CH4 and CO2 at different depths could be conducted to better understand how 

WTFs modulate methanogenic PHC pathways and rates in contaminated sites under more 

environmentally-relevant conditions. In the WTFs model, I developed a 1D model representing 

the impact of WTFs on methanogenic degradation, but future studies can improve this model by 

developing a 3D model and upscale the model for field-scale simulation of WTFs. 
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Appendix 

Appendix 𝜤 – Additional experimental results from Chapter 2 

 
Porewater sulfate and DIC experimental data and model simulations: 

 

Figure A1-1: 𝑆𝑂4
2−concentrations in (a) NL, (b) LA, and (c) BES treatments (-NT and -TA), and 

DIC concentrations in (d) NL, (e) LA, and (f) BES treatment batch incubations during 215 days 

of experiment with freeze (F, at -10°C) and thaw (T, at 15°C) cycles. 
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Reaction rates: 

 

Figure A1-2: Simulation results of the rates of GOSR, LOSR, HOSR, LF, AOSR, and TF in the 

(a) NL, (b) LA, and (c) BES treatments during 215 days of experiment with freeze (F, at -10°C) 

and thaw (T, at 15°C) cycles. 

 

Appendix 𝜤𝜤 – Additional experimental results from Chapter 3 

 

 

 
Figure A2-1: Naphthalene concentration in FEN1 and SEN1 at depth 22.5 cm bss 
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Figure A2-2: Sulfate concentrations measured at depths 2.5-32.5 cm bss in (a) the fluctuating 

water table columns, and (b) the static water table soil columns. 

 

 

 
Figure A2-3: The average (a) pH and (b) EC in the fluctuating and the static water table 

columns. 

 


