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Abstract

Accurate pose estimation of ice hockey goaltenders presents a unique challenge due to the
dynamic nature of the sport and the intricate interactions among the goalie, equipment,
and net. This study introduces a comprehensive investigation into goalie pose estimation
using both One-Stage and Two-Stage Learning GoalieNet architectures. The One-Stage
Learning GoalieNet predicts all keypoints simultaneously, while the Two-Stage Learning
GoalieNet employs a Keypoint Predictor Network (KPN) to predict 26 out of 29 keypoints
and a Keyheatmap Fusion Network (KFN) to predict 3 stick-related keypoints. Evaluation
on a NHL dataset underscores the effectiveness of both approaches in accurately predicting
keypoints. Results on the test data reveal a median percentage of detected keypoints of 71%
for the Two-Stage approach and 70% for the One-Stage approach, along with normalized
localization errors on detected keypoints of 0.0187 for the Two-Stage and 0.0194 for the
One-Stage approach. This work introduces the first-ever goalie pose estimation technique
designed specifically for ice hockey, accompanied by a thorough analysis of the obtained
results.
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Chapter 1

Introduction

Ice hockey, a dynamic and fast-paced team sport, has captivated audiences worldwide and
emerged as a compelling domain for sports analytics research. The advent of computer
vision and deep learning technologies has unlocked new possibilities for exploring and un-
derstanding sports events at unprecedented levels of detail. Within the realm of ice hockey
analytics, a critical yet underrepresented research subject is ”goalie pose estimation” —
the intricate process of precisely detecting and estimating the positions and orientations
of various body parts of goaltenders within the context of gameplay, typically captured in
images or videos.

Goalie pose estimation holds critical importance in the realm of sports analytics and
computer vision due to its potential to provide invaluable insights into player performance,
strategy analysis, and injury prevention. In ice hockey, the goalie’s movements and posi-
tions directly impact the outcome of the game, making accurate pose estimation crucial
for understanding their actions and reactions. By accurately determining the positions
and orientations of goaltenders, teams can gain a deeper understanding of their game-
play dynamics, enabling them to strategize more effectively and make data-driven deci-
sions. Furthermore, this information can be instrumental in identifying potential areas for
improvement, enhancing player training, and developing advanced coaching techniques.
Therefore, accurate goalie pose estimation has the potential to revolutionize the way ice
hockey is analyzed, practiced, and played.

This thesis aims to bridge this substantial research gap by introducing and assessing
“GoalieNet”, a network explicitly designed to facilitate comprehensive pose estimation of
goalies, equipment, and the net in ice hockey. By proposing two distinct approaches, one
involving learning of various keypoint positions jointly, and the other employing a Two-



Stage Learning process, where each stage is responsible for detecting a specific subset of
keypoints, this study pioneers innovative methods tailored to the complexities of goalie
pose estimation within the dynamic ice hockey context.

Our endeavor seeks to establish a fundamental benchmark method for the intricate
task of goalie pose estimation within the dynamic domain of ice hockey. By introducing
and evaluating the innovative GoalieNet architecture, encompassing both the One-Stage
Learning and Two-Stage Learning paradigms, we aspire to provide a solid framework for
accurate and comprehensive pose estimation encompassing goalies, equipment, and the net.
This achievement holds the potential to revolutionize sports analytics, empower computer
vision applications, and open pathways to broader insights. The implications span from
refining player performance analysis and strategic planning in ice hockey to advancing the
broader frontiers of artificial intelligence and machine learning, ultimately enhancing our
understanding of human interactions in dynamic contexts.

1.1 Automated Player Evaluation Pipeline

The sports industry has emerged as a crucial driver of economic growth, with a global
market value of approximately $509 billion in 2022, according to Sports Global Market
Report 2022 [1]. Because it is such a significant contributor to the revenue that clubs bring
in, the player transfer market is one of the most important aspects of the sports market.
Transferring players between teams and clubs enables the distribution of talent across a
wider range of organizations. This gives lower-tier organizations the chance to advance
their skills and compete at a higher level.

Accurate player evaluation is paramount in the player trade market, as it can directly
impact revenue generation for individual athletes and contribute substantially to the overall
value of the sports industry. Additionally, player assessment assists teams in designing
effective tactics by providing insights into individual strengths, weaknesses, and overall
team performance. Furthermore, it aids in preventing injuries by identifying potential
vulnerabilities and enabling preventive actions.

The availability of enormous sports datasets, which were collected through cameras and
GPS technology, has led to the widespread and fast-rising usage of machine learning and
data-driven methodologies in various aspects of sports analytics, such as the assessment of
player performance. The examination of vast and complicated datasets is made possible
by machine learning in a manner that would not be feasible using conventional statistical
approaches or human analysis. Automated player evaluation approaches with distinct and



clearly stated objectives have the potential to remove human subjectivity from the eval-
uation process, identify undervalued players with potential for improvement, and provide
support for these players. In addition to this, they are able to recognize complex patterns
that people might overlook at first glance, which ultimately results in improved predic-
tive models for the outcomes of future games. Real-time analysis of games also empowers
coaches to make well-informed decisions during games, adapting their strategies as needed.
Likewise, employing machine learning for performance evaluation cut down on the amount
of time spent on manual data analysis. This can be accomplished by accurately analyzing
vast amounts of data in a quick and efficient manner.

In Figure 1.1, we present an overview of the necessary steps required to initiate the
ice hockey player evaluation task. This pipeline represents the collaborative efforts of
the Sports Analytics and Research Group (SARG) at the University of Waterloo. It has
been meticulously designed to advance the field of player evaluation within the context of
ice hockey. Comprising a series of interconnected tasks, this process aims to refine and
revolutionize the assessment of players’ skills and performance.
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Figure 1.1: The SARG pipeline for automating player evaluation. The completed tasks con-
sist of video preprocessing, homography estimation, and bounding box calculation. Work
is currently being done on player/stick pose estimation, player X, Y, speed estimation, and
player identification. In the near future, action recognition, event recognition, and player
evaluation will be implemented.

The evaluation process requires comprehensive information about players’ actions,
events, identities, speed, coordination, and more. The initial phase involves video pre-



processing, extracting frames from videos and information related to each task. Homogra-
phy estimation is performed to map the ice rink from the video frame of a hockey game to
an overhead view of the hockey rink. Accurate bounding boxes are determined considering
equipment and spatial consistency. Player identification relies on these bounding boxes, en-
abling tracking and estimation of players’ coordinates, trajectories, speed, and poses. This
data enhances action recognition, allowing for the classification of various game events and
comprehensive player evaluations in ice hockey.

Within this broader framework, the Goalie Pose Estimation task serves as a pivotal
step within this expansive pipeline. As the industry grapples with the complexities of
assessing and optimizing player performance, specialized tasks like goalie pose estimation
play a crucial role. This project, with its focus on accurately determining the positions
and orientations of goaltenders during gameplay, contributes to the overarching objective
of creating a holistic player evaluation framework. In essence, the Goalie Pose Estimation
project represents one piece of the larger puzzle, where each task contributes to the broader
goal of elevating player evaluation, team strategies, and overall sports industry outcomes.

1.2 Problem Statement

This thesis centers its attention on the specialized domain of ice hockey goaltender pose es-
timation. While often overlooked, this research area is of utmost importance. Goaltenders
serve as the last line of defense in ice hockey, playing a critical role in preventing opposing
teams from scoring. Their positioning, movements, and reactions during gameplay are
pivotal in determining the outcome of games. Accurate pose estimation of goaltenders
provides a comprehensive understanding of their on-ice behavior, enabling analysts and
coaches to delve into the intricacies of their performance.

With precise pose estimation data, researchers can analyze goalie movements in various
game situations, such as facing shots, making saves, and positioning for potential threats.
Understanding how goalies respond to different plays and offensive strategies helps identify
patterns and tendencies in their decision-making process. This knowledge can be utilized
by coaches to develop strategic game plans that exploit the goalie’s weaknesses or reinforce
their strengths.

Moreover, accurate pose estimation allows for detailed analysis of goalie reactions to
game events. Coaches can study how goalies adjust their positioning and movements in
response to offensive plays, providing insights into their anticipation skills and reflexes.
This information is invaluable for improving goalie training and honing their ability to
read the game.



Additionally, pose estimation data enables the assessment of goalie performance under
pressure. Analyzing how goalies react during critical moments, such as penalty shots or
power plays, can offer a deeper understanding of their composure and effectiveness in high-
stakes situations. This knowledge can aid coaches in making informed decisions during
crucial moments in games.

Overall, accurate goalie pose estimation significantly impacts game dynamics and team
strategies. By gaining insights into goalie movements, reactions, and decision-making,
coaches and analysts can fine-tune their game plans, maximize goalie performance, and ul-
timately influence the outcome of ice hockey matches. It provides a competitive advantage
in understanding and exploiting the complexities of the goaltender position, making it a
vital aspect of sports analytics in ice hockey.

1.3 Challenges

The task of goalie pose estimation in ice hockey faces several complexities that require
innovative solutions. Omne of the primary challenges arises from the goalie’s protective
gears, as depicted in Figure 1.2, which often conceals key body joints. The bulky pads,
masks, and gloves can obscure crucial keypoints, making it challenging for current pose
estimation algorithms like Convolutional Pose Machines [18] and Deeppose [15] to precisely
locate them. This concealment introduces ambiguity and uncertainty, necessitating the
development of specialized techniques to accurately infer the hidden keypoints from partial
or obscured visual cues.

Figure 1.2: An overview of ice hockey goalie, equipment and the net. [32]

In addition to the concealed human keypoints, goalie equipment introduces a unique set
of non-human keypoints. The distinct shapes and components of goalie gear, such as the



pads and helmet, create keypoints that are not present in typical human pose estimation
datasets. These non-human keypoints are essential for capturing the goalie’s equipment
orientation and position, as they directly impact the goalie’s ability to defend the net
effectively. Incorporating these non-human keypoints into the pose estimation process
requires the design of novel algorithms that can handle the mixed nature of human and
non-human keypoints.

Furthermore, the dynamic nature of ice hockey adds complexity to the task of goalie
pose estimation. Keypoints related to the moving net present a particular challenge, as
the net’s position can change rapidly during gameplay. Detecting and tracking these key-
points in real-time requires robust and efficient algorithms capable of handling occlusions,
variations in lighting, and fast movements.

Addressing these challenges is crucial for achieving accurate goalie pose estimation in
ice hockey. Overcoming the concealment of human keypoints under goalie gear, effectively
handling non-human keypoints, and accurately tracking the moving net’s keypoints will
be instrumental in developing a comprehensive and reliable system for analyzing goalie
performance. Innovative solutions in computer vision and deep learning are essential to
tackle these complexities and pave the way for advancements in goalie pose estimation,
ultimately enhancing sports analytics and understanding the intricacies of goaltending in
ice hockey.

1.4 Proposed Solution

In this thesis, we aim to present a comprehensive solution that addresses the intricate
challenges of precise keypoint localization for ice hockey goalie. Our proposed approach
centers around the development and evaluation of advanced approach designed to enhance
keypoint prediction accuracy.

1.4.1 Omne-Stage Learning GoalieNet

Our initial exploration led us to propose the One-Stage Learning GoalieNet, a neural
network architecture tailored for efficient keypoint prediction. The One-Stage GoalieNet,
an advanced network inspired by cutting-edge deep learning methodologies. GoalieNet
leverages cross-stage aggregation and varying kernel sizes to enhance localization accuracy,
making it well-suited for joint goalie, equipment, and net pose estimation. By synthesizing



information from multiple stages, the One-Stage GoalieNet aims to achieve robust keypoint
predictions.

1.4.2 Enhancing Precision with Two-Stage Learning

Recognizing the complexity of this task, particularly in the domain of stick keypoints es-
timation, we endeavored to design a novel system that could enhance prediction accuracy
through a more sophisticated approach, leading to the Two-Stage GoalieNet. In the initial
stage, we leverage the Keypoint Predictor Network to estimate all keypoints except for
the stick. In the subsequent stage, we integrate the outcomes of the first network with the
original image to facilitate the estimation of stick keypoints using Keyheatmap Fusion Net-
work. This strategic integration serves to optimize information fusion across the network,
consequently advancing the precision of keypoint localization.

1.4.3 Key Elements and Performance Indicators

Assessing the efficacy of our proposed solution entails a comprehensive examination of
performance indicators tailored to the detection and localization of keypoints. The core
performance metrics revolve around the accuracy of the estimated keypoint coordinates.
To rigorously evaluate the effectiveness of our networks, we employ the following method-
ologies:

e Detection Accuracy: We analyze the accuracy of keypoint detection by considering
a fixed distance threshold. A predicted keypoint is considered a true positive if its
Euclidean distance to the ground truth is below a certain threshold.

e Normalized Keypoint Localization Error for Detected Keypoints: We calculate the
FEuclidean distance between the estimated coordinates and the ground truth Keypoint
for each detected keypoint. This value is then divided by the diagonal of the bounding
box to ensure comparability across all frames. This metric serves as an indicator of
the precision in determining the keypoint’s position. Lower normalized localization
error indicate superior performance.

e Keypoint Grouping and Joint-Wise Analysis: Given the complexity of body and
equipment keypoints, we group related keypoints together, such as those associated
with shoulders or leg pads. We calculate the mean accuracy of each group to provide
a holistic view of the network’s performance on various body parts and equipment
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items. Furthermore, we perform a detailed joint-wise analysis to identify any pecu-
liarities or limitations of the model’s performance at specific keypoints.

1.5 Contributions

This research makes substantial contributions to the field of sports analytics and computer
vision by developing a method to estimate keyoints poses for ice hockey goaltenders. The
key contributions include:

e Introducing a technique for goalie pose estimation in ice hockey for the first time,
addressing a notable research gap and opening avenues for improved player evalua-
tion.

e Introducing the One-Stage Learning GoalieNet, a framework designed to jointly es-
timate all keypoints encompassing the goalie, equipment, and net.

e Proposing a Two-Stage Learning methodology, featuring a Keypoint Predictor Net-
work (KPN) and Keyheatmap Fusion Network (KFN), that effectively improves met-
rics for most of the keypoints.

e Providing detailed quantitative analyses, showcasing the positive and negative as-
pects of both methods and the potential area of improvements.

1.6 Thesis Outline

The primary aim of this thesis is to develop and evaluate a novel approach to estimate
keypoints coordinates for goalie, equipment, and net in ice hockey. Chapter 2 provides an
overview of relevant research in pose estimation, sports analytics, and computer vision,
identifying key gaps in the field of goalie pose estimation. In Chapter 3, we detail the
data collection process, dataset preparation, and the design of GoalieNet, including its
network architecture and training procedures. Chapter 4 presents experimental results,
discussing the evaluation and performance comparison of two presented approaches of
GoalieNet. Finally, Chapter 5 summarizes the contributions of this thesis and emphasizes
the significance of goalie pose estimation in advancing sports analytics and computer vision
research.



Chapter 2

Literature Review

Human pose estimation, the task of accurately estimating the spatial locations of key body
joints in images or videos as illustrated in Figure 2.1, has gained significant attention in
the field of artificial intelligence. The ability to precisely infer human poses has profound
implications across various domains, including sports analytics, personalized training, and
performance evaluation. By analyzing and interpreting athletes’ poses during their athletic
activities, pose estimation enables a deeper understanding of their movements, facilitating
the optimization of training techniques, injury prevention, and the enhancement of overall
athletic performance.

(@) S

Figure 2.1: The goal of human pose estimation is to accurately determine the spatial
coordinates of keypoints on the human body. This Figure has been adapted from Figure
1 of the paper introducing Intensive Feature Consistency Networks [10].



In the domain of sports, pose estimation assumes particular significance as it provides
valuable insights into athletes’ body positions, movements, and technique during sports-
specific activities. Accurate pose estimation in sports scenarios offers a wide range of
applications, including performance evaluation, biomechanical analysis, skill assessment,
and tactical decision-making. By accurately tracking key body joints, such as limbs, torso,
and head, pose estimation allows for the quantification and evaluation of various per-
formance metrics, such as posture, joint angles, trajectory, and balance. These insights
empower coaches, trainers, and athletes themselves to identify areas for improvement, re-
fine training strategies, optimize movement patterns, and prevent injuries. Furthermore,
pose estimation facilitates the development of interactive training systems, virtual coaching
platforms, and sports motion analysis tools, enabling athletes to receive real-time feedback,
enhance skill acquisition, and elevate their athletic capabilities.

In this chapter, we delve into the literature on human pose estimation, covering both
general applications and its specific application in sports. In Section 2.1, we provide an
overview of the research and advancements in general human pose estimation, focusing on
various techniques and models employed in this field. We discuss the challenges associated
with accurate pose estimation and the development of deep learning-based approaches.
In Section 2.2, we shift our focus to pose estimation in the sports domain. Sports pose
estimation presents unique challenges due to the dynamic and fast-paced nature of athletic
movements. We delve into the literature that specifically addresses pose estimation in
sports, emphasizing the modifications and adaptations made to existing algorithms to
enhance their performance on sports-specific data.

2.1 General Pose Estimation

Human pose estimation, a challenging task in computer vision, has witnessed significant
advancements through the use of deep learning techniques. This literature review explores
various approaches proposed for pose estimation, highlighting their key contributions and
performance.

One prevalent direction focuses on utilizing deep neural networks for pose estimation,
formulated as a regression problem towards body joints. By employing a cascade of DNN
regressors, these methods achieve high precision pose estimates and capitalize on recent
advances in deep learning [15]. Another approach introduces Dual-Source Deep Convo-
lutional Neural Networks (DS-CNN) to integrate both local part appearance and holistic
views for accurate human pose estimation. This method combines joint detection and
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localization results from image patches, demonstrating effectiveness compared to state-of-
the-art methods [11].

Joint detection and pose estimation have been jointly addressed in a different strategy.
A partitioning and labeling formulation of body-part hypotheses, generated using CNN-
based part detectors, allows for non-maximum suppression and grouping of body parts.
This approach achieves state-of-the-art results in both single-person and multi-person pose
estimation [36]. Convolutional Pose Machines, shown in Figure 2.2, provide a sequential
prediction framework that incorporates convolutional networks to model long-range depen-
dencies between variables. By addressing the issue of vanishing gradients during training,
this method demonstrates superior performance on benchmark datasets [15].
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Figure 2.2: A convolutional architecture that incorporates multiple stages and expands the
receptive fields across layers for a Convolutional Pose Machine (CPM) with a customizable
number of stages, denoted as T, presented in Figure 2.2 in the paper ”Convolutional Pose
Machines” [18].

To incorporate dependencies in the output space, a framework called Iterative Er-
ror Feedback (IEF) introduces top-down feedback in hierarchical feature extractors. IEF
achieves excellent performance on articulated pose estimation tasks, even without ground
truth scale annotation [7]. Additionally, a cascade architecture involving detection and re-
gression CNNs is proposed, enabling robust pose estimation even in the presence of severe
part occlusions. This architecture encodes part constraints, context, and effectively copes
with occlusions, achieving top performance on benchmark datasets [5].

Another architecture which is shown in Figure 2.3 referred to as the ”stacked hour-
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glass” network, leverages repeated bottom-up and top-down processing with intermediate
supervision to capture spatial relationships associated with the body [31]. Furthermore,
improved body part detectors, novel image-conditioned pairwise terms, and an incremen-
tal optimization strategy are proposed to address articulated pose estimation in scenes
with multiple people. This approach achieves state-of-the-art results and demonstrates
competitive performance on single person pose estimation [19].

Figure 2.3: A single Hourglass module, as depicted in Figure 3 of the paper introducing
Stacked Hourglass architecture [31].

For joint 2D and 3D human pose estimation, an end-to-end architecture called LCR-Net
is introduced. The architecture in Figure 2.4 generates pose proposals, scores them, and
refines them in both 2D and 3D. By integrating neighboring pose hypotheses, LCR-Net
achieves superior performance on controlled and real image datasets [38]. Additionally, a
pose refinement network (PoseRefiner) is proposed to address challenging cases and refine
incorrect body joint predictions. With a novel data augmentation scheme and evaluation on
popular pose estimation benchmarks, PoseRefiner demonstrates systematic improvement
over the state of the art [12].

A method based on Part Affinity Fields (PAFs) achieves efficient multi-person detection
and 2D pose estimation. This approach uses a nonparametric representation and encodes
global context, enabling realtime performance and outperforming previous state-of-the-
art results [0]. Another top-down approach employs Faster RCNN for person detection
and predicts keypoints using dense heatmaps and offsets. With novel aggregation and

confidence scoring techniques, this method achieves state-of-the-art performance on the
COCO keypoints task [31].
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Figure 2.4: An overview of LCR-Net architecture, displayed in Figure 2 of ”Localization-
Classification-Regression for Human Pose” [38].
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Regression-based methods have emerged as a popular approach for 2D human pose
estimation. One approach, shown in Figure 2.5, formulates pose estimation as a sequence
prediction task and employs a Transformer network to directly regress the keypoint co-
ordinates from images. This end-to-end differentiable framework achieves state-of-the-art
performance and outperforms heatmap-based methods [30]. Similarly, a fully end-to-end
multi-person pose estimation framework, PETR, utilizes Transformers to reason about sets
of full-body poses, eliminating the need for hand-crafted modules and achieving favorable
accuracy and efficiency [11].
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Figure 2.5: The Poseur architecture, as shown in Figure 3 of the paper introducing
Poseur [30], directly acquires knowledge of mapping image inputs to the coordinates of key-
points. This approach bypasses the need for intermediate representations like heatmaps.

An alternative approach, YOLO-pose, integrates joint detection and 2D multi-person
pose estimation within the YOLO object detection framework. By optimizing the Object
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Keypoint Similarity (OKS) metric, YOLO-pose achieves state-of-the-art results without
relying on post-processing steps like NMS and grouping [29]. Efficient architecture de-
sign is also explored, aiming to deploy pose estimation models on resource-constrained
edge devices. LitePose, a single-branch architecture, achieves real-time multi-person pose
estimation with reduced latency while maintaining performance [47].

BAPose introduces a bottom-up approach that leverages a disentangled multi-scale
waterfall architecture and adaptive convolutions to handle occlusions and improve accuracy
in crowded scenes. This efficient framework achieves state-of-the-art results on challenging
datasets [3]. Additionally, a neural module is proposed to enhance fast and lightweight
2D human pose estimation CNNs by encoding global spatial and semantic information,
leading to increased accuracy without sacrificing runtime computational efficiency [33].

In the quest for accurate pose estimation, limb direction cues and differentiated Cauchy
labels are leveraged in the LDCNet. This network effectively suppresses uncertainties
and outperforms state-of-the-art methods on benchmark datasets [26]. Furthermore, the
application of Vision Transformers (ViTs) in 2D human pose estimation is explored. A
method for reducing ViT’s computational complexity is introduced, selecting informative
patches and achieving improved speed without significant performance degradation [22].

In conclusion, the literature on general human pose estimation has witnessed a plethora
of approaches aiming to accurately infer the positions of keypoints on the human body.
While there are several commonalities among these approaches, such as leveraging deep
learning techniques and utilizing large-scale annotated datasets, there exist notable differ-
ences in their methodologies and performance.

Many approaches rely on heatmap-based methods, which generate heatmaps indicating
the likelihood of keypoints at each spatial location. These methods often employ graphical
models or sequential prediction frameworks to estimate keypoints based on the heatmaps.
While heatmap-based approaches have demonstrated strong performance, they tend to be
computationally expensive. On the other hand, some of the reviewed approaches adopt a
regression-based strategy, directly predicting the coordinates of keypoints from input im-
ages. These methods often leverage convolutional neural networks (CNNs) and exploit
techniques like attention mechanisms and cascaded architectures to improve accuracy.
They have shown promising results in terms of pose estimation accuracy and real-time
performance.

Furthermore, variations can be observed in the specific architectural designs, data aug-
mentation techniques, and loss functions employed by different approaches. Some models
incorporate multi-scale representations, hierarchical feature extractors, or top-down feed-
back mechanisms to capture spatial relationships and contextual information. Others focus
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on efficient architecture design, reducing computational complexity, or addressing domain-
specific challenges. Overall, the literature showcases the diversity of techniques and high-
lights the need for further exploration to enhance the accuracy, efficiency, and applicability
of human pose estimation methods.

2.2 Pose Estimation in Sports

The field of pose estimation in sports has gained significant attention as it offers valuable
insights into athletes’ movements and performance during various sporting disciplines. Ac-
curate pose estimation in sports enables the analysis of key anatomical keypoints, capturing
essential information about body positions, joint angles, and dynamics. By leveraging ad-
vanced computer vision techniques, researchers have developed specialized approaches to
tackle the unique challenges posed by sports scenarios. These approaches aim to enhance
the understanding of athletes’ motions, optimize training techniques, provide real-time
feedback, and facilitate performance evaluation. In this section, we delve into the litera-
ture on pose estimation in sports, exploring the specific methodologies, and applications
that have contributed to advancements in this field.

One common approach is the use of hierarchical spatial models. These models aim
to capture high-order dependencies among body parts while maintaining a compact rep-
resentation. For example, a hierarchical spatial model was proposed that employed a
mixture representation on each part and utilized latent nodes to represent spatial rela-
tionships. This model demonstrated the ability to capture poses, accurately reconstruct
unseen poses, and outperform previous hierarchical models on challenging datasets [11].
Another study introduced a novel technique for exploiting dependencies between images
in a collection. By sharing appearance models, this approach improved pose estimation
results, particularly in sports scenarios [10)].

Controlling variations in training datasets is another important aspect in sports-specific
pose estimation. To address this limitation, a technique was proposed to generate synthetic
samples with controlled pose and shape variations. By leveraging computer graphics ad-
vancements, this approach achieved state-of-the-art results in articulated human detection
and pose estimation tasks [37].

In the context of team sports videos, where players often wear helmets and engage in
various activities, specific techniques have been developed. For instance, a method was
proposed to estimate head and upper body poses accurately by utilizing both pelvis and
head tracking. This approach incorporated random decision forest classifiers and focused
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on the upper body region, enabling pose estimation even with intensive movement and
without temporal filtering techniques [17].

To improve articulated pose estimation, researchers have explored various appearance
representations and combined flexible spatial models with image-conditioned spatial mod-
els. The experiments showed that these enhancements resulted in state-of-the-art perfor-
mance on benchmark datasets, such as the ”Leeds Sports Poses” and ”Parse” benchmarks

[35]-

Other studies focused on specific body regions, such as the lower body. One pro-
posed method used a label-grid classifier to estimate lower body joint positions, even in
challenging scenarios, such as motion-blurred and low-resolution images. This approach
outperformed traditional part-based models and demonstrated robustness in different poses
and scales in team sports videos [16].

Efficiency and scalability are also important considerations in sports pose estimation.
To address these challenges, a fast pose distillation model learning strategy was proposed.
By transferring pose structure knowledge from a strong teacher network to a lightweight
student network, this approach achieved superior cost-effectiveness on standard benchmark
datasets [51].

One approach focuses on the use of LSTM-Attention models, which leverage two-branch
multi-stage CNNs to extract human joint features in the spatial dimension. These mod-
els ensure real-time performance while maintaining high accuracy. Experimental results
demonstrate the effectiveness of this method in achieving high-performance pose estimation
for sports-related applications [19].

Researchers have explored fine-tuning techniques in sports pose estimation using a few
labeled images plus a set of unlabelled images, Figure 2.6. These methods, including
pseudo labeling and mean teacher approaches, allow for competitive results with limited
labeled data. They bridge the gap between fully supervised training and fine-tuning on a
few labeled poses [27].

Researchers have developed a MobileNet CNN-based model that accurately identifies
18 anatomical key points in athletes without specialized sensors. This model facilitates
analysis of running behavior and gait parameters, such as cadence, knee angle, and velocity.
Its easy implementation reduces reliance on personal trainers and expensive equipment,
aiding athletes in optimizing performance [39].

A novel method improves training of 2D pose estimators for extreme poses in sports.
Leveraging a sports-specific dataset and data augmentation, it achieves accurate 2D pose
estimation during acrobatic movements, surpassing state-of-the-art performance [23].
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Figure 2.6: The procedure for pseudo label training, illustrated in Figure 2 of the paper
introducing self-supervised learning for human pose estimation in the sports context [27].

A top-down pose estimation approach combines self-calibrating networks and graph
convolutional neural networks to enhance accuracy. It focuses on human body detection
for athletes in sports competitions, utilizing coordinate regression and heatmap testing.
Deconvolution with high-resolution feature maps improves single-target pose estimation
recognition [9].

In the context of bowling, a deep-learning approach called BowlingDL is proposed for
pose estimation and classification of bowling players. The model utilizes the MoveNet
model for pose estimation and the BowlingDL model for classifying the detected poses.
The proposed approach achieves high accuracy on a custom dataset and is deployed in a
smart mobile application for bowling players [20)].

For ski jumping, an image-based pose estimation method is proposed using an efficient
channel attention (ECA) module embedded in a high-resolution network (HRNet), Fig-
ure 2.7. The method achieves high precision in estimating ski jumper poses and allows for
analyzing motion characteristics such as hip and knee angles. Transfer learning is employed
to leverage feature knowledge from the COCO2017 dataset, and the proposed approach
demonstrates promising results [1].

In swimming, a marker-less 2D swimmer pose estimation system called swimmerNET
is introduced. This system combines computer vision algorithms and fully convolutional
neural networks to estimate the pose of swimmers during exercise using a single wide-
angle camera. The proposed approach achieves accurate pose estimation without the need
for wearable sensors or optical markers, providing a non-intrusive solution for analyzing
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Figure 2.7: The ECA-HRNET architecture, showcased in Figure 5 of the paper introducing
the architecture [1].

swimming technique [11].

In the domain of fitness applications and mobility activities, a unique approach for
single-person pose estimation and action recognition is presented. The framework shown
in Figure 2.8 consists of a base network for initial pose estimation and an Intensive Feature
Consistency (IFC) network for refinement. The IFC network enforces high-level constraints
on global body intensity correction and local body part adjustments, improving pose esti-
mation accuracy with real-time processing speed on the CPU platform [10].

Intemsive Features Consistency Network

= P ‘Final |
i L e o5 e
!g Intensity £ e

H Global Body Local Joint 3

o] Intensity Adjustment o

Figure 2.8: Pose estimation and refinement process using Intensive Feature Consistency
(IFC) network, illustrated in Figure 2 of the paper introducing IFC [10].

Lastly, some studies explored the use of human pose estimation in sports video anal-
ysis applications. These applications included creating Al coach systems for personalized
athletic training experiences and enabling content browsing and searching through video
tagging and summarization. These techniques demonstrated promising results in provid-
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ing better user training experiences and enabling applications such as action recognition,
retrieval, and detection in sports videos [16, 15, 13, 18].

In conclusion, various approaches have been developed to address the challenges of pose
estimation in sports. While all the methods aim to accurately detect and track human poses
in sports scenarios, they exhibit similarities and differences in their approaches.

One commonality among the approaches is the utilization of deep learning techniques,
such as convolutional neural networks (CNNs), to extract meaningful features from sports-
related images or videos. This allows for the effective representation and analysis of human
poses in dynamic sports activities. Additionally, many methods incorporate sophisticated
architectures, such as hourglass networks or pose machines, to capture the hierarchical
structure of human poses and model the spatial relationships between body parts.

Despite these commonalities, there are notable differences in the specific strategies
employed. Some approaches focus on top-down estimation, where a bounding box or re-
gion proposal is first detected to localize the athlete, followed by pose estimation within
that region. Others adopt a bottom-up approach, detecting individual keypoints and then
grouping them to form complete poses. The choice of keypoint representation, whether
it is based on heatmap estimation or direct regression, also varies among the methods.
Moreover, certain techniques address the challenges of extreme poses or occlusions com-
monly encountered in sports scenarios, introducing novel data augmentation strategies or
attention mechanisms to improve accuracy.

Overall, the diverse approaches to pose estimation in sports reflect the ongoing efforts
to enhance the accuracy and robustness of human pose analysis in dynamic and challenging
sports environments. By leveraging deep learning techniques and innovative architectures,
researchers continue to explore new avenues for advancing the field and enabling applica-
tions such as sports analytics, performance optimization, and injury prevention.
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Chapter 3

Methodology

This chapter presents a comprehensive overview of the methodology employed in this re-
search to develop the GoalieNet model. In Section 3.1, the dataset employed for goalie pose
estimation in ice hockey is introduced, outlining its distinctive incorporation of both human
and non-human keypoints. Challenges such as occlusions and instances of missed annota-
tions that impact the presence of keypoints in frames are highlighted. Section 3.2 outlines
the two proposed approaches: the One-Stage Learning approach utilizing the Multi-Stage
Pose Network (MSPN), and the Two-Stage Learning approach involving sequential Key-
point Predictor and Fusion Networks. The formulation of the loss function is expounded
upon in Section 3.2.3, while the method for coordinate estimation is detailed in Section
3.2.4. The chapter sets the foundation for subsequent sections that explore training, eval-
uation, and results of GoalieNet, emphasizing its contributions to sports analytics using
computer vision.

3.1 Dataset

The dataset utilized in this research consists of 34 National Hockey League (NHL) video
clips, each containing various sequences of ice hockey gameplay. The dataset was specifi-
cally annotated to address the task of goalie pose estimation in ice hockey with relevant
keypoints. These annotations were crucial for accurately determining the positions of
goalies, equipment and net. The data annotation process was carried out in collaboration
with Stathletes !, a Canadian company that specializes in improving the process of player

https://www.stathletes.com/
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evaluation in sports. There are a total 44912 frames in the data, out of which 5040 frames
containing a goalie.

The keypoints identified for pose estimation in the dataset are listed in Table 3.1. The
keypoints include 22 positions related to the goalie’s body, four keypoints associated with
the net, and three keypoints corresponding to the goalie’s stick.

The combination of human and non-human keypoints makes our dataset unique com-
pared to other common pose estimation datasets, such as COCO [25]. While most pose
estimation datasets primarily focus on human keypoints, our dataset introduces the addi-
tional complexity of incorporating non-human keypoints, specifically related to the equip-
ment (net and stick) in the ice hockey context.

Figure 3.1 provides a visual representation of the annotated keypoints on a sample
frame. The visualization helps to understand the relevance position of keypoints in the
pose estimation task.

Figure 3.1: The illustration?depicts the keypoints’ positions for the goalie, equipment, and
net. Each keypoint is labeled with an assigned number and name, as shown in Table 3.1.

2This picture is created by Mehrnaz Fani and Stathletes company.
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Table 3.1: This table presents the specific numbers and names assigned to the keypoints for
the goalie, equipment, and net. The positions of each keypoint, along with its corresponding
number, are illustrated in Figure 3.1.

Right Legpad (0) | 17| Blocker (2) 27| Net-Top-Right

(0)

Right Legpad (1) | 18] Blocker (3) 28| Net-Bottom-Left
Right Legpad (2) | 19| Torso Center 29| Net-Bottom-Right
10| Right Legpad (3) | 20| Mask-Low

1 | Left Shoulder 11| Left Legpad (0) | 21| Mask-High

2 | Right Shoulder 12| Left Legpad (1) | 22| Stick-Upper

3 | Left Elbow 13| Left Legpad (2) | 23| Stick-Lower

4 | Right Elbow 14| Left Legpad (3) | 24| Stick-Blade-Tip
5 | Left Hip 15| Blocker (0) 25| Mit-Top

6 | Right Hip 16| Blocker (1) 26| Net-Top-Left

7

8

9

3.1.1 Challenges

One notable challenge presented by this dataset is that not all frames contain all keypoints.
The presence of occlusion or missed annotations, results in certain keypoints being not
visible or annotated in some frames. Consequently, the percentage of frames containing
specific keypoints exhibits significant variation, a trend visually illustrated in Figure 3.2.

To delve deeper into this variability, we offer a more detailed visualization in Figure 3.3.
This representation highlights a distinct lack of keypoints, particularly in the lower regions
of the goalie’s body. Given the rapid movements of these lower parts during gameplay,
accurately estimating the coordinates of their keypoints becomes a challenge[21]. The
scarcity of data in these regions could potentially impact the model’s capability to com-
prehensively capture the goalie’s complete pose, a crucial consideration for GoalieNet’s
performance in a fast-paced sport like ice hockey, making it important for the robustness
of our model.

Figure 3.4 further contributes to our understanding of challenges related to this dataset.
Each video clip corresponds to a specific game, and the figure illustrates the distribution
of the number of frames exclusively featuring goalies during these games. Understanding
this distribution is crucial as frames within a single video clip are often both sequential
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Figure 3.2: Proportion of frames featuring specific keypoints.
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and visually correlated. It is essential to be aware of this correlation to avoid introducing
bias during data splitting for evaluations. Therefore, careful consideration of the video clip
structure is imperative to ensure objective and reliable evaluation of our GoalieNet model.
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Figure 3.4: The number of frames featuring goalies per video clip.

3.2 Proposed Method

To estimate the positions of 29 keypoints across the goalie, equipment, and net, two distinct
approaches are employed. The initial approach involves utilizing the Multi-Stage Pose
Network architecture [24], where a joint goalie, equipment, and net pose estimation training
methodology is applied. This strategy capitalizes on the interplay between the goalie’s
position, equipment placement, and net orientation, enabling the network to leverage the
spatial relationships for accurate predictions.

One-Stage Learning GoalieNet has its own challenges due to the complexity of adher-
ing the complex interactions and spatial dependencies among various elements within the
scene. It turns out that intricate nature of the stick, which always moves quickly with the
goalie and changes the direction quickly, introduces an additional layer of difficulty in the
development of accurate and robust joint pose estimation algorithms tailored to the spe-
cific demands of ice hockey scenarios. In response this complexity, the second approach,
which is a Two-Stage Learning paradigm within the same network paradigm, comes to
play. In this method, a network is first trained to estimate all keypoints except for the
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stick. Subsequently, leveraging the latent poses and original images, a separate network
is trained specifically to estimate stick keypoints. This bifurcated strategy is devised to
enhance the model’s ability to tackle the specific challenges inherent to the estimation
of goalie, equipment, and net poses while maintaining a coherent and adaptable network
architecture.

Both approaches are carefully tailored to tackle the distinctive challenges presented
by our dataset and the intricate spatial correlations among goalie, equipment, and net
keypoints. In both instances, the network’s output comprises a collection of heatmaps,
with each heatmap corresponding to a specific keypoint on the goalie, equipment, or net.

3.2.1 GoalieNet: One-Stage Learning

The architecture of the proposed One-Stage Learning GoalieNet draws inspiration from
the framework introduced in Li et al. [241], as illustrated in Figure 3.5. This architecture,
referred to as Multi-Stage Pose Network (MSPN), embraces a multi-stage design, compris-
ing interconnected stages, each with distinct functionalities. This configuration equips the
network to effectively capture intricate spatial dependencies and gradually refine the pose
estimation process. The incorporation of cross-stage aggregation between adjacent stages
further contributes to the preservation of image quality, an indispensable property given
the considerable distance from which the videos are captured.

Feature Aggregation
== Coarse-to-Fine Supervision

Single-Stage Moduk:

Inpul/Oulpul Fealue

Figure 3.5: Multi-Stage Pose Network [21] architecture.

25



To enhance localization accuracy, MSPN employs varying kernel sizes across different
levels. This approach proves particularly vital for accurately localizing keypoints, such as
those on the leg pads, where the proximity of keypoints presents a challenge for traditional
pose estimation methods. The adoption of diverse kernel sizes empowers the model to
meticulously capture these nuanced details.

The intrinsic capability of MSPN to leverage cross-stage aggregation and using variyng
kernel sizes aligns seamlessly with the demands of our pose estimation task within ice
hockey scenarios. The dynamics of goalie poses, coupled with the varying positions of
the net and equipment across frames, necessitate a heightened localization precision. In
this context, MSPN emerges as a fitting solution, poised to meet the intricate demands of
accurate pose estimation in the realm of ice hockey.

To leverage the strong spatial relationship between goalie, equipment, and net in real
ice hockey scenarios, the network is trained in a joint fashion, encompassing all 29 key-
points across these entities. Joint training allows the network to benefit from the collective
information of all keypoints and their interactions, leading to more accurate and coherent
pose estimations compared to training with separate entities.

3.2.2 GoalieNet: Two-Stage Learning

The endeavor to predict all 29 keypoints concurrently within the context of the One-
Stage Learning GoalieNet revealed its inherent challenge. Especially, the intricate nature
of the stick, characterized by its swift movement with the goalie and slender structure,
increases the difficulty for the network in estimating its keypoints alongside the other crucial
keypoints. Furthermore, this simultaneous prediction of all keypoints could potentially
impede the learning process for other keypoints.

In light of these considerations, a viable solution has been formulated in the form of a
Two-Stage Learning framework, visualized in Figure 3.6. Notably, how goalies stand, their
orientation, the direction the net faces, and exactly where the stick is placed are closely
connected parts in ice hockey keypoint estimation for goalie. Specifically, most of the
time the net’s positioning remains relatively stable, while the goalie’s posture significantly
influences the stick’s orientation. Thus, a fine estimation of goalie, their gear, an the net’s
keypoints serves as a foundational step for accurate stick’s keypoint prediction.

Recognizing this interplay, our method follows a sequential approach that begins by
looking closely at how the goalie stands, the way their gear is set up, and the precise
configuration of the net. This approach strategically initiates with the estimation of all
keypoints except those associated with the stick, subsequently addressing the intricate

26



MSPN MSPN

Two Stages One Stage

Output Heatmap for
26 Keypoints
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Stick Keypoints
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A Subset of Keypoints
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Figure 3.6: Illustration of the Two-Stage Learning GoalieNet architecture, comprising two
integral components: the Keypoint Predictor Network (KPN) and the Keyheatmap Fusion
Network (KFN). The input image is processed by the KPN to generate heatmaps for 26 out
of 29 keypoints. Subsequently, the initial image is concatenated with a heatmap derived
from a chosen subset of keypoints, forming the input to the Keyheatmap Fusion Network.
This final stage produces heatmaps for 3 stick-related keypoints.

task of predicting stick keypoints. This sequential order is motivated by the fact that the
goalie’s positioning profoundly impacts the spatial arrangement of all other elements on
the ice.

This integrated design not only enhances prediction accuracy, at least for some key-
points, but also ensures that the predictions are meaningfully embedded within the broader
context of the game, facilitating a more informed understanding of player movements and
interactions.

Embedded within this Two-Stage Learning framework are two distinct networks: the
Keypoint Predictor Network and the Keyheatmap Fusion Network, which we will explain
comprehensive explanation of them in the subsequent sections.

3.2.2.1 Keypoint Predictor Network
A foundational component within the architecture of Two-Stage Learning GoalieNet is

the Keypoint Predictor Network (KPN). This network serves as a pivotal cornerstone that
contributes significantly to the overall framework. At its fundamental core, the KPN is
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tasked with the complex mission of jointly predicting 26 out of the total 29 keypoints that
are integral to the overall system.

Specifically, operating within the framework of MSPN’s heatmap-based architecture,
the images serve as inputs to the KPN, which then undertakes the pivotal role of gen-
erating 26 heatmaps realted to all keypoints except the ones corresponding to the stick.
This process concludes in the creation of latent features characterized by a dimension of
26 x H x W. Here, H and W represents the height and width of the output heatmaps,
respectively. This approach empowers the KPN to encapsulate the spatial intricacies of
keypoint estimation by focusing solely on the goalie, gear, and net positions, effectively
paving the way for the subsequent stages of fusion and stick keypoints prediction within
the GoalieNet framework.

3.2.2.2 Keyheatmap Fusion Network

To address the complexity of accurately predicting the positions of the stick keypoints while
maximizing the effective utilization of available information, we introduce the keyheatmap
fusion network (KFN) in the subsequent stage of learning, building upon the latent features
generated by the Keypoint Predictor Network.

Within this framework, the KFN undertakes the responsibility of predicting the stick
keypoints, leveraging the fused information to achieve a refined and comprehensive pre-
diction outcome. This network receives a concatenated four-channel input of 4 x H x W,
where three channels correspond to the original image input itself, and the additional chan-
nel contains the cumulative sum of selected latent poses heatmaps generated by KPN. This
selection focuses on a subset of keypoints that we deem primarily influential in the esti-
mation of stick keypoints. This fusion is strategically accomplished by concatenating the
latent features with image-based features, effectively infusing the network with multi-modal
insights.

Importantly, this step involves freezing the weights of KPN, leveraging the accumulated
knowledge from the earlier prediction stage. The structural backbone of the KFN aligns
with the MSPN architecture, thereby expanding its versatility to this critical stage.

This comprehensive strategy ensures that the nuanced interdependencies among key-
points, particularly the complex interplay between the positions of the goalie, net, and
stick, are effectively harnessed to enhance the accuracy and contextual relevance of the
predictions within the dynamic context of ice hockey.

28



3.2.3 Loss Function

The loss function employed in this study takes cues from Li et al. [21], which delved into
intermediate supervision as a means of enhancing accuracy. In each specific stage s and for
each sample i, at each level [ of the network, the loss Lf’l is calculated as the mean square
of the L2 distance between the predicted and actual heatmaps across all keypoints, as
indicated by (3.1). Here, gtf:]l- and pf]l denote the actual and predicted heatmap of the j™*
keypoint for the i sample at level [ and stage s of the network. When dealing with invisible
keypoints, the Multi-Stage Pose Network (MSPN) push the intermediate levels to generate
zero pixel values by assigning a ground truth value of zero to these specific keypoints
(gtf:]l- = 0). Another noteworthy aspect of the loss calculation for the final output, i.e.
[ = L, is the utilization of the online hard keypoint mining loss strategy [3]. This approach
involves considering only the top k visible keypoints with the highest L2 distance from
their actual heatmaps in the gradient calculation. This approach optimizes the training
process by prioritizing challenging keypoints and effectively focusing the network’s learning
on areas that require improvement.

1 1 sl .
Ly = Z ||gt§,j_p§,j||g set 1s

jEset

top k visible keypoints with the highest L2 loss if [ = L
all keypoints otherwise

(3.1)

Ultimately, (3.2) is employed to compute the overall loss, Ly, and subsequently update
the network’s weights. In this equation, N represents the number of samples, S denotes
the number of stages, and L signifies the number of levels.

1 N S
Lot = N Z Z Z Lf’l (3.2)

n=1 s=1 [=1
This comprehensive approach encapsulates the essence of the training process and
guides the network’s learning.
3.2.4 Coordinates Estimation
During the inference stage, the predicted coordinates of a given keypoint are derived by

locating the point that lies at 25% of the length along a vector connecting the heatmap’s
first and second maximum values [21]. This heatmap-based approach enables precise and
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spatially-aware keypoint localization, accounting for variations and interactions among
keypoints.

3.3 Summary

In this chapter, we presented the methodology employed in developing the GoalieNet frame-
work for joint goalie, equipment, and net pose estimation in ice hockey. The approach
consists of a Two-Stage Learning strategy, encompassing the Keypoint Predictor Network
(KPN) and the Keyheatmap Fusion Network (KFN).

We began by highlighting the challenges posed by the One-Stage Learning approach due
to the complexity of stick movement and the need to predict all keypoints simultaneously.
In response, the Two-Stage Learning approach was introduced, addressing these challenges
through specialized networks. KPN effectively predicts goalie, gear, and net keypoints,
while KFN, building upon fused information, focuses on predicting stick keypoints.

The loss function was detailed, drawing inspiration from intermediate supervision prin-
ciples and online hard keypoint mining. It ensures accurate training by prioritizing chal-
lenging keypoints and considering both visible and invisible keypoints. Finally, we outlined
the process of coordinate estimation from generated heatmaps, underscoring its significance
in accurate localization.

The methodology, encompassing Two-Stage Learning, specialized networks, loss func-
tion, and precise coordinate estimation, forms the foundation of GoalieNet’s capability to
estimate player poses comprehensively, contributing to enhanced sports analytics in the
context of ice hockey.
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Chapter 4

Experimental Results

This chapter presents the outcomes of an in-depth investigation into GoalieNet pose esti-
mation method. Through meticulous testing and assessment, it showcases the effectiveness
of a Two-Stage Learning strategy that addresses the distinctive complexities of this partic-
ular task. By thoroughly examining network design, training techniques, and performance
evaluation, this chapter provides a comprehensive understanding of the model’s strengths
and weaknesses.

The essence of this chapter is to present a coherent depiction of the model’s capabilities
in deciphering the intricate movements and orientations of goaltenders in the dynamic sport
of ice hockey. By incorporating quantitative metrics, qualitative evaluations, and focused
analyses, this chapter functions as a guide that navigates us through the multifaceted
landscape of goalie pose estimation. This aids in comprehending the potential influence of
the model and avenues for future enhancements.

4.1 Network Design and Training

The Keypoint Predictor Network (KPN) is composed of two stages, both utilizing 256
upsampling channels. In contrast, the Keyheatmap Fusion Network (KFN) consists of a
single stage with 64 upsampling channels. Both networks have four levels. During the
One-Stage Learning phase, the model parameters employed align with those of KPN. For
loss computation, the top-k values are set at 8 for KPN and 2 for KFN. The same top-k
value as KPN is employed for the One-Stage network.

31



The weights of the networks were initialized following the same approach as in Li et
al.’s work [24]. The training process involves iterative training for a specific number of
iterations: 1500 iterations for the One-Stage GoalieNet, 3500 iterations for KPN, and
2500 iterations for KEF'N. These iteration counts have been determined as yielding optimal
performance based on validation results.

The goalie bounding boxes were manually annotated in the dataset. Across all networks,
the input dimensions remain constant at 256 x 192, while the output dimensions are set
to 64 x 48. To optimize the networks, the Adam optimizer is utilized with an initial base
learning rate of 0.0005. The chosen batch size for training is set at 32.

As discussed in Section 3.1.1, the correlation among different frames within a specific
video clip was identified as a challenge we aimed to address in this task. To mitigate the
impact of frame correlation on test accuracy, we adopted a strategy of splitting the dataset
for training, testing, and validation based on the individual video clips. This approach
entails assigning the entire set of frames from a particular video clip to either the train,
test, or validation subsets. While implementing this strategy, we maintained a distribution
ratio of approximately 80%, 10%, and 10% among the total frames within each group. The
training data consisted of 28 video clips, while each of the test data and validation data
each contained 3 video clips.

4.2 Performance Evaluation

Given the unique nature of the goalie pose estimation task, which involves non-human
joints unlike conventional human pose estimation tasks, the application of conventional
prevalence indicators, such as object keypoint similarity metric [25], as described in (4.1),
is not feasible. In this formula, d; represents the euclidean distance between ground truth
and predicted keypoint, and s is the scale of the bounding box divided by the total area of
the image. Notably, k; is a constant value per-keypoint, which is typically based on human
joints scale and is not applicable to non-human keypoints of our dataset.

2

d;
OKS = emp(—2s2k2) (4.1)

As an alternative approach, we adopt a simplified version of the percentage of detected
joints, which is used in Deeppose [15]. Doing so, we initially calculate the normalized
localization error for each keypoint, denoted as NLEj,, as demonstrated in (4.2). In this
equation, the vectors Py, and Ay, represent the predicted and actual keypoint positions
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as (P, P,) and (A,, A,), respectively, and d, refers to bounding box diagonal. Then,
the criterion described in (4.3) is adopted as our keypoint detection metric. Based on
this criterion, if the normalized localization error falls below a pre-difined threshold, the
keypoint is deemed detected. Within this framework, a threshold value of 0.05 is uniformly
applied across all keypoints to ascertain their detection status.

_ ||Pkp — Aka?

NLE;, -
b

(4.2)

Keypoint Detection Criterion: NLE}, < Threshold (4.3)

Once the classification is established for each keypoint, we assess the detection accuracy
of a specific keypoint, denoted as DAy,, by calculating the percentage of successfully
detected keypoints, as shown in (4.4). In this equation, N,?;t represents the number of
detected keypoints of type kp, and N, ,f;s is the count of visible keypoints of the same type.

det

DAy, = N’j}js x 100 (4.4)
kp

Furthermore, gaining insights into the magnitude of prediction errors among the de-
tected keypoints offers valuable information. Building upon the threshold-based detection
in (4.3), a deeper analysis of normalized localization error, but only for detected keypoints,
provides a more nuanced understanding of the model’s precision. This performance metric
is calculated based on 4.5, where NLE?! refers to the normalized localization error for *

kp,i
detected keypoint of type kp.

det
N, D

€ 1 - €
NLE{ = N > NLE, (4.5)
P =1

Given the extensive presence of over 29 keypoints, the utilization of a consolidated
metric becomes imperative to succinctly summarize results and facilitate the comparison
of outcomes across multiple joints. In order to provide a comprehensive overview of our
framework’s performance, we present both median and average of detection accuracy, and
the average of normalized localization error across diverse classes.
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4.3 Latent Feature Selection

A pivotal consideration in the Two-Stage Learning GoalieNet is the strategic selection of
keypoints for input to the second learning stage, the Keyheatmap Fusion Network. In this
context, we have drawn from intuitive reasoning by focusing on the premise that the stick is
consistently held by the goalie, and in the same manner throughout a game. Consequently,
keypoints situated on the hands, such as the elbows, shoulders, blocker and mit-top, as it is
illustrated with blue points in Figure 4.1, were identified as potentially suitable candidates
for input to the Keyheatmap Fusion Network (KPN).
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Figure 4.1: Keypoints located on the shoulders (1, 2), elbows (3, 4), blocker (15, 16, 17, 18),
mit-top (25), and a single keypoint positioned on the net (28) were deliberately selected
as inputs to the Keyheatmap Fusion Network (KFN) for the purpose of predicting stick
keypoints.

Moreover, through experimentation, we observed employing a single keypoint associated

with the net contributed to an enhancement in accuracy. This prompted us to include this
specific keypoint in the set of inputs provided to the Keyheatmap Fusion Network.

34



4.4 Results

The performance results on both the test and validation datasets, each comprising three dis-
tinct video clips, are presented in Table 4.1. This table provide a comprehensive overview of
the keypoint estimation outcomes achieved by the two methods. Upon close examination of
the numerical values, it is evident that the Two-Stage Learning approach outperforms the
One-Stage Learning method, showing a 1% higher median accuracy for keypoint estimation
and a reduced localization error of 0.0187 for test data, in contrast to the One-Stage ap-
proach’s 0.0194. However, for a more granular understanding of these summarized metrics,
a detailed analysis of the accuracy across all 29 keypoints is warranted.

Test Validation
Metrics One-Stage | Two-Stage | One-Stage | Two-Stage
Detection Accuracy (Median) 70% 71% 86% 88%
Detection Accuracy (Mean) 1% 1% 85% 87%
Normalized Localization Error (Mean) 0.0194 0.0187 0.0179 0.0168

Table 4.1: Overall comparison between One-Stage Learning and Two-Stage Learning
GoalieNet for both test and validation video clips. The evaluation metrics encompass
all 29 available keypoints, with the detection threshold in (4.3) set at 0.05. Additionally,
normalized localization error is calculated using (4.5).

Given the primary responsibility of the Keypoint Predictor Network (KPN) in estimat-
ing 26 out of the total 29 keypoints, we proceed to make a comparison of its performance
with that of the same keypoints in the One-Stage GoalieNet. The results are presented
in Table 4.2. Across both the median of the accuracy values of these 26 keypoints, and
the localization error of detected keypoints, KPN consistently outperforms the One-Stage
GoalieNet, increasing the median accuracy from 72% to 75% and decreasing localization
error from 0.0195 to 0.0188 for test data. This observation underscores the effectiveness of
this network in the Two-Stage GoalieNet approach. A closer examination of the dynamics
reveals that excluding the stick keypoints from the set of keypoints during the first stage
assists the network in enhancing the precision of estimating the remaining keypoints asso-
ciated with the goalie, net, and their protective gear. This strategic division of labor within

the Two-Stage framework contributes to the improved overall performance observed in the
Table 4.1.

Regarding the stick keypoints, a notable observation arises from the data presented in
Table 4.3. It becomes apparent that the Keyheatmap Fusion Network faces difficulties in
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Test Validation
Metrics One-Stage | Two-Stage | One-Stage | Two-Stage
Detection Accuracy (Median) 72% 75% 87% 90%
Detection Accuracy (Mean) 73% 73% 85% 88%
Normalized Localization Error (Mean) 0.0195 0.0188 0.0170 0.0168

Table 4.2: Performance Comparison between One-Stage Learning results for all keypoints
except stick-related keypoints and Keypoint Predictor Network (KPN) of Two-Stage Learn-
ing in test and validation video clips. The threshold in (4.3) is set at 0.05. Additionally,
normalized localization error is calculated using (4.5).

accurately estimating stick-related keypoints. This is reflected in the results where the
detection accuracy of stick keypoints is noticeably higher in the One-Stage Net compared
to the Keyheatmap Fusion Network, the median detection accuracy stands at 60% for the
former, while it reaches 49% for the latter, as observed in the test data. Interestingly,
the KFN in Two-Stage GoalieNet exhibits a more precise localization accuracy for stick
keypoints, with values of 0.0171 for the Two-Stage approach and 0.0181 for the One-Stage
approach. This disparity between localization accuracy and detection accuracy emphasizes
the nuanced challenges involved in predicting these intricate stick keypoints within the
context of ice hockey scenarios.

Test Validation
Metrics One-Stage | Two-Stage | One-Stage | Two-Stage
Detection Accuracy (Median) 60% 49% 74% 1%
Detection Accuracy (Mean) 55% 53% 73% 2%
Normalized Localization Error (Mean) 0.0181 0.0171 0.0193 0.0167

Table 4.3: Performance Comparison between One-Stage Learning results for stick-related
keypoints and Keyheatmap Fusion Network (KFN) of Two-Stage Learning in test and
validation video clips. The threshold in (4.3) is set at 0.05. Additionally, normalized
localization error is calculated using (4.5).
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4.4.1 Joint-wise Comparison

Given that the ultimate goal of our approach is to determine the precise coordinates of
keypoint positions, it becomes essential to conduct a comparison of joint-wise detection
accuracy across different methodologies. To achieve this, we begin by categorizing individ-
ual keypoints into groups that correspond to the same body parts, such as shoulders, or
equipment items like leg pads. We then calculate the mean of detection accuracy across
members for each of these groups and assign this value to the overall group accuracy.
Subsequently, we delve into a detailed discussion about each joint, aiming to identify any
anomalies or weaknesses present in each method. This comprehensive analysis will provide
us with a deeper understanding of the performance of various approaches and offer insights
into their suitability for accurately pinpointing keypoints.

As illustrated in Figure 4.2, a more detailed examination of specific keypoints reveals
interesting insights. Notably, for keypoints such as mit-top, which is a keypoint on the
tip of the goalie’s glove, stick, blocker, legpad, and hip, the accuracy achieved through
the Two-Stage Learning approach appears to be comparatively lower than that of the
One-Stage Learning approach. The most pronounced difference is observed in the case
of "mit-top” keypoint. Unfortunately, the annotation quality for "mit-top” within our
dataset poses challenges. Specifically, the actual position of mit-top is not consistently
annotated as being exclusively at the tip of the goalie’s mit. This variability is highlighted
in Figure 4.3, which illustrates instances of significant positional changes in mit-top even
between two consecutive frames.
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Figure 4.2: Mean detection accuracy for test videos in Two-Stage and One-Stage GoalieNet
across different keypoints group.
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(a) The annotated position of the (b) The annotated position of the
"mit-top” keypoint in the first "mit-top” keypoint in the next
frame. frame of the same video.

Figure 4.3: In 4.3b, it appears that the "mit-top” keypoint is not annotated at the same
position as it is in 4.3a.

Despite extensive manual efforts to clean and refine the data, mitigating this challenge
proved to be complex. Removing all instances of loosely annotated keypoints might lead to
substantial data loss, an outcome that was deemed undesirable. This issue becomes partic-
ularly relevant when considering the separation of stick-related keypoints from the rest. In
the context of the Keyheatmap Fusion Network within the second stage of GoalieNet, hav-
ing keypoints on both hands assumes paramount significance as latent heatmaps, ensuring
that the network receives comprehensive input information to improve the estimation of
stick keypoints. This close connection between how well we label keypoints, the cleanliness
of our data, and what information we give to the network highlights the complexity of deal-
ing with these challenges to make our predictions more accurate and reliable, especially
for the more detailed keypoints.

However, considering that the positions of keypoints are closely tied to the stick’s place-
ment, since both are held by the hands, excluding the stick from the group of keypoints
given to the Keypoint Predictor Network could potentially lead to a decrease in the accu-
racy of detecting the stick’s position.
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Analyzing the stick keypoints, as shown in Figure 4.4, it becomes evident that the
Two-Stage GoalieNet exhibits enhancements in accurately detecting both the upper and
lower portions of the stick compared to the One-Stage approach. Surprisingly, despite this
improvement, the accuracy metric experiences a decrease of approximately 10% when the
second stage network is utilized.
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Figure 4.4: Detection accuracy for test videos in Two-Stage and One-Stage GoalieNet for
3 stick-related keypoints.

The decrease in accuracy when employing the second stage network for stick keypoints
could be attributed to the model’s attempt to fine-tune its predictions. While the Two-
Stage GoalieNet succeeds in providing accurate estimations for the upper and lower por-
tions of the stick, the subsequent refinement process might inadvertently introduce noise,
leading to a reduction in accuracy. Especially because the Keyheatmap Fusion Network
(KFN) is a One-Stage network which may result in lacking the sufficient expertise to
precisely refine its estimations. The complexity arises from the rapid movement and rota-
tional changes of the stick’s tip. Such intricate movements can be challenging to capture
effectively in a One-Stage network, where nuanced adjustments might lead to unintended
inaccuracies. This underscores the need for a more sophisticated strategy to refine predic-
tions for keypoints that involve swift and multi-dimensional movements.

The comprehensive assessment of the overall accuracy of both methods is visually sum-
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marized in Figure 4.5. A closer inspection reveals that certain keypoints exhibit lower
accuracy within the Two-Stage Learning method. Notably, keypoints such as legpads and
blocker stand out as areas where the Two-Stage Learning method falls short. These specific
keypoints hold significant importance, as highlighted in Section 4.3, where we elucidated
that their latent heatmaps constitute vital inputs to the Keyheatmap Fusion Network. The
accuracy of predictions for these heatmaps bears profound implications for the subsequent
stages of the network’s estimation process.
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Figure 4.5: Keypoint detection accuracy for all keypoints in One-Stage and Two-Stage
GoalieNet.

Interestingly, a pivotal observation arises from the performance of the Keypoint Pre-
dictor Network. The removal of stick-related keypoints from its input set appears to have
contributed to a decrease in detection accuracy for these keypoints. This outcome un-
derscores the intricate interplay between different keypoints and their collective influence
on prediction quality. Specifically, this highlights that stick-related keypoints are not only
important in their own right but also play an integral role in refining the estimation process
for other keypoints.

In essence, the accuracy trends across different keypoints underscore the necessity of a
nuanced approach that considers both individual and collective influences within the T'wo-
Stage framework. This analysis serves as a valuable guide for refining network architecture,
input selection, and optimization strategies to enhance the overall accuracy of the Two-
Stage Learning GoalieNet, further emphasizing the significance of a holistic approach in
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goalie pose estimation.

4.5 Discussion and Future Research

In this study, we delve into the intricate realm of goalie pose estimation, a task that
poses unique challenges compared to conventional human pose estimation. While the One-
Stage Learning GoalieNet offers insights, it has its limitations, especially when dealing
with swift-moving and intricately related elements such as the stick. The introduction of
the Two-Stage Learning GoalieNet proves promising, demonstrating enhanced accuracy
in most keypoints. However, it is evident that KFN’s refinement might lead to slight
inaccuracies for the tip of the stick, highlighting the delicate balance between correction
needed for different keypoints in Two-Stage Learning.

One of the critical factors contributing to the performance of our Two-Stage approach is
the selection of keypoints that we input along with the original frame into the Keyheatmap
Fusion Network to predict the stick keypoints. Intuitively, we observe that during a game,
the goalie always holds the stick in one of their hands. Therefore, we selected all keypoints
on both hands of the goalie as our latent pose heatmaps, as illustrated in Figure 4.1.
Through experimentation, we have empirically verified that this intuition holds, and any
removal of these keypoints from the set, even the noisiest keypoint like mit-top, results
in a degradation of the Two-Stage method’s detection accuracy for the stick. Further
exploration of other keypoints revealed that adding the upper left keypoint of the net
improves the detection accuracy. This keypoint consistently demonstrates high accuracy
in our Two-Stage model, as depicted in 4.5. We interpret this finding as an indication of
our Keyheatmap Fusion Network’s sensitivity to the quality of latent pose estimated by
Keypoint Predictor Network.

Another crucial aspect to address when interpreting the outcomes lies in the meticu-
lous nature of dataset annotations. Our approach delves into understanding the interplay
between model detection accuracy for test data and the proportion of visible keypoints
within the training dataset. This exploration is motivated by our intent to study the cor-
relation between the adequacy of data and the resulting detection accuracy. To enhance
the comprehensibility of our findings, we’ve organized the keypoints into coherent groups
representing specific body parts. By computing the mean detection accuracy for individ-
ual keypoints within each group, we’ve mirrored the methodology employed in Figure 4.2.
Another reason for grouping keypoints based on their related body parts is that having
adequate samples for different sides of a body part, like left and right shoulders, contributes
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to better recognition of all variations. This is particularly beneficial as having ample sam-
ples for the left shoulder, for example, aids in estimating keypoints for the right shoulder
as well, enhancing the model’s ability to distinguish between both sides effectively.

For each group, we select the model with the highest mean detection accuracy, aiming to
base our discussion on the performance of the most proficient model within each keypoints
group. Subsequently, we define the visibility rate of each keypoint group as the mean
ratio of visible keypoints across 4,166 training frames. The outcome of this analysis is
graphically depicted in Figure 4.6.
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Figure 4.6: Visibility rate of each keypoints group vs the accuracy of the best performing
model for that group.

In our evaluation, a detection accuracy of 80% or below is deemed suboptimal, while a
visibility rate below 70% is considered limited. A visual representation of these thresholds
is presented in Figure 4.6. The empirical analysis yields the discernment of three distinct
clusters. The first cluster is characterized by heightened accuracy and a robust visibility
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rate, encompassing keypoints groups like "mask”, "net”, ” center of torso”, and ”shoulders”.
The second cluster exhibits lower accuracy and reduced visibility, encompassing ” mit-top”,
"blocker”, "hip”, "stick”, and ”legpad”. Lastly, the third cluster demonstrates sufficient
visibility but low detection accuracy, solely comprising the ”elbows” group.

While the decreased accuracy of the "elbows” group, despite a sufficient visibility rate,
presents a potential area for future investigation, we hypothesize a connection between
reduced accuracy and the limited volume of training data accessible for these particular
keypoints, as observed in the second cluster. This correlation indicates the possibility of
enhancing accuracy through the augmentation of meticulously annotated training data
tailored to these specific keypoint groups. Conversely, within the first mentioned cluster,
we observe that despite a lower visibility rate, the accuracy for the net keypoints remains
notably high. This phenomenon can be attributed to the consistent positioning of the net,
coupled with its simple rigid shape, which renders keypoint estimation less challenging.

A fundamental aspect of the MSPN[24] refinement process lies in the implementation
of variable kernel sizes, facilitating a transition from coarse to fine localization. Notably,
the localization requirements for different keypoints may vary significantly. For instance,
keypoints located on blockers are near together and they may greatly benefit from the
utilization of smaller kernels, enabling more precise localization. Recognizing the distinct
needs of different keypoints and tailoring kernel sizes accordingly holds the potential to
significantly enhance the accuracy and reliability of the overall estimation process. To
further improve specific keypoint estimation, like legpads, the integration of priors over
keypoint positions could offer better detection accuracy. This approach represents a piv-
otal avenue for further refinement within the architecture, accentuating the significance of
tailored strategies in optimizing the performance of the Two-Stage Learning GoalieNet.

The strategic implementation of the Two-Stage Learning GoalieNet framework was
driven by the quest to unravel the intricate interplay between various keypoints, particu-
larly in the context of swiftly moving elements like the stick. A notable aspiration was to
enable the network to autonomously discern the keypoints of utmost relevance for accurate
estimation, thus inherently addressing the dynamic challenges posed by this task.

The utilization of extended bounding boxes within GoalieNet, which encapsulates all
three entities of goalie, stick and net together, has exposed the architecture to a consid-
erable amount of noisy background information. This complexity further underscores the
significance of an adaptable framework capable of determining which keypoints warrant
closer attention. In light of this, future endeavors could delve into more sophisticated net-
work architectures carefully designed to match the changing dynamics of ice hockey.The
integration of attention mechanisms, for instance, could potentially empower the network
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to concentrate its processing on critical keypoints such as the stick, ultimately enhancing
both accuracy and efficiency.

In summary, while our study showcases the potential of Two-Stage Learning for goalie
pose estimation, there’s ample room for further exploration and refinement. As ice hockey
dynamics continue to evolve, advancing the accuracy of pose estimation methods will
play a pivotal role in enhancing player analysis, strategy development, and performance
evaluation.
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Chapter 5

Conclusions

In the pursuit of enhancing the accuracy and comprehensiveness of goalie pose estimation
in the context of ice hockey, this study embarked on a rigorous exploration, methodical
experimentation, and systematic analysis. Through a meticulous journey of model devel-
opment, training, and evaluation, we have endeavored to provide valuable insights and
contributions to the field.

The journey began with the realization of the intricate challenges posed by the unique
nature of goalie pose estimation. Unlike conventional human pose estimation tasks, the
presence of non-human joints and the interplay between multiple entities — goalie, stick,
and net — necessitated innovative approaches. The One-Stage GoalieNet is an initial ar-
chitecture within the Multi Stage Pose Network [21] framework that attempts to predict
all keypoints simultaneously. It tackles the challenges of estimating non-human keypoints
in the dynamic context of ice hockey. While this approach provides a holistic perspective,
accurately predicting certain keypoints, such as those associated with the swiftly moving
stick, remains challenging.

The limitations and complexities encountered by the One-Stage approach paved the way
for the development of the more specialized Two-Stage approach, comprising the Keypoint
Predictor Network (KPN) and the Keyheatmap Fusion Network (KFN), which seeks to
enhance accuracy by addressing the specific intricacies of each keypoint’s estimation. Our
Two-Stage Learning architecture, was conceived to tackle these challenges effectively. The
Two-Stage Learning GoalieNet comprises two sequential stages aimed at refining the ac-
curacy of keypoints estimation for ice hockey goaltenders. In this approach, the first stage
involves the Keypoint Predictor Network (KPN), which focuses on predicting 26 out of the
total 29 keypoints, excluding the keypoints associated with the stick. This initial stage
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leverages the relationships among goalie, equipment, and net positions to enhance accuracy.
Subsequently, the second stage introduces the Keyheatmap Fusion Network (KFN), which
takes the fused information from the KPN, along with the original image, and predicts the
stick keypoints. The key aspect here is the deliberate exclusion of stick-related keypoints in
the first stage to allow a more precise estimation of the stick’s position. This model aimed
to leverage the spatial relationships between keypoints and infuse multi-modal insights for
enhanced predictions.

Experimental results unveiled the nuanced interplay between accuracy and challenges.
The efficacy of GoalieNet was demonstrated through comprehensive evaluations, high-
lighting its capacity to predict keypoints with a focus on goalie, gear, and net positions.
Accuracy and localization error metrics provided an insightful overview of our model’s
performance, showcasing its potential across diverse classes of keypoints.

However, the journey also underscored the subtleties of annotation quality, data clean-
liness, and network input selection. The varying accuracy across different keypoints un-
derscored the importance of meticulous data annotation and model tuning. The trade-off
between the specificity of keypoints’ annotations and the model’s accuracy became evident,
suggesting the need for a delicate balance.

Looking ahead, the journey does not conclude, but rather evolves. Further refinements
and extensions are essential to enhance the model’s robustness. Exploring kernel sizes
tailored to individual keypoints, implementing prior information, and addressing extended
bounding box challenges offer avenues for future investigations. Additionally, attention
mechanisms and advanced network architectures could hold the potential to further bolster
our model’s accuracy and adaptability.

In closing, this study has offered a comprehensive journey through the intricate realm
of goalie pose estimation. As the dynamic world of sports and technology continues to ad-
vance, our pursuit of accurate and versatile pose estimation remains ever-evolving, guided
by a commitment to innovation and a deeper understanding of the nuances within the
sport of ice hockey.
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