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Abstract 

Enhanced error monitoring, as reflected in increased amplitude of the error-related negativity 

(ERN) ERP component, has been suggested to be a vulnerability neuro-marker of anxiety 

disorders. However, the association between an enhanced ERN amplitude and anxiety levels 

in the nonclinical population have been inconsistent. In a sample of 82 adults, we examined 

the association between anxiety and the ERN with different analytical methods (mass-

univariate statistics and conventional analyses), self-reported anxiety scales (STAI and 

STICSA), and trial numbers (all correct trials and equal numbers of correct and error trials). 

Both the conventional and mass-univariate analyses demonstrated a robust enhancement of 

the ERN and Pe relative to the correct-ERPs. However, the mass-univariate approach 

additionally unveiled a wider array of electrodes and a longer duration of involvement in this 

error enhancement. There was no consistent moderation of the findings by trial numbers, 

analyses, and anxiety scales. Across the analytic methods, the results showed a lack of 

consistent correlation between trait anxiety and error-related ERPs. The present results 

suggest a lack of enhancement of error monitoring by anxious traits in individuals with sub-

clinical anxiety and those with clinical anxiety but without a clinical diagnosis. Importantly, 

the absence of such correlation questions the validity of the ERN as a neural marker for 

anxiety disorders. Future studies that investigate neuro-markers of anxiety may explore 

alternative neural signatures and task designs, and employ robust statistics to provide a more 

comprehensive understanding of anxiety vulnerability. 
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Introduction 

Adaptive behaviour requires the ability to monitor one’s actions. Action monitoring is 

necessary for detecting mistakes and implementing compensatory behaviours (Botvinick et 

al., 2001; Rabbitt, 1966). As mistakes can coincide with physical, social, or financial costs, 

individuals tend to be highly motivated to avoid them. Error aversion appears to be amplified 

by anxious traits, and enhanced error monitoring has been correlated with various forms of 

clinical anxiety (Meyer & Gawlowska, 2017; Saunders & Inzlicht, 2020; Weinberg et al., 

2010). However, it is unclear how error monitoring varies depending on individual 

differences in sub-clinical anxiety. Examining error monitoring in the neurotypical 

population may help elucidate the degree to which anxiety correlates with cognitive 

processes of performance.  

The error-related negativity (ERN) and error positivity (Pe) are two 

electrophysiological measures used to examine error processing in relation to anxious traits. 

The ERN is a negative deflection occurring at fronto-central sites within 100 ms after an 

incorrect response (Gehring et al., 1993). A smaller negativity, known as the correct-related 

negativity (CRN), is observed following correct responses. The ERN and CRN are similar in 

time-course and topography (Vidal et al., 2000, 2003), although the ERN generally has a 

higher amplitude and is thought to reflect automatic error detection (Holroyd & Coles, 2002). 

The ERN and CRN are typically assessed with binary choice tasks like the Flanker task 

(Eriksen & Eriksen, 1974), in which participants make unambiguous correct/error responses 

within a limited time window. Modified versions of the paradigms may involve monetary 

incentives (Hajcak et al., 2005) and social context manipulations (Barker et al., 2015). For 

the current study, we discuss the ERN and CRN in the context of the basic paradigm (no 

laboratory manipulations). Numerous studies have shown that, compared to non-anxious 

participants, individuals diagnosed with anxiety-related disorders present with an enhanced 

ERN amplitude, an effect interpreted as reflecting enhanced error reactivity in clinical 

anxiety. This enhanced ERN has been found across a variety of clinical groups, including 

obsessive-compulsive disorder (e.g., Endrass et al., 2010, 2014; Riesel, 2019; Riesel et al., 
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2017), social anxiety disorder (Endrass et al., 2014; Kujawa et al., 2016), and generalized 

anxiety disorder (Weinberg et al., 2010; Weinberg, Kotov, et al., 2015).  

Interestingly, the association between anxious traits and error reactivity has not been 

consistently observed in neurotypical populations that display subclinical levels of anxiety. 

Associations of error processing with such subclinical anxiety traits are mixed in basic binary 

choice conditions (i.e., unambiguous responses with no incentives). Some evidence suggests 

that healthy individuals with high trait levels of anxiety (HTA) have enhanced error 

monitoring compared to those with low trait levels of anxiety (LTA), as reflected by 

heightened ERN amplitudes for the former group (Hajcak et al., 2003; Meyer et al., 2012). 

However, another study demonstrated the opposite pattern, where the HTA group showed 

reduced ERN amplitudes compared to the LTA group (Hsieh et al., 2021). Still, another 

study found that the HTA and LTA groups did not differ in ERN amplitudes (Aarts & 

Pourtois, 2010). Some studies using Pearson’s correlations found no significant association 

between ERN amplitude and self-reported anxiety scores (Beste et al., 2013; Cavanagh & 

Allen, 2008; Saunders et al., 2015). Further, a recent meta-analysis reported that subclinical 

anxiety does not have a significant association with ERN amplitude (Saunders & Inzlicht, 

2020). Thus, to date, the association between subclinical anxiety traits and ERN amplitude 

remains unclear.  

The Pe is a positive deflection at parietal sites that occurs 200-400 ms after an 

incorrect response (Falkenstein et al., 1991). A smaller deflection, called the correct 

positivity (Pc), is also observed following a correct response with a similar timing and 

topography as the Pe. The Pe has been hypothesized to reflect the conscious awareness of 

errors (Endrass et al., 2005; Nieuwenhuis et al., 2001). Findings on the Pe association to 

individual differences in anxiety have been mixed, although most studies have not detected 

any significant modulation of Pe amplitude by anxiety (Endrass et al., 2014; Klawohn et al., 

2014; Olvet & Hajcak, 2009b; Weinberg et al., 2010; Xiao et al., 2011).  
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One possibility underlying the mixed results between anxiety and the error-related 

ERPs is that the way trait anxiety is measured remains inconsistent across studies. In 

addition, depressive symptoms may moderate ERN amplitude (Chiu & Deldin, 2007; Holmes 

& Pizzagalli, 2008, 2010b; Weinberg et al., 2016; see Pasion & Barbosa, 2019 for a meta-

analysis) and the anxiety-ERN association (Weinberg et al., 2012; Weinberg, Kotov, et al., 

2015). Similarly, Pe amplitudes can be blunted by depression (Aarts et al., 2013; Olvet et al., 

2010; Schrijvers et al., 2008). It is possible that non-specific anxiety scales that blend anxiety 

with depression may introduce further complexity when examining the anxiety-ERN 

association. Sub-clinical levels of anxiety trait have been often assessed by the State-Trait 

Anxiety Inventory (STAI; Spielberger, 1983; e.g., Aarts & Pourtois, 2010; Meyer & 

Gawlowska, 2017). However, the STAI has been criticized on its ability to discriminate 

between anxiety and depression symptoms (Bieling et al., 1998). Some STAI items (e.g., “I 

wish I could be as happy as others seem to be.”) appear to reflect symptoms related to both 

anxiety and depression, which undermines its ability to assess anxiety as distinct from 

depression (Bieling et al., 1998; Caci et al., 2003). In light of the association between 

depressive symptoms and the Pe (Aarts et al., 2013; Olvet et al., 2010; Schrijvers et al., 2008) 

and ERN (Weinberg et al., 2012; Weinberg, Kotov, et al., 2015), using a specific scale that 

reflects pure anxiety may provide a clearer and more accurate picture of the correlation 

between anxiety and error-related ERPs.  

Succinctly, the State-Trait Inventory for Cognitive and Somatic Anxiety (STICSA; 

Ree et al., 2008) improves upon the shortcomings of the STAI. The STICSA includes items 

that are relatively unique to anxiety and excludes items shared by depression (Grös et al., 

2007). The STICSA demonstrates an improved ability to differentiate between symptoms of 

anxiety and depression compared to the STAI, thus offering a more precise assessment of 

anxiety (Grös et al., 2007). To the best of our knowledge, the STICSA scale has not been 

used in studies assessing performance monitoring with the ERN or Pe. One goal of the 

present study was to compare the association between ERN and Pe amplitudes with anxiety 

using both STAI and STICSA scales.  
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A second important factor that may be involved in the inconsistent anxiety 

association with error processing ERPs pertains to how the ERN and Pe are measured in the 

first place. The correct-related ERPs (i.e., the CRN and Pc) occur after every response and 

appear to reflect generic response monitoring. In order to isolate error-specific processes 

from generic response monitoring, subtraction-based difference waves between the 

CRN/ERN (ΔERN) and Pc/Pe (ΔPe) have been used (e.g., Meyer et al., 2015, 2018; 

Saunders et al., 2015; Weinberg et al., 2012; Weinberg 2010; see Luck, 2014 for a more 

thorough discussion). In addition, the ΔERN has shown more robust association with 

individual differences in anxiety than the ERN (Klawohn et al., 2020). Compared to the 

absolute error waveforms, the ΔERN and ΔPe are more error-specific measures as they 

remove stimulus-related activity and generic response monitoring that are shared between the 

error and correct responses (Klawohn et al., 2020).  

The number of trials averaged to create the ERP is critical for the validity of any ERP 

quantification (Luck, 2014). Considering that the ΔERN and ΔPe calculations involve both 

error and correct trials, it is important that these conditions have comparable trial counts in 

the analysis. However, drastically different numbers of correct and erroneous trials have been 

included in previous calculations of the ΔERN and ΔPe. The correct trial numbers used for 

CRN and Pc calculations are typically much higher than the error trial numbers used for ERN 

and Pe calculations, in part due to the low ratio of errors to correct responses produced by the 

typical action monitoring paradigm (e.g., Flanker task). The imbalance of trials across 

conditions can result in lower signal-to-noise ratios of the error-related ERPs than the 

correct-related ERPs, which can be problematic for the examination of the difference wave. 

Equating trial numbers across conditions is thus necessary to avoid biased results. 

Bootstrapping (e.g., Buzzell et al., 2019) and permutation (e.g., Muir et al., 2020) have been 

used to combat this problem. However, to date, no study has directly tested the influence of 

trial counts by matching the number of correct and error trials for each individual. One goal 

of the present study was to fill this gap. 
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 Finally, employing robust statistics can enhance the statistical examination of ERPs. 

Previous studies that examined error monitoring have utilized classic ERP analysis, which 

can inflate Type I error rate (Luck & Gaspelin, 2017). The classic practice (mean amplitude 

of pre-defined channels and time window) also limits the examination of brain activity to a 

specific time window and specific channels. Doing so decreases the chances of finding other 

potentially interesting neuro-markers related to error monitoring and its association to 

anxiety. Mass-Univariate (MU) analysis is a more robust way to study ERPs via a data-

driven approach (Luck & Gaspelin, 2017). The MU approach allows for analyses across all 

electrodes and time points (Luck & Gaspelin, 2017), thereby reducing Type II error rate as 

compared to the limited range analysis required by the classic approach. With an appropriate 

correction for multiple comparisons, the MU approach can also control for overall Type I 

error rate (Luck & Gaspelin, 2017) while preserving statistical power (Pernet et al., 2011). 

Therefore, when examining the ERN and Pe, MU statistics may offer advantages compared 

to the classic approach.  

In sum, the current study investigated error monitoring in relation to subclinical trait 

anxiety, while controlling for several confounding factors and utilizing robust statistics. The 

study aimed to examine whether an anxiety-specific scale (STICSA) may reveal a stronger 

correlation with error-related ERPs than a non-anxiety specific scale (STAI). To the best of 

our knowledge, the current study would be the first to use the STICSA scale in the error-

monitoring literature. As an additional effort to account for shared variance between 

depression and anxiety, depression symptoms were assessed using Depression Anxiety Stress 

Scale-Depression subscale (Lovibond & Lovibond, 1995) and controlled for in the analyses. 

We hypothesized that the ERN amplitude would be closely correlated with anxiety, and that 

this correlation would be revealed by a pure anxiety measure. In light of the lack of 

significant associations between the Pe and anxiety in the literature, we did not have a-priori 

hypotheses for the Pe. The Pe analyses were exploratory.  

A second goal of the study was to investigate the impact of methodological choices 

on the error-related ERPs and their associations with anxiety. First, we expected that the 
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difference in trial numbers between correct and error conditions would influence how the 

correct- and error-related ERPs compare. To this end, we created an additional ERP dataset 

that contained an equal number of correct and error trials per participant to match the signal-

to-noise ratios of the correct- and error-related ERPs. With fewer trials, we expected a greater 

overlap of confidence intervals between the correct and error ERPs, and thus fewer time 

points of significant differences between the CRN and the ERN, and between the Pc and Pe. 

Second, we examined whether the analytical approach (conventional or robust statistics) 

would influence the findings. All ERP analyses were performed with MU statistics using the 

LIMO EEG toolbox (Pernet et al., 2011) as well as the conventional approach by creating 

average ERPs. For both analyses, we expected that the electrodes at which the ERN and Pe 

are usually maximal would show significant main effects of response type, such that error-

related ERPs would be of higher amplitude than correct-related ERPs. We also expected 

stronger correlations of error-related ERPs with the STICSA than with the STAI. We had no 

a-priori hypotheses for ERPs other than the ERN and the Pe. Together, this study aimed to 

investigate the impact of methodological factors, including anxiety scales, trial numbers, and 

statistical analysis, on error-related ERPs and their associations with anxiety traits.  
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Methods 

The study design, sample size, inclusion/exclusion criteria, as well as planned analyses were 

pre-registered on Open Science Framework (osf.io/d5amx).  

Participants 

A total of 87 participants were recruited from the Waterloo region through the 

University of Waterloo online system (SONA) and through local advertisements. Individuals 

between 17-29 years old were eligible to participate if they had no history of brain lesion, 

coma, or loss of consciousness for over 5 minutes. They reported no personal or familial 

history of epilepsy, seizures, or sensitivities to flashing lights. They also reported no history 

of neurological or psychiatric disease (e.g., major depressive disorder, generalized anxiety 

disorder, social anxiety disorder, autism spectrum disorder) and were not taking 

antidepressants or antipsychotic drugs at the time of testing. All participants had normal or 

corrected-to-normal vision. All study procedures were reviewed by and received ethic 

clearance through the Ethic Review Board of the University of Waterloo. Participants either 

received course credits or cash remuneration for their time ($15 CAN/hour). 

Of the 87 participants tested, one was excluded due to low accuracy rate (< 50%). 

Four participants were excluded due to committing less than eight errors, the minimum 

number necessary for a reliable ERN amplitude (Foti et al., 2013; Olvet & Hajcak, 2009b). 

The final sample included 82 individuals (65% female) with a mean age of 21.21 years (SD = 

2.67). Twenty-two percent (22%) of the participants identified as White/Caucasian, 29% 

were East Asian, 13% were South Asian, 16% Indian, 8% Middle Eastern, and 11% 

identified as other ethnic groups.  

Self-report measures 

 STICSA-T. Trait anxiety was assessed using the trait scale of the State Trait 

Inventory for Cognitive and Somatic Anxiety (STICSA, Cronbach’s α = .90; Ree et al., 

2008). Ten items (e.g., “I think the worst will happen”) assessed cognitive aspects of anxiety, 
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and 11 items (e.g., “My throat feels dry”) assessed somatic symptoms associated with 

anxiety. Participants indicated the degree to which each statement reflected how they felt in 

general (1 = completely disagree, 4 = completely agree). Average score was computed for 

the 21 items. Scores for 23 participants (28%) fell within the “clinical anxiety” range (score 

of 43 and above; Van Dam et al., 2013). 

STAI-T. The State-Trait Anxiety Inventory (STAI, Cronbach’s α = .92; Spielberger, 

1983) includes 20 items (e.g., “I feel nervous and restless”) assessing symptoms of anxiety. 

Participants reflected on how they generally felt and rated each statement from 1 (completely 

disagree) to 4 (completely agree). Average scores were computed for the 20 items. Scores for 

44 participants (54%) were above the “clinical anxiety” threshold (score of 45 and above; 

Spielberger, 1983). 

DASS-D. Trait levels of depressive symptoms were assessed using the depression 

subscale of the Depression Anxiety Stress Scale (DASS-D, Cronbach’s α = .92; Lovibond & 

Lovibond, 1995). Participants used a 4-point scale (1 = completely disagree, 4 = completely 

agree) to indicate how well each of the 14 items described them in general (e.g., “I felt 

downhearted and blue”). Average scores were calculated for the 14 items. Scores for 1 

participant (1%) was within the “no depression” range (0-9); scores for 41 participants (50%) 

fell within the “moderate depression” range (14-20), scores for 27 (33%) participants fell 

within the “severe depression” range (21-27), and scores for 13 participants (16%) were in 

the “extremely severe depression” range (28 and above; Lovibond & Lovibond, 1996). 

Task and Materials 

An arrowhead version of the flanker task (Eriksen & Eriksen, 1974) was presented 

using SR Research Experiment Builder version 2.3.38 (Figure 1).1 Each trial started with a 

fixation cross presented at the centre of the screen for 250 ms. The fixation cross was 

followed by a blank screen that lasted for a varied interval from 300 to 600 ms. Five 

horizontally aligned arrowheads were then shown for 200 ms. Participants had up to 1000 ms 

 
1 Eye movements were not recorded.  



 

  9 

to respond to the direction of the central arrow. After participant response, the screen would 

remain blank for an inter-trial interval that varied randomly from 1700 to 2000 ms. Half of 

the trials were congruent (“>>>>>” or “<<<<<”) and half were incongruent (“>><>>” or 

“<<><<”). The order of congruent and incongruent trials was random. In addition, each 

arrowhead combination was presented for a maximum of three consecutive occurrences. 

In the flanker task, participants pressed the up or down arrow key on a keyboard to 

indicate the direction of the middle arrow. Participants completed a practice block with six 

trials. They then completed six test blocks of 100 trials (600 trials total). The finger-arrow 

assignment was reversed after each block (up-arrow key for left central arrows and down-

arrow key for right central arrows in one block; opposite in the next block etc.). The order of 

the key-arrow assignment for the first block was counterbalanced across participants. 

Participants were encouraged to respond as quickly and accurately as possible. Performance 

feedback was given at the end of each block. If the accuracy was below 75%, “Please be 

more accurate” was displayed on the monitor; if their accuracy was above 90%, “Please 

respond faster” was displayed; otherwise, “You’re doing a good job” was displayed.  

Figure 1  

Study paradigm 

 

Note. The inter-trial interval had a random duration between 1700 to 2000 ms. On each trial, a 

fixation cross was presented for 250 ms, followed by a blank screen for a variable interval from 300-

600 ms. Five arrows would then be presented for 200 ms. Each arrow combination was presented for 

25% of trials for each block. Participants had up to 1000 ms to indicate the direction of the middle 

arrow using either the up or down arrow key on a keyboard.  
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Procedure 

Upon arriving at the laboratory, participants were told that the study examined 

people’s neural activity during a computer task. They were given a description of the 

experiment. Participants provided informed written consent before the electroencephalogram 

(EEG) electrodes were attached. They then completed a demographic questionnaire about 

their sex, age, vision, and ethnicity. Detailed instructions of the flanker task were given. 

Participants were then seated in a chair with their head placed on a chin rest while they 

completed the flanker task. Participants then answered the anxiety and depression 

questionnaires. They were then debriefed and provided post-debriefing written consent.  

EEG recording and data reduction 

EEG data were recorded at 512Hz using a BioSemi Active-Two system (Amsterdam, 

the Netherlands) at 66 scalp sites. Six additional electrodes were attached with stickers under 

the eyes, on the temples and the mastoids. Signals were referenced online to the Common 

Mode Sense (CMS) and Driven Right Leg (DRL) electrodes. Offline, EEG data were re-

referenced to the common average reference. EEG data were processed offline with the 

EEGLab (version v2022.1; Delorme & Makeig, 2004) and the ERPLab toolboxes (version 

9.00; Lopez-Calderon & Luck, 2014). Raw data were band-pass filtered (0.01 – 30 Hz). 

Epochs were extracted from -400 ms to +800 ms relative to response onset. Data were then 

baseline corrected using the -400 to -200 ms time window prior to response. Any frontal or 

non-ocular channels (i.e., excluding electrodes Fp1, Fpz, Fp2, AF3, AFz, AF4, AF8, AF7, 

IO1, IO2, LO1, LO2) that were consistently noisy were removed for interpolation using 

EEGLab spherical splines tool. A trial was rejected if there was a voltage change of more 

than 100 µV on any non-frontal and non-ocular channels. Data were then processed with 

Independent Component Analysis (ICA) to remove eye blinks. An average of 367 (SD = 115) 

correct trials and 53 (SD = 37) error trials across participants remained for the following 

analyses on electrophysiological data.    
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Data Analysis 

Behavioural analyses 

Behavioural results were analyzed using SPSS (Version 29). Greenhouse-Geisser 

corrected results were reported when the assumption of sphericity was violated. Two 

behavioural measures were analyzed: Post-error slowing (PES) and overall accuracy. PES 

was calculated as the mean RTs for correct trials following incorrect responses (correct-in) 

minus the mean RTs in correct trials following correct responses (correct-cor). We first 

performed a within-subjects one-way ANOVA with the factor Response Type (contrasting 

correct-in and correct-cor conditions) to validate the PES before proceeding with further 

analyses. To examine whether PES was correlated with anxiety, we performed linear 

hierarchical regressions with PES as the dependent variable, and STICSA and STAI scores as 

the predictor in two separate regression models. DASS-D scores were entered in the second 

step of each model to assess the variance of anxiety distinct from depression. The same 

regression analyses were run on accuracy.  

ERP analyses 

To examine whether the number of correct trials relative to error trials would 

influence the ERP results, we created a dataset that contained equal number of trials across 

the correct and error conditions.2 Specifically, we used a MATLAB function to randomly 

select correct trials to match the number of error trials for each participant. The full and 

subset ERP datasets were subjected to the same analytical pipelines. That is, both datasets 

were analyzed with mass-univariate analysis as well as the conventional approach, described 

below.  

 
2 Two EEG datasets were created by randomly selecting a subset of correct trials to match the number of error 
trials. These datasets showed the same results, so only results of one of these datasets were reported here.  
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Mass-univariate analysis 

Response-locked ERP activity was analyzed using the LIMO EEG toolbox (version 

3.0; Pernet et al., 2011). The toolbox utilizes hierarchical linear modelling which accounts 

for both within- and between-subjects variance. The first level general linear model estimates 

parameters for each subject at each electrode and each time point independently using 

Weighted Least Squares. Then, the estimated parameters were grouped to perform second 

level analyses.  

To investigate the difference in error and correct response processing, repeated-

measures ANOVA was applied to the full epoch duration (-400 to 800 ms) with the within-

subject factor response type (correct and error). For repeated-measured ANOVA, LIMO 

computes the Hotelling T2 test to determine the significance at p < .05. Next, to examine the 

association between trait anxiety and error processing, we performed regression analysis with 

trait anxiety as the predictor, and the amplitude of correct- and error-related ERPs as the 

dependent variable. Separate regressions were run for STICSA and STAI scores as the 

predictor. Thus, four separate regression analyses were run. LIMO performs the Fisher F test 

for regression analyses at the significance level of p < .05. Threshold free cluster 

enhancement (TFCE) correction and bootstrap computation (1000 iterations) were applied in 

both the repeated-measure ANOVA and regression analyses to control for Type I family wise 

error rates (see Pernet et al., 2015 for simulation).  

Conventional ERP analysis 

Following the conventional approach, we created average ERPs for each condition 

and each participant. The ERN was calculated as the mean voltage amplitude between 0-100 

ms (post-response, Barker et al., 2015; Meyer et al., 2015, 2017; Rabinak et al., 2013; 

Weinberg et al., 2012) at Fz, Cz, and FCz following an error response. The CRN was 

calculated on the same electrodes and duration following a correct response. The ΔERN was 

calculated by subtracting the CRN from the ERN. The Pe and Pc were calculated as the mean 
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amplitudes from 200-400 ms at Pz and CPz following an error and correct response, 

respectively. The ΔPe was defined by the difference between Pe and Pc amplitudes. 

Conventional ERP analyses were conducted using SPSS (Version 29). Results were 

reported with Greenhouse-Geisser correction when the assumption of sphericity was 

violated. Bonferroni correction for multiple comparisons were applied for pairwise 

comparisons. A 2x3 repeated measure ANOVA was conducted on mean amplitudes, with 

within-subject factors of ERP type (ERN and CRN) and electrode (Cz, FCz, and Fz). Next, to 

examine whether anxiety correlated with error-specific processing, the association between 

ΔERN and anxiety was examined with logistic regressions with STICSA and STAI as 

predictors in separate models. Depression was adjusted for in the second step of each model 

to reveal the unique variance of anxiety.  

Similar ANOVA and regression analyses were applied for the Pe, Pc, and ΔPe. 

Specifically, mean amplitudes were analyzed using a 2x2 repeated measures ANOVA with 

the within-subject factors of ERP type (Pe and Pc) and electrode (Pz and CPz). The 

association between ΔPe and anxiety was examined with logistic regressions with STICSA 

and STAI as predictors in separate models. Depression scores were adjusted for in the second 

step.  

To examine whether the response-related ERPs reflect behaviour-related variables, 

we examined correlations between the ERPs (Pe, ΔPe, ERN and ΔERN) and behavioural 

measures of performance, including PES and overall accuracy.  
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Result 

Behavioural Results 

Please see Table 1 for descriptive statistics and inter-correlations of behavioural and 

self-reported measures. The overall accuracy was 85% (SD = 12.77). There was a significant 

main effect of Response Type on the RT in the next trial, F(1, 81) = 21.02, p < .001, η2 = 

0.21. Specifically, participants took longer to make a correct response after error responses 

(M = 523.28, SD = 13.67) than after correct responses (M = 496.48, SD = 10.07). However, 

this Post Error Slowing was not predicted by STICSA (B = 0.02, p = .970) or STAI (B = 

0.40, p = .525) scores (see Table 2).  

Table 1 

Descriptive statistics and Pearson correlations between self-reported and behavioural 
measures 

Note. PES = Post-error slowing; STICSA = State-Trait Inventory for Cognitive and Somatic Anxiety; 

STAI = State-Trait Anxiety Inventory; DASS-D = Depression Anxiety Stress Scale-Depression 

subscale. PES was computed as the difference in average response times (RTs) between correct trials 

following error responses minus correct RTs following correct responses. Due to a significant 

correlation between STICSA and DASS-D scores, we opted for hierarchical regressions instead of 

Pearson correlations to account for depression-related variances in assessing the association between 

anxiety and ERN. * p < .05; ** p < .001 

 M (SD) 1 2 3 4 5 

1. Overall RT (ms) 484.20 (95.64) - - - - - 

2. Accuracy (%) 84.70 (12.77) 0.12 - - - - 

3. PES (ms) 29.81 (58.87) 0.38** 0.08 - - - 

4. STICSA 37.60 (10.01) 0.25* -0.04 0.10 - - 

5. STAI 43.95 (10.50) 0.24* 0.14 0.07 0.76** - 

6. DASS-D 21.24 (6.73) 0.22* 0.12 0.16 0.64** 0.65** 
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Table 2 

Behavioural measures regression models 
 

 

ERP Analyzed with LIMO 

Main Effect of Response Types 

Full dataset 

The main effect of Response Type showed significance across the majority of 

channels (Figure 2A). The strongest significant differences were found over fronto-central, 

central, and central-parietal electrodes. Timeframes of significance extended from -209 ms to 

664 ms with the maximal effect found at 332 ms on P4 (F = 100.79, p = .001, ΔError-Correct 

= 1.17 μV). In comparison, the maximal F-value in the ERN timeframe was found on FC1 at 

31 ms, although the effect was smaller than the difference on P4 (F = 57.48, p = .001, 

ΔError-Correct = -1.90 μV). Single channel ERPs revealed that error-related waveforms had 

higher amplitudes than correct-related waveforms. In accordance with conventional analyses, 

 Overall model B SE p 

STICSA models 

Model 1  R2 = 0.004, p = .970 

STICSA  0.02 0.41 .970 

Model 2 R2 = 0.165, p = .336 

STICSA (step 1)  -0.17 0.43 .701 

DASS-D (step 2)  1.51 1.01 .141 

STAI models 

Model 1 R2 = 0.071, p = .525 

STAI   0.40 0.63 .525 

Model 2 R2 = 0.165, p = .337 

STAI (step 1)  -0.31 0.82 .705 

DASS-D (step 2)  1.71 1.27 .184 
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the Fz, FCz, and Cz electrodes showed significantly more negative ERN amplitudes than 

CRN amplitudes during the 0-80 ms timeframe (Figure 2B-D). Similarly, error responses 

elicited more positive Pe amplitudes relative to the Pc at CPz and Pz sites from 200-400 ms 

(Figure 2E-F). Contrary to our hypotheses, neither STAI nor STICSA scores correlated with 

correct or error ERPs after TFCE correction. To clearly demonstrate the lack of significant 

correlations, uncorrected F-values for the regressions are shown in Appendix A Figure A1.  

Subset Dataset (i.e. same trial numbers per condition) 

The pattern of Response Type main effect for the subset dataset did not appear to 

differ much from the full dataset (Figure 3A). The first timepoint of significant difference 

was observed at -217 ms, and the last significant timeframe was at 635 ms. The maximal 

effect occurred at 280 ms at P4 (F = 100.79, p = .001, ΔError-Correct = 1.17 μV). The 

maximal difference in the ERN timeframe was observed at 29 ms at FCz (F = 66.10, p = 

.001, ΔError-Correct = -2.56 μV). ERN amplitudes were more negative than CRN 

amplitudes at Fz, FCz, and Cz (Figure 3B-D). Similar error enhancement was also observed 

for Pe relative to Pc at CPz and Pz from 200-400 ms (Figure 3E-F). As seen for the full 

dataset, the regressions of STICSA and STAI scores predicting ERN and CRN amplitudes 

were not significant after TFCE correction (see uncorrected F-values in Appendix A Figure 

A2).  
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Figure 2  

Response main effect with an alpha of 0.05 for the full dataset 

Note. A) F-values across the entire -400 to 800 ms epoch, with TFCE correction applied for multiple 

comparisons. Single channels are plotted for error, correct, and difference (error-correct) waves 

calculated with 20% trimmed means and 95% confidence intervals for the ERN electrodes at Fz (B), 

FCz (C), Cz (D), and for the Pe electrodes at CPz (E), and Pz (F).  

A) B) 

C) 

D) 

E) F) 

Pe enhancement Pe enhancement 

ERN enhancement 

ERN enhancement 

ERN enhancement 
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Figure 3 

Response main effect with an alpha of 0.05 for the dataset containing equal number of correct and 

error trials for each participant. 

Note. A) F-values across the entire -400 to 800 ms epoch, with TFCE correction applied for multiple 

comparisons. Single channels are plotted for error, correct, and difference (error-correct) waves 

calculated with 20% trimmed means and 95% confidence intervals for the ERN electrodes at Fz (B), 

FCz (C), Cz (D), and for the Pe electrodes at CPz (E), and Pz (F).  

B) 

C) 

D) 

E) F) 

A) 

ERN enhancement 

ERN enhancement 

ERN enhancement 

Pe enhancement Pe enhancement 
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ERP Analyzed with the Conventional Approach 

Full Dataset 

 The response main effect, F(1, 81) = 23.96, p < .001, η2 = .23, showed that the 

amplitude of the ERN (M = 0.29 µV , SE = 0.32) was more negative than the amplitude of 

the CRN (M = 1.34 µV, SE = 0.29). The channel main effect was significant, F(1.2, 99.8) = 

83.92, p < .001, η2 = .51, indicating that the overall ERN and CRN average amplitudes were 

the most positive at Cz, followed by FCz and Fz, all pairwise comparisons were significant 

(ps < .001). The interaction between channel and response was significant, F(1.8, 143.4) = 

3.20, p = .05, η2 = .05. Specifically, the ERN mean amplitude was the most negative at Cz, 

relative to FCz and Fz (pairwise ps ≤ .001), and the CRN mean amplitude was the most 

positive at Cz, relative to FCz and Fz (pairwise ps ≤ .001). Mean ERN amplitude was more 

negative than the CRN amplitude at all electrodes (ps < .001 at FCz, Fz, and Fz).  

Likewise for the Pe timeframe, the main effect of response was significant, F(1, 81) = 

81.65, p < .001, η2 = .50, such that the Pe amplitude (M = 3.59 µV, SE = 0.44) was more 

positive than the Pc amplitude (M = 1.04 µV, SE = 0.32). The main effect of channel was 

significant, F(1, 81) = 84.77, p < .001, η2 = .51, indicating that the overall amplitude across 

Pc and Pe was more positive at CPz than Pz (p < .001). The Pe and Pc amplitudes did not 

differ by channel (response x channel interaction p = .132).   

 We performed one regression model for each of the ΔERN electrodes (i.e., FCz, Cz, 

and Fz). For all channels, STICSA scores did not predict ΔERN amplitudes (ps > .603), even 

after controlling for depression (ps > .545).3 Adding DASS-D scores to the regression models 

 
3 To stay consistent with analyses in previous studies, we also examined anxiety enhancement between high trait anxiety 
(HTA) and low trait anxiety (LTA) groups, divided based on STICSA or STAI scores relative to the sample mean. To 
investigate the ERN enhancement, a mixed-model ANOVA was then performed on the ΔERN with the between-subject 
factor of anxiety (HTA and LTA) and the within-subject factor of channel (FCz, Fz, and Cz). There was no main effect of 
Anxiety Group on ΔERN amplitudes (groups based on STICSA: p = .973; based on STAI: p = .410). A similar mixed 
ANOVA was performed on the ΔPe with the between-subject factor of trait anxiety (HTA and LTA) and the within-subject 
factor of channel (Pz and CPz). The group main effect was again non-significant (p = .671 for grouping based on STICSA; p 
= .310 for grouping based on STAI). To investigate whether depression reduced the group effects, we controlled for the 
depression scores as a covariate in an ANCOVA that included the between-subjects groups of anxiety (HTA and LTA) for 
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did not significantly improve the models, ps of ΔR2 > .411, showing that depression was not 

correlated with ΔERN amplitudes. The results were also non-significant for STAI scores at 

any of the channels (ps > .270; ps > .175 after adjusting for depression).  

The regressions results were similar for ΔPe. Anxiety did not predict ΔPe amplitudes 

at Pz or CPz (for STICSA: ps > .588 and ps > .084 after adjusting for depression; for STAI: 

ps > .459 and ps > .945 after adjusting for depression). Although DASS-D scores 

significantly correlated with ΔPe model at CPz, when STICSA score was adjusted (ΔR2 = 

0.05; DASS-D: B = 0.11, p = .041), STICSA scores remained a non-significant predictor (B 

= -0.06, p = .084) and the overall model was also non-significant (R2 = 0.06, F(2, 81) = 2.32, 

p = .105). 

ERN amplitudes at Fz, FCz, or Cz were not associated with overall accuracy (ps 

>.239). However, ERN amplitudes were negatively correlated with PES (Fz: B = -6.05, p = 

.007; FCz: B = -4.94, p = .011; Cz: B = -3.47, p = .050). ΔERN amplitudes calculated from 

the full dataset showed that the difference wave was negatively associated with PES only at 

Fz (Fz: B = -6.50, p = .040; FCz and Cz: ps > .24). Accuracy correlations showed different 

results. ΔERN amplitude at Fz did not correlate with accuracy (p = .436), but the correlations 

were significant for ΔERN amplitudes at FCz (B = -1.56, p = .010) and Cz (B = -1.57, p = 

.021).  

Pe amplitudes at either CPZ or Pz did not predict behavioural variables (PES: ps > 

.096; accuracy: ps > .384). ΔPe amplitudes calculated from the full dataset did not predict 

 
the ΔERN and ΔPe. There were no significant group differences for any channel in either the ERN or Pe timeframe (ps for 
group main effects > .80).  
To examine if error enhancement was evident only in individuals with clinical levels of anxiety, we conducted regression 
analyses in a subgroup containing only participants who met the clinical threshold of anxiety based on their anxiety scores 
(STICSA threshold = 43, n = 23; STAI threshold = 45, n = 45). Participants in the clinical subgroup did not show ΔERN 
modulation by symptom severity, even after adjusting for DASS-D (STICSA group: ps > .062 at Fz, FCz, and Cz; STAI 
threshold ps > .381).  
Because the maximal response main effect was found at P4 within the Pe timeframe in the LIMO analysis, we examined 
whether the error and difference amplitudes at this electrode would correlate with anxiety scores. To this end, we performed 
a linear regression with anxiety scores predicting Pe and ΔPe at P4. The correlations were non-significant for both STICSA 
(p = .681 for Pe; p = .203 for ΔPe) and STAI scores (p = .593 for Pe; p = .753 for ΔPe).  
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post-error slowing (p > .168 at Pz; p = .447 at CPz) or accuracy (p = .132 at Pz), although 

ΔPe at CPz was associated with higher accuracy at trend level (B = 1.04, p = .057).  

Subset Dataset (equal trial numbers per condition) 

 The results were replicated with the subset dataset. Specifically, the response main 

effect for the ERN and CRN was significant, F(1, 81) = 27.37, p < .001, η2 = .25, such that 

the mean ERN amplitude (M = -1.36µV, SE = 0.31) was greater than the CRN (M = -0.29 

µV, SE = 0.32) amplitude. The main effect of channel, F(1.3, 104.3) = 81.72, p < .001, η2 = 

.50, revealed that Cz had an overall more positive amplitude (M = 2.77 µV, SE = 0.38) than 

FCz (M = 0.41 µV, SE = 0.34) and Fz (M = -0.70 µV, SE = 0.28), all pairwise ps < .001. The 

response by channel interaction was not significant, p = .086.  

The main effect of response was also significant for the Pe timeframe, F(1, 81) = 

84.98, p < .001, η2 = .51, such that the mean Pe amplitude across channels (M = 3.59 µV, SE 

= 0.44) was greater than the mean Pc amplitude (M = 1.04 µV; SE = 0.35). The main effect 

of channel, F(1, 81) = 83.01, p < .001, η2 = .51, indicated that the overall voltage at CPz (M = 

3.13 µV, SE = 0.39) was more positive than the voltage at Pz (M = 1.50 µV, SE = 0.38). The 

interaction between channel and response was not significant, p = .215.  

 The regression results for the subset dataset slightly differed from the regression 

results of the full dataset. STICSA scores did not predict ΔERN amplitudes at FCz, Cz, or Fz 

(ps > .517; ps > .305 after controlling for depression), and STAI scores did not predict ΔERN 

amplitudes at FCz or Cz (ps > .385; ps > .349 after controlling for depression). Although 

STAI was not a significant predictor of  ΔERN at Fz when depression was not controlled for 

(B = -0.04, p = .097), it predicted a smaller ΔERN when depression included in the model 

(DASS: B = 0.08, p = .092; STAI: B = -0.07, p = .019), and the overall model became 

marginally significant, R2 = .068, F(2, 81) = 2.90, p = .061. STICSA and STAI scores did not 

predict ΔPe amplitudes at Pz or CPz, regardless of whether depression was controlled for (ps 

> .278), and depression was not a significant predictor (ps > .122).  
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ΔERN amplitudes did not predict PES at Fz, FCz, or Cz (ps > .247). For accuracy, 

ΔERN amplitudes at FCz (B = -1.75, p = .005) and Cz (B = -1.76, p = .008) predicted lower 

accuracy, whereas Fz did not correlate with accuracy (p = .537). ΔPe amplitudes calculated 

from the subset dataset did not predict post-error slowing at either Pz or CPz (ps > .369). ΔPe 

at Pz was not associated with accuracy (p = .135), whereas ΔPe at CPz approached 

significance for a positive correlation with accuracy (B = 0.99, p = .057).  
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Discussion 

Prior work suggests enhanced error-monitoring is a reliable neural indicator of anxiety 

(Weinberg, Dieterich, et al., 2015). The ERN and Pe are two error-related ERPs that have 

been used to study error-monitoring and its association with anxiety (Falkenstein et al., 1991; 

Holroyd & Coles, 2002; Olvet & Hajcak, 2009a; Weinberg et al., 2010). Different 

methodological decisions of quantifying the ERN and the Pe can affect their psychometric 

properties (e.g., Klawohn et al., 2020; Sandre et al., 2020). However, it is unclear how 

methodological factors affect the response-related ERPs and their associations with anxiety. 

The current study sought to fill this gap by comparing different methodological approaches, 

including the choice of anxiety scales (STAI and STICSA) as well as the trial number that 

went into the quantification of correct-related ERPs with a relatively large sample and robust 

statistics. Results of the current study revealed a reliable increase in amplitudes of error-

related ERPs (i.e., ERN and Pe) relative to correct-related ERPs (i.e., CRN and Pc). 

Importantly, we observed a general lack of ERN amplitude enhancement with increased 

anxiety. These findings corroborate previous evidence for the lack of enhanced error-

monitoring ERPs in those without an anxiety-related psychiatric diagnosis (Saunders & 

Inzlicht, 2020). Below we discuss key observations from the analyses and the potential 

implications for ERPs quantification and their correlations with anxiety trait measures.  

 The present results replicated the error enhancement of response-related ERPs 

(compared to correct responses) using the conventional as well as the mass-univariate 

analyses. Importantly, not only did mass-univariate analysis confirm the error enhancement 

with more robust statistics than the conventional approach, for both ERN and Pe 

components, but it also revealed a longer timing of significant difference and a wider 

topographic distribution of the response effect. Significant difference between the error- and 

correct-related ERPs extended beyond the typical 200-400 ms time window of the Pe, ending 

as late as 600 ms. The conventional and mass-univariate analyses also converged on the 

finding that the error enhancement was stronger and more reliable in the Pe timeframe than 
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the ERN timeframe, reflected in stronger statistical significance in the Pe-Pc comparison 

relative to the ERN-CRN comparison. The mass-univariate analyses suggested channels 

displaying maximal differences different from those previously investigated. In accordance 

with previous literature showing a front-central distribution of the ERN (Moser et al., 2012), 

the maximal difference between correct and error-related within the ERN timeframe was 

found at FC1 and FCz, for the full and subset datasets, respectively. Notably, the maximal 

difference within the Pe timeframe was observed at P4, which is not one of the typical 

recording sites for the Pe. These results suggest that previous classic ERP analyses might 

have missed the electrodes and timings that showed the maximal effect. Moreover, the 

location of maximal response effect may differ depending on various factors, such as the 

EEG cap positioning (Sandre et al., 2020) and the reference used. Researchers may also 

favour the use of single-site measures rather than pooled sites for better internal consistency 

(Klawohn et al., 2020; Sandre et al., 2020). In light of the numerous time windows and 

electrode sites available to researchers, data-driven approaches such as mass-univariate 

analyses, are a good alternative to the classic ERP analyses that offers the advantage of 

performing more thorough temporal and topographic comparisons (i.e., reducing Type II 

statistical errors) while maintaining control of α error.  

The present study tested the impact of trial numbers on the comparisons between 

correct- and error-related ERPs. We found that the number of correct trials that went into the 

quantification of the CRN and the Pc did not affect the statistical significance of the error 

enhancement, whether the number of correct trials was more than six times greater than, or 

equal to, the number of error trials. This surprising finding supports previous evidence for 

moderate to high within-subject reliability of the ERN, seen fairly reliably with less than 15 

trials (e.g., Baldwin et al., 2015; Foti et al., 2013; Meyer et al., 2013; Olvet & Hajcak, 2009). 

Furthermore, the response effect is unbiased by the number of trials across the conditions, 

being similarly robust in each analysis (with all correct trials or just with the same correct 

and incorrect trial numbers). However, we should note that the classic analyses of the current 

study used mean amplitudes measures, which are more robust to the noise level than peak 
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amplitude measures (Luck, 2014). It is possible that the comparisons of response-related 

ERPs using peak amplitude measures, which are less robust to the noise level (Luck, 2014), 

may return different results. In addition, although few studies have tested the methodological 

properties of the Pc and Pe, the present study suggests that their comparison can be made 

reliably with relatively low trial numbers. More studies are needed to examine to what extent 

trial number imbalance and ERP amplitude measures play a role in the comparison between 

response-related ERPs, and specifically between the Pe and the Pc.  

We also examined the impact of analytic decisions in relation to the association 

between the difference ERP waveforms and continuous anxiety symptoms. When mass-

univariate statistics were used, no correlation with anxiety was seen at any time point for any 

electrode, regardless of the analysis (full dataset, subset dataset with equal trial numbers). 

When ERPs were analyzed in the classic way, ΔPe did not correlate with trait anxiety at Pz 

and CPz, replicating previous findings (Endrass et al., 2008, 2010, 2014; Riesel et al., 2012; 

Weinberg et al., 2010). However, in contrast to previous evidence for a positive association 

between ΔERN and trait-level anxiety tendency (Hajcak et al., 2003; Meyer et al., 2012), the 

present results suggest a lack of such association in general. The results also suggest that 

different analysis methods (classic approach and data-driven mass-univariate statistics) and 

anxiety scales (STICSA vs. STAI) have negligible impact on the ERN association with 

anxiety. Further, controlling for depression did not contribute to the predictive significance of 

anxiety. The only significant anxiety correlation was found in the dataset with equal correct 

and error trials, in which higher STAI scores were associated with smaller ΔERN at Fz after 

depression was controlled for (classic analyses). However, this correlation runs counter to the 

expected direction, and it was not replicated with the full dataset or the STICSA scale, 

raising questions about the validity of this effect. Rather, the finding seems like an outlier 

result found at a specific electrode, suggesting that the examination of only one electrode site 

likely inflates false positive rate.  

A lack of ERN enhancement with anxiety in sub-clinical populations has been 

reported in a typical binary choice task (e.g., Aarts & Pourtois, 2010; Beste et al., 2013; 
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Cavanagh & Allen, 2008; Hsieh et al., 2021) and a recent meta-analysis concluded that sub-

clinical anxiety does not enhance ERN amplitude (Saunders & Inzlicht, 2020). These meta-

analytic results suggested that the ERN enhancement is seen only after a particular anxiety 

threshold is reached, such that only clinically significant anxiety would enhance this 

component (Saunders & Inzlicht, 2020). This notion was not supported by the present 

findings. Specifically, more than half of the current sample met the criteria for clinical 

anxiety, as indicated by their anxiety scores, but anxiety severity did not correlate with the 

ΔERN or ΔPe, even when only highly anxious individuals were analyzed separately (yielding 

a sample size on par with previous clinical sample studies, Riesel, 2019; Weinberg et al., 

2010; Weinberg, Kotov, et al., 2015). Despite being the main tool used by past studies to 

assess traits, the self-report measures may reflect only limited aspects of trait anxiety. Future 

studies may explore the use of alternative physiological measures, such as the startle reflex 

(Riesel et al., 2013), in addition to self-reported measures to enhance reliability.  

Alternatively, enhanced ERN in clinically anxious samples may be the collective 

result from multiple anxiety-related symptomology, beyond the cognitive and somatic 

symptoms evaluated through self-report measures. For example, participants’ conformity to 

their clinical diagnosis of anxiety disorders may lead them to exert more cognitive effort in 

performance monitoring tasks, contributing to their ΔERN-anxiety correlation. Previous 

studies demonstrating ERN enhancement in clinical anxiety recruited participants with a 

formal diagnosis (e.g., Riesel, 2019; Weinberg et al., 2010; Weinberg, Kotov, et al., 2015). 

However, the current study failed to replicate the ERN enhancement in people with clinical 

levels of anxiety without a formal diagnosis. Moving forward, it will be critical for future 

studies to consider diagnostic status in their investigations of the ERN-anxiety association 

and examine its potential impact on the association. Because close to half of the sample met 

the criteria for clinical anxiety based on their anxiety scores, we cannot claim that sub-

clinical anxiety (i.e., below clinical threshold) did not moderate error-related ERPs. 

However, we did not have a limited range of anxiety scores in the sample, which would have 
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limited our power to detect effects (Weinberg, Liu, et al., 2016). Rather, we had a large range 

of anxiety scores, which should have worked in our favour if this association was real. 

The inconsistency observed between the current and previous findings on ERN 

enhancement in clinical anxiety may be attributed, in part, to variations in sample size. The 

number of trials, sample sizes, and characteristics of ERP components, such as the signal-to-

noise ratio, are important factors in determining the statistical power of ERP studies 

(Boudewyn et al., 2018; Thigpen et al., 2017). The current finding indicates that trial 

numbers had no consistent impact on the anxiety-ERN association, suggesting that trial count 

was not a limiting factor of statistical power. Furthermore, mass-univariate and classic 

analyses converged on a non-significant association between ERN and anxiety, indicating 

that statistical methods had minimal influence on the results. Therefore, sample size emerges 

as the primary determinant of statistical power when investigating the association between 

ERN and anxiety. This notion aligns with prior work that emphasizes the necessity to 

increase sample size in investigating the association between the ERN and individual 

differences in anxiety (Saunders & Inzlicht, 2020). 

Anxiety and ERN did not correlate with post-error slowing or accuracy, which is in 

accordance with prior findings (Endrass et al., 2008; Moser et al., 2013; Weinberg et al., 

2016; see LoTemplio et al., 2023 for a review). Accuracy was positively related to ΔPe at 

CPz although this association was only a trend and was not seen at Pz, supporting the view 

that these classic analyses likely yield Type I errors and are inconsistent across neighbouring 

electrodes and thus unlikely trustworthy. More studies are needed to investigate how specific 

facets of error-related components may correlate with performance.  

Mass univariate analyses (MUA) take into account the inter-trial variance for each 

condition and each individual, which is a different way of analyzing ERP data compared to 

the conventional methods where an average waveform is computed across trials for each 

condition and individual. For this reason, it is not possible to generate a difference wave 

between conditions with MUA and thus one cannot correlate the difference wave with trait 
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measures as done with conventional analyses. Regardless, the ERN-anxiety correlation was 

not replicated in the current study with MUS for either correct- or error-related ERPs. Future 

studies should consider examining ERP components using robust statistics. It may also be 

worthwhile for researchers to explore other powerful statistical techniques, such as 

multivariate approaches, to examine the neural signals of anxiety.  

The current study demonstrated a lack of anxiety-ERN correlation in a basic binary 

choice paradigm without laboratory manipulations, but more studies would be needed to 

elucidate how the environment may modulate the ERN and its association with anxiety. Prior 

work has shown that monetary loss (Hajcak et al., 2005) and punishment for incorrect 

responses (Riesel et al., 2012) could increase the ERN. The ERN is also sensitive to the 

interaction between specific aspects of anxiety and the environment. For example, 

participants high in fear of negative evaluation showed greater ERN under social observation 

compared to those low in this trait (Barker et al., 2015). Future studies may target specific 

facets of anxiety via experimental paradigms to provide a more nuanced understanding of 

error monitoring. 

It should be noted that the current study used a cross-sectional design with a young 

adult sample. Therefore, we could not infer the direction of effects between anxiety traits and 

the enhancement of error monitoring. More longitudinal studies in adult samples would be 

needed to understand the direction of effects between cognitive traits of anxiety and error 

monitoring. Further, the current results may not be generalizable to younger populations. 

Prior findings have shown that stressful life experiences during childhood or adolescence, 

such as punitive parenting (Brooker & Buss, 2014; Chong & Meyer, 2019; Lackner et al., 

2018; Mehra et al., 2022; Meyer et al., 2015), adverse childhood experiences (Lackner et al., 

2018), interpersonal stressors (Mehra et al., 2022), and natural disasters (Meyer et al., 2017), 

are associated with enhanced anxiety symptoms and elevated ERN. Alterations in ERN 

amplitudes in childhood and adolescence may have persistent effects. Specifically, enhanced 

ERN predicted risk for future development of anxiety disorders (Meyer, 2016, 2017, 2022). 

These longitudinal correlations were based on classic analyses, and the application of robust 
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statistics is fairly limited in the developmental literature of the ERN. Future investigations of 

the ERN in pediatric populations might benefit from employing robust statistics to gain a 

more thorough understanding of developmental implications of the ERN.  

To summarize, the ERN has been proposed as a potential biomarker for vulnerability 

to anxiety disorders (Weinberg, Meyer, et al., 2016). However, the strongest enhancement of 

the ERN has been observed when comparing clinical and neurotypical populations, where the 

studies in general had relatively small group sizes (e.g., n < 40; Riesel, 2019; Weinberg et al., 

2010, 2015). Furthermore, there have been inconsistencies in the results concerning the 

correlation between ERN and anxiety in nonclinical samples. The present study, which used 

robust statistics and a large sample size, aligns with a recent meta-analysis, which suggests 

that the ERN does not exhibit heightened levels in individuals without anxiety 

psychopathology (Saunders & Inzlicht, 2020). The growing body of evidence challenges the 

sensitivity of ERN to capture variations in anxiety among those without clinical anxiety, 

questioning the ability of the ERN to identify vulnerable individuals. In light of these 

concerns, it is imperative for researchers to explore alternative neural markers that can 

provide a more nuanced and accurate understanding of the physiological underpinning of 

anxiety. For example, the feedback-related negativity (Aarts & Pourtois, 2012; Gu et al., 

2010; Simons, 2010) and P3 (Righi et al., 2009; Sehlmeyer et al., 2010) are ERPs that have 

also shown modulations by anxiety. To ensure the validity and reliability of these findings, it 

is also crucial for future neuroimaging studies that investigate anxiety markers to utilize 

robust statistical methods, ultimately providing a comprehensive and precise understanding 

of anxiety vulnerability.    
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Appendix A 

Regressions in LIMO for Anxiety Scores Predicting Response-ERPs 

Figure A1. Uncorrected F-values of R2 for the LIMO regression models between anxiety scores and ERPs with an alpha of 0.05, 
across the entire -400 to 800 ms epoch, on the full dataset. A) STICSA regression with correct-related ERP, B) STICSA regression 
with error-related ERP, C) STAI regression with correct-related ERP, and D) STAI regression with error-related ERP. 

A) B) C) D) 
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Figure A2. Uncorrected F-values of R2 for the LIMO regression model between STICSA scores and ERPs with an alpha of 0.05, 
across the entire -400 to 800 ms epoch, on a dataset that contains equal numbers of correct and error trials for each participant. A) 
STICSA regression with correct-related ERP, B) STICSA regression with error-related ERP, C) STAI regression with correct-related 
ERP, and D) STAI regression with error-related ERP. 

 

A) B) C) D) 


