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ABSTRACT

The use of 802.11-based wireless mesh networks (WMNs) as an alternative network-

backbone technology is growing rapidly. The primary advantages of this approach are

ease of deployment and lower cost. However, such networks typically exhibit poor fair-

ness properties, often starving nodes if they are too many hops distant from the gateway.

Researchers have shown a growing interest in this problem inrecent years. Many solu-

tions proposed amount to some level of source rate control, either by policing directly

at the source, orvia TCP congestion control reacting to a gateway-enforced ratelimit.

However, there has been limited study on the effectiveness of source rate control.

In this thesis we first demonstrate that source rate control can only partially solve the

fairness issue in 802.11-based WMNs, with some routers experiencing an undesirable

degree of unfairness, which we callstructural unfairness. We then identify the four nec-

essary factors that cause structural unfairness. If we can eliminate or reduce any one of

these conditions, we can eliminate or ameliorate the unfairness problem. We first inves-

tigate two techniques to improve 802.11 MAC scheduling: fixing the contention window

and packet spacing at every router node, both means achievable with commodity 802.11

hardware. We show that the combination of these mechanisms provides a significant

gain in fairness. We also perform case studies using anotherthree techniques, channel

re-assignment, routing changes, and careful router placement, to remove or reduce other

necessary conditions. We demonstrate that these techniques, whenever applicable, can

eliminate the unfairness problem entirely at times, or at least improve the situation.
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1 INTRODUCTION

The demand for broadband data applications, such as Video OnDemand (VOD) and

image sharing, has been growing. As a result, people requirebroadband Internet access

from everywhere. Broadband Internet access networks todayfall into two main cate-

gories: last-mile broadband access and Local Area Network (LAN). Many technologies

have been made available for Internet access networks. In the last-mile broadband ac-

cess arena, DSL (Digital Subscriber Line) and cable have been widely used to deliver

broadband Internet to homes and business offices, as shown inFigure 1.1. 3G has been

developed to allow cellular users to have broadband service(Figure 1.2). In the LAN

arena, Ethernet is used in buildings and Wireless LAN (WLAN)has been used both in

buildings and Hot Spots to provide Internet access to mobileusers (Figure 1.3).

However, these technologies require expensive up-front set-up cost, which hinders

their deployment. DSL and cable modems require expensive rights-of-way, acting as a

significant barrier-to-entry of competition. In particular, the cost has limited broadband-

deployment in rural areas. WLAN typically uses Ethernet as its backbone network for all

DSL

Cable

Office

Home

Internet

Figure 1.1: DSL and Cable to Home and Office
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2 CHAPTER 1. INTRODUCTION

Figure 1.2: Cellular System

the Access Points (APs). Therefore, both Ethernet and WLAN require wire deployment,

which is costly in many circumstances. Even though 3G is wireless, it requires licensed

spectrum and antennas mounted on high towers, both of which are expensive.

Wireless mesh networks (WMNs; Figure 1.4), a type of multi-hop wireless network,

have been proposed as an alternative technology for next-generation Internet access net-

works. Such networks consist of minimal-mobility mesh routers, together with their

clients. The mesh routers communicate with each other over multi-hop wireless links,

while the clients typically connect to their preferred router, eithervia wire or over a

(possibly orthogonal) wireless channel.

As an example of why these networks are useful, consider an old hotel that is going to

hold a conference. There is no existing network infrastructure in the building. However,

most attendees have laptops and would like to have Internet access. A WMN can provide

a temporary network with little cost. All that is required isto deploy wireless mesh

routers in the building. The routers can be taken away after the conference if they are no

longer required.

There are many scenarios in which a WMN can provide cheap solutions for broad-

band connections. In rural areas, where DSL and cable are tooexpensive to deploy, a
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Ethernet
Ethernet

Ethernet

802.11
802.11

802.11

AP

AP

AP

Figure 1.3: Ethernet and WLAN

community network can be set up using a WMN. Alston Cybermoorin Alston, UK [51]

is an example of this model. In a wireless community network (Figure 1.4), one or few

data connections (e.g., a leased line) are set up as gateways to access the Internet.Then,

mesh routers can be laid out, likely on the rooftop, to provide a multi-hop wireless net-

work over the community.

WMNs can also be used to extend existing WLANs. In a WLAN, wireless clients

access the network by sending packets to and receiving packets from the access points

(APs). The APs are connected typicallyvia Ethernet cables to the Internet. Therefore,

to save on wiring cost, instead of laying more cables each time a new AP is added in a

WLAN, one can simply place one or several WMN routers (Figure1.5) and have these

routers forward traffic to an existing AP over a wireless hop.This solution not only

avoids the wiring cost, but also enables incremental deployment. In particular, it is ex-

tremely convenient if a temporary extension is needed. The router can be removed after

use.
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Internet

gateway

wireless router

Figure 1.4: WMN: Community Network

1.1 FAIRNESS IN WMNS

There are a significant number of WMN testbeds and deployments today, including

the MIT RoofNet [5], the Rice TAPs project [26], the Microsoft Mesh Connectivity

Layer [31], various deployments of Nortel Mesh equipment [33], etc. A common feature

of the majority of these testbeds is that they use commodity 802.11 hardware. This usage

is not for lack of money, but rather a key design requirement for mesh networks to be

successful,viz. they must be based on cheap commodity hardware if they are to be a

plausible alternative network technology. Cost is the major barrier for the competition

(i.e., DSL, cable modems, 3G, and wireless LAN). If WMNs are as expensive, their case

is not compelling. Given the ubiquity of 802.11 and Bluetooth hardware, this cost con-

straint leaves these as the only extant wireless options, with Bluetooth failing on account

of limited range and bandwidth. This will remain the case forthe foreseeable future. We

therefore focus on 802.11-based WMNs, with all the constraints that implies.

As with other networks, one of the fundamental problems in WMNs is performance.

A network is useful to a client only if the client gets a reasonable throughput and latency.
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Ethernet

Ethernet

Ethernet

Existing WLAN

Extend WLAN

802.11

Ethernet

AP

AP

AP

AP

WMN router/AP

WMN router/AP

802.11

802.11

Figure 1.5: Extend WLAN with WMN router

However, without suitable mechanisms, WMNs can exhibit extreme network-layer un-

fairness, to the point of starving some mesh routers and their associated clients. In par-

ticular, it has been demonstrated that nodes close to the gateway receive substantially

more throughput than those that are more hops away [8, 17, 24,25]. Source rate con-

trol has been suggested to alleviate this fairness problem,either by direct policing at

the source [12, 38, 45] orvia TCP congestion control reacting to a gateway-enforced

rate limit [21]. However, there has been no comprehensive study on the effectiveness of

source rate control over many topologies and varied flows, and little work on the interac-

tion between MAC-layer scheduling and network-layer fairness.

This thesis focuses on studying the efficacy of source rate control in achieving fair-

ness in WMNs. Since prior research has shown that fairness only becomes an issue when

the network is congested and there are unsatisfied user demands [25, 36], our work al-

ways assumes congested network. We use the well-known clique model [11, 12, 32] to

estimate the carrying capacity of the network. We first show that in general the clique

model is fairly accurate in predicting the fair-share rate.We then demonstrate that while

source rate control is effective in many topologies, it fails to completely address the fair-

ness problem. In particular, in more than half of the topologies examined, some nodes
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experience more than 15% less throughput than others. We study and identify the fac-

tors that cause the problem and present various techniques to completely or substantially

eliminate the problem. Keeping the key design requirement of WMNs in mind, our so-

lutions meet the following goals: first, they do not require hardware changes; second,

applying the techniques improves the fairness as well as maintaining or improving the

aggregate throughput of the network vs. source rate limiting alone.

1.2 CONTRIBUTIONS

The main contributions of this work are as follows:

1. We show that in single-channel WMNs, network capacity calculated by the clique

model is in general accurate. Most flows in WMNs can achieve the throughput

calculated using the clique model.

2. We demonstrate that source rate control cannot completely achieve fairness. We

quantify the severity of the problem, and identify the causes of the problem.

3. We propose two techniques to improve 802.11 MAC scheduling: fixed contention

window and packet spacing at each router. We show that the combination of these

mechanisms provides a significant gain in fairness without sacrificing aggregate

throughput.

4. We perform case studies using three techniques, channel re-assignment, routing

changes, and careful router placement, to remove the necessary factors identified.

We show that these techniques completely eliminate the problem.
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1.3 THESISORGANIZATION

The remainder of this thesis is organized as follows. In Chapter 2 we describe the 802.11

protocol and WMNs, and review the previous approaches to solving the fairness prob-

lems and their limitations. In Chapter 3 we demonstrate thatsource rate control, while it

effectively alleviates the fairness problem in many scenarios, fails to solve the problem

in a number of common cases. We describe this problem as structural unfairness. We

study in depth the causes of the structural-unfairness problem in Chapter 4. We propose

in Chapter 5 two techniques that improve 802.11 MAC scheduling, thereby substantially

ameliorating the problem. In Chapter 6 we show three additional techniques with case

studies that remove the required conditions for the problemto occur and demonstrate

that they completely eliminate the problem. Finally, our conclusions and future work are

presented in Chapter 7.





2 BACKGROUND AND RELATED WORK

In this chapter we first discuss the basics of wireless transmission and the essentials of

the 802.11 MAC. We then define our formal model of WMNs. Next, we review the

fairness models and mechanisms in prior research. Researchers have demonstrated that

the fairness mechanisms designed for wireline networks, such as weighted fair queuing

(WFQ), are not suitable for wireless networks. We observe that the fairness mechanisms

proposed for WMNs are mostly doing rate control in one way or the other. Finally, we

review the related work on MAC-related issues.

2.1 WIRELESSTRANSMISSIONBASICS

Wireless networks are a type of network where interconnections between nodes are im-

plemented without the use of wires or fibers. We model wireless transmission using two

ranges: transmission range and interference range. When the receiver is within trans-

mission range of the sender, the receiver can receive the signal from the sender with

sufficient fidelity to ensure correct decoding of the message. When the receiver is out

of transmission range of the sender but within interferencerange of it, the receiver can

sense but cannot receive the signal. Moreover, the signal from the sender could poten-

tially inferere with the reception of a message by the receiver from another sender. If the

receiver is out of interference range of the sender, the receiver cannot detect the signal

from the sender and the sender cannot interfere with the receiver, either [44].

This leads to thehidden-terminalandexposed-terminalproblems [40, 44]. Consider

the scenario depicted in Figure 2.1 (a). NodesA andC are both within transmission

range ofB, but are out of interference range of each other. Therefore,nodeC will sense

9
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A B C D

Interference Range

Transmission Range

A B C

(a) Hidden-terminal (b) Exposed-terminal

Figure 2.1: Wireless Transmission

the medium idle when nodeA transmits toB, and may try to transmit toB at the same

time, interfering with the packet fromA to B, and causing a collision. The problem is

that a collision in wireless transmission is perceived by the receiver, but not by the sender.

Thus, a sender could fail to detect other senders that can cause potential collisions in the

receiver. This is called the hidden-terminal problem.

The exposed-terminal problem is the opposite of the hidden-terminal problem. Con-

sider the scenario in Figure 2.1 (b). Since the two sendersB andC are within interfer-

ence range of each other, they will attempt to avoid collision by not transmitting when

the other is transmitting. Therefore, whenB is transmitting toA, C will not transmit to

D, and vice versa. However, sinceB’s receiver,A, is out of range of senderC, andC ’s

receiver,D, is out of range of senderB, these two transmissions can in fact succeed at

the same time. This problem is called the exposed-terminal problem.

Thus the hidden-terminal problem causes collisions, whilethe exposed-terminal prob-

lem causes unnecessary delay, both leading to inefficient usage of spectrum.

2.2 THE 802.11 MAC

There are many Medium Access Control (MAC) mechanisms designed to deliver data

reliably over the noisy and unreliable wireless media (e.g., Aloha [44], 802.11 [18],
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CDMA [15]). Based on how the resources are shared among multiple nodes, these and

the other protocols can be divided into FDMA (Frequency Division Multiple Access),

TDMA (Time Division Multiple Access), CDMA (Code Division Multiple Access) [40]

and CSMA (Carrier Sense Multiple Access), among others. TheCSMA protocol is

designed for random access networks, where central controlis not applicable. In CSMA

protocols, nodes listen to the carrier and only transmit when the medium is free. There

are two versions of CSMA protocols: p-persistent and nonpersistent [40, 44].

In a p-persistent CSMA protocol, if the medium is idle, the node will transmit with a

probabilityp and defer with a probabilityq = 1−p. In case it defers, it waits until the next

time slot. If the medium is still idle in the next slot, the node will again transmit with a

probabilityp. The process will be repeated until either the node transmits or another node

transmits. In the latter case, the non-transmitting node considers it a collision, waiting for

a random time period and then starting the process all over again. A 1-persistent CSMA

protocol is a special case of p-persistent CSMA, wherep is 1. In this case, if a node

becomes ready when another node is transmitting it will transmit immediately after the

other node has completed its transmission. Therefore, if two nodes have to transmit, they

will both wait until the medium becomes free and transmit simultaneously, which leads

to a collision. Ifp is smaller than 1, there will be fewer collision in this case.However,

it may result in longer delay.

In a nonpersistent CSMA protocol, if the node senses the medium free, it starts trans-

mitting. However, if the medium is busy, the node does not wait for the medium to

become idle. Instead, it waits for a random delay and then senses the medium again,

transmitting if the medium is idle. This protocol leads to fewer collisions than the 1-

persistent protocol and lower latency than the p-persistent protocol.

CSMA with collision avoidance (CSMA/CA) is used as one of theaccess schemes in

the IEEE 802.11 standard. The 802.11 MAC provides two operation modes: Distributed
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Coordination Function (DCF) and Point Coordination Function (PCF). The PCF mode

is optional and designed to be used in infrastructure mode toprovide contention-free

medium accessvia central control, while DCF mode is mandatory and does not require

central control. In DCF mode, 802.11 uses nonpersistent CSMA/CA [10, 40, 44].

The 802.11 MAC defines three important parameters to controlthe waiting time be-

fore medium access: DIFS (DCF Inter-Frame Spacing), PIFS (PCF Inter-Frame Spacing)

and SIFS (Short Inter-Frame Spacing). DIFS is the longest waiting time and SIFS is the

shortest. Therefore, nodes that use DIFS as their waiting time have the lowest channel-

access priority and those that use SIFS have the highest channel access priority.

We now illustrate the CSMA/CA mechanism in DCF operation in detail. Figure 2.2

shows how a sender gets access to the channel. A node wishing to transmit listens to

the wireless channel first to check whether there are any other transmissions on the same

channel. If the medium is idle for DIFS, the node can transmitimmediately. Other-

wise, the node enters into a contention stage by choosing a uniformly distributed random

number that represents the backoff time that the sender has to wait before attempting to

transmit again. The random number is chosen within a range called the Contention Win-

dow (CW). The node counts down the backoff counter by one eachtime the medium is

sensed idle for one slot time (e.g., 20µs in 802.11b). If the medium is sensed busy during

a slot, the counter is not decremented. When the random backoff counter reaches zero,

the node obtains the channel and sends its data immediately.

For each unicast packet, 802.11 requires the receiver to send back an acknowledge-

ment (ACK) after successfully receiving that packet. The ACK is sent at SIFS time after

the receiver gets the packet regardless if the channel is busy or idle at the time. If the

sender does not receive an ACK from the receiver within a timeout period, the sender

presumes a collision has occured. It will double the size of the CW (subject to a maxi-

mum), increment the retry counter, and then it will attempt to retransmit the packet after
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going through the contention stage again, as described above. After a maximum num-

ber of retries it gives up the transmission attempt and reports the failure to the network

layer. By default, the minimum CW size is 32 and the maximum is1024. This algorithm

is called Binary Exponential Backoff (BEB). It is an attemptto avoid collisions in the

presence of an unknown number of senders.

The 802.11 MAC defines an optional mechanism to deal with the hidden-terminal

problem. A sender sends a request-to-send (RTS) control packet first, which identifies the

receiver and the time needed for the whole transmission, including the data transmission

and the ACK. Nodes that receive a RTS packet will adjust the earliest time when they

should try to access the medium again. The receiver, upon receiving the RTS packet,

will send back a clear-to-send (CTS) packet after SIFS, if italso senses the medium idle.

The CTS packet also contains a duration field. Nodes which receive the CTS packet will

adjust their time-to-transmit accordingly. If the sender does not receive the CTS packet

within a timeout period, it perceives a collision and invokes BEB. This mechanism is

designed to reduce the likelihood of the hidden-terminal problem in single-hop WLAN

networks.

2.3 MULTI -HOP WIRELESSNETWORKS

Multi-hop wireless networks are an extension of single-hopwireless networks. In such

networks, two nodes that are not within transmission range of each other communicate

via intermediate nodes. Consider the wireless network in Figure 2.3. If nodeA needs to

communicate with nodeD, it has to go through three hopsvia nodesB andC. This type

of network is called a multi-hop wireless network because the traffic is typically relayed

over multiple wireless hops.

This type of network introduces three classes of contentionthat do not exist in single-
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Figure 2.3: Multi-hop Wireless Network

hop networks.

1. Since a network flow traverses multiple hops, the maximum throughput of a flow

is not determined by how much bandwidth it can get on a single link. Instead,

the throughput is limited by thebottlenecklink on its route that allocates the least

bandwidth to it.

2. A network flow contends with another network flow if their routes intersect. This

means, in particular, that traffic originating at a node competes with traffic for-

warded by the node.

3. A flow contends with itself over multiple hops because eachhop may use the same

spectrum.

2.4 MODELING WMNS

We now present our model of WMNs. A WMN is composed of minimal-mobility mesh

routers, together with their clients. The mesh routers communicate with each other over

multi-hop wireless links, while the clients typically connect to their preferred router.

While some WMNs allow for mesh clients to participate in the routing and forward-

ing of messages, for the purpose of this thesis we will restrict ourselves to clients that

merely send or receive their own messages and do no forwarding. We assume that clients
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send messages to, or receive messages from, mesh routers eithervia a wired connection,

or over an orthogonal wireless channel. Thus, in this model aclient treats the router to

which it is connected as either its network gateway (wired) or access point (wireless).

In this manner clients can operate entirely unaltered from their normal operation using a

standard LAN or WLAN. Clients may or may not be mobile and/or run on battery power.

In contrast to mesh clients, we consider mesh routers to be powered from the elec-

tricity grid. This implies that they are neither power constrained nor mobile. This in turn

implies that the topology of a WMN is mostly static. Topological changes are caused

not by router mobility but by incremental deployment and node failure. Such topological

changes should be rare relative to changes in network traffic. The router nodes communi-

cate over a single channel or over multiple channels, forwarding messages as necessary.

Not all router nodes are within range of each other.

We assume that routing is effectively static, based on the fact that in WMNs nodes are

stationary, and likely quite reliable. What we mean by effectively static is that changes

in routing will be significantly less frequent than changes in flow activity.

In general clients do not communicate with each other, but with servers, either local

or remote. In either instance, messages will be sent to/froma specific router node or

nodes, which we will designate to be the gateway node(s). Forsimplification purposes,

we will presume there is only one such gateway node per mesh network, with all traffic

moving to/from that gateway. This is almost certainly not true, but, given static routing,

for each node there will be a single gateway. We thus partition a multi-gateway WMN

into disjoint WMNs, each of which has a single gateway. Whilethere may be interference

between the resulting set of WMNs, this is a problem that mustalready be dealt with

insofar as there may be interference from any number of othersources.

We thus have a system model of WMNs that is essentially akin toa WLAN in which

the distribution network is a multi-hop wireless network, either single or multi-channel.
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This is consistent with systems such as those developed by Nortel [33], and a gener-

alization of the Transit-Access-Points (TAP) model [12], where the mesh router in our

model is akin to the TAP in their model. As with the TAP approach which focuses on

TAP-aggregate fairness, the focus of this thesis will be solely on the mesh routers, and

ensuring their fair access to the network. In the remainder of the thesis, we use “mesh

router” and “node” interchangeably. We use “flow” to refer to“network-layer flow” un-

less explicitly specified otherwise. If a flow originates at the gateway, and terminates at

a mesh router, we term it adownstream flow.Conversely, if the flow originates in the

WMN, and terminates in the gateway, we term it anupstream flow.It then follows that if

there areN mesh routers there can be a maximum of2N flows, N upstream flows and

N downstream flows.

2.4.1 MATH MODEL

Given these assumptions, a WMN can be modeled as a connectivity graphG = (V, E),

whereV is the set of vertices that represent the mesh routers, andE is the set of edges

that represent the links between mesh routers. An edge exists between two vertices if

their corresponding routers are within transmission rangeand share the same wireless

channel.

We use the clique model to determine the capacity of such a network [11, 19, 29, 32].

In this model, we capture contention using a link-contention graphGC = (VC , EC),

whereV is the set of all links in the connectivity graph, and(u, v) ∈ E iff links u and

v contend. We define two links as contending if either node fromone link is within

interference range of either node of the other link. Linksu andv cannot be active at the

same time if they have an edge between them. In the link-contention graph, this implies

that at any given time only one link may be active in anycliqueof the contention graph.

A maximal clique can then be used to compute an upper bound on the maximum capacity
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Figure 2.4: 5-link WMN and corresponding link-contention graph

of a network [19], as follows.

The channel resource is viewed as being divided among the cliques in this graph. Let

C(l) be the throughput that linkl carries. DefineB(u) to be the available bandwidth in

each distinct regionu (i.e., in each clique). Since all links in a clique contend with each

other, only one link in the clique can be active at any instant. We can thus define the

channel-resource constraints of the clique model as:

∑

i:i in cliqueu

C(li) ≤ B(u) (2.1)

Note that if each wireless router transmits at the same rate,per our system definition, the

value ofB(u) can be reasonably approximated as the throughput that can beachieved

at the MAC layer in a one-hop network [23]. If routers transmit at different rates, a

weighted contention graph would be needed, but that is not the focus of this work.

Figure 2.4 (a) shows a simple chain topology with nodes 200m apart. Assuming

802.11b, which has a transmission range of 250m and interference range of 550m, then

in this topology the nodes that are two hops apart are within interference range. For



2.5. FAIRNESS 19

example, node 2 is within interference range of node 4. Therefore, link l1 contends with

link l4 because node 2 is an end point of linkl1 and node 4 is an end point of linkl4.

Figure 2.4 (b) shows the corresponding link-contention graph. We can see that there are

two maximal cliques in this graph,ua andub, each containing four links. The channel-

resource constraints for these two cliques can then be written as:

C(l1) + C(l2) + C(l3) + C(l4) ≤ B(Ua)

C(l2) + C(l3) + C(l4) + C(l5) ≤ B(Ub)

2.5 FAIRNESS

There has been extensive research on fairness in networks, both wired and wireless, since

it is an important network property that must be addressed before a network can be used

effectively. There are two aspects to achieving fairness: one is the definition of fairness

(i.e., the fairness model); the second is how the fairness is acheived (i.e., the fairness

mechanisms). We first discuss various fairness models, thenwe describe exisiting and

proposed fairness mechanisms. In the end, we review the workrelated to MAC-layer

coordination problems.

2.5.1 FAIRNESSMODELS

A fairness model defines a formal objective to be used as a fairness and performance

target in a network [12]. It aims at allocating shared network resourcesfairly.

There are two aspects to a fairness model: resource shared and fairness policy. A

fairness model could use either bandwidth or time as the basic network resource to be
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fairly shared. If bandwidth is considered as the shared resouce, throughput is used as the

fairness measure. Therefore, the flows that use links that have better channel conditions

and therefore have higher bit rates will be penalized by the flows with low-bit-rate links.

In comparison, when channel time is to be fairly shared, if a flow is more cost-effective,

it can get higher throughput [12].

The most popular fairness policies aremax-minfairness andproportional fairness.

Max-min fairness aims at fair throughputs among the nodes. Let xi denote the rate

allocated to nodei. An allocation of rates is max-min fairiff ∀i,j no ratexi can increase

without a lesser rate,xj < xi, being reduced [6]. When there is only one bottleneck link

in the network, max-min fairness becomes absolute fairness, in which case,∀i,jxi = xj .

Proportional fairness is developed to take into consideration the usage of the network

resources, and aims at maximizing an objective function representing the overall utility

of the flows in progress [6, 30]. Formally, an allocation of ratesx is proportionally fair

iff for any other feasible allocationx∗, the aggregate of the proportional change is 0 or

negative:

∑

i

x∗

i − xi

xi

≤ 0 (2.2)

The fairness granularity can be categorized into per-packet, per-node and per-flow.

802.11 aims at providing fair access to the wireless medium on a per-packet basis. In

the ideal case, all nodes get the same chance of channel access to transmit one packet.

Therefore, nodes that transmit longer packets tend to get more bandwidth than those that

transmit shorter packets. With per-node fairness, all the flows of a single node share

the fair share that is allocated to that node. This is the approach taken by the TAP

system [12]. With per-flow fairness, each node could have multiple flows and each flow

is treated individually and gets its own fair share. This is the approach taken by TCP [7].
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Fairness can be achieved in the MAC layer or the network layer. MAC-layer fairness

mechanisms aim at providing fair access in a single-hop network. Our work in WMNs

aims at per-node network fairness over multiple hops. However, the fairness model is not

the main focus of this thesis, but a means to study various fairness mechanisms. For this

reason, we deliberately restrict our analysis to max-min and absolute TAP-aggregated

network-flow fairness using throughput as our metric.

2.5.2 FAIRNESSMECHANISMS

In wired networks, variations of fair-queuing schemes are often used to achieve fair-

ness [2, 14, 43, 53]. However, these mechanisms do not extendeasily to shared wireless

networks [38]. Jun and Sichitiu [24] explore various fair-queuing schemes employed at

each hop in multi-hop wireless networks. Assigning a queue for each network flow can

provide fairer access for each network flow over every hop. However, this scheme as-

sumes perfect MAC-layer scheduling, since if the MAC-layerscheduling cannot guaran-

tee the access each hop requires to traverse the network flows, the node that does not get

enough channel access will build up its buffer and finally drop packets when the buffer

reaches its limit, in which case the flows through this node achieve lower throughput.

Gevroset al. [36] point out that fairness only becomes an issue when the network is con-

gested and there are unsatisfied user demands. Jun and Sichitiu [25] also demonstrate

that when the demands exceed network capacity, congestion causes serious unfairness

among multi-hop flows. However, fair queuing cannot slow down the traffic and cannot

deal with congestion gracefully.

There is also much work in achieving MAC-layer fairness in wireless networks [28,

29, 32, 35, 37, 42, 46]. While important, it has been shown that fairness over single-hop

flows does not lead to multi-hop network-layer fairness [22,32]. Therefore, with the use

of multi-hop wireless networks becoming more prevalent, more attention has been given
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to fairness in such networks.

Since fairness only becomes an issue when there is congestion in the network, most of

the work concentrates on providing fairness in a congested network by using congestion-

control techniques. The mechanisms proposed by prior worksmainly include: hop-

by-hop flow control [17, 47, 52, 54] and source rate control [8, 9, 38]. Hop-by-hop

flow control adjusts the data transmission rate at each hop (including both the traffic

originated by the node and the forwarded traffic for other nodes) when congestion is

detected. Source rate control regulates the source of each flow so as not to inject new

packets faster than the enforced rate. Sometimes both mechanisms are combined.

Woo and Culler [52] perform hop-by-hop flow control by adapting the p-persistence

MAC scheme proposed by Nandagopalet al. [32]. The scheme is tailored for the multi-

hop setting by separating the originating flow from the relayed flows into two outbound

flows managed independently by the p-persistence scheme. Itexamines an AIMD rate-

adjustment strategy in which the addictive increase is proportional to the number of de-

scendants of a node, and multiplicative decrease is performed whenever a node detects

that its parent is unable to forward its traffic. However, this mechanism is only evaluated

over one particular tree topology.

Both CODA [47] and Fusion [17] provide congestion-mitigation strategies. CODA

senses both channel occupancy and queue length for measuring congestion levels, while

Fusion uses only queue length. Both CODA and Fusion combine ahop-by-hop flow-

control mechanism with a source-rate-limiting mechanism.The hop-by-hop flow control

can provide fast feedback on congestion, while source rate control benefits fairness sig-

nificantly, as Fusion demonstrated. To improve the network efficiency, Fusion also de-

veloped a prioritized medium access layer that allows congestion at local nodes to drain

quickly. CODA’s focus is congestion control, not fairness.Therefore, their evaluation

only focuses on the aggregate network efficiency. Fusion suggests that their mechanism
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improves both fairness and efficiency of the network. However, they only evaluated one

tree topology using their testbed.

The most recent works are the Aggregate Fairness Algorithm (AFA) [8] and Interfer-

ence-aware Fair Rate Control (IFRC) [38]. Both implement rate-control mechanisms.

AFA proposes a localized algorithm for Aggregate Fairness that can be applied over any

routing algorithms. It limits rate both at the source and theforwarding nodes. It observes

that the main forms of congestion are caused by radio collision and buffer overflow.

The basic idea is for a forwarding node to estimate the numberof flows coming from

each neighbor (also called the link’s aggregate flow weight)and allocate bandwidth pro-

portional to that number. The congestion information is exchanged in the network by

piggybacking the buffer state in the frame header. The acutal rate from an upstream link

should be proporional to the link’s aggregate flow weight. The rate limit enforced on

upstream links by congested nodes is proportional to the link’s aggregate flow weight.

AFA is evaluated by simulating a random topology that consists of 500 sensors within a

1000x1000m2 area and demonstrating that AFA is able to achieve much better end-to-

end fairness than other schemes.

IFRC [38] applies rate control to each node based initially on estimation. The rate

constraint is that the sending rate of a flow be no greater thanthe sending rate of the most

congested node in the neighborhood. IFRC is similar to Woo and Culler’s approach [52]

in that it also implements an AIMD control law. However, instead of explicit hop-by-

hop backpressure, nodes in IFRC exchange congestion indicators and converge in a dis-

tributed fashion to a fair and efficient rate. IFRC also applies aggressive rate reduction

to avoid dropping packets. While IFRC appears effective as afairness mechanism, it is

only evaluated with one topology on a 40-node testbed.

Tanget al.[45] and Lee [27] have developed algorithms to compute the max-min fair-

share rate in multi-channel wireless networks. The former algorithm is only evaluated
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over several topologies, while the latter focuses on the accuracy of the computation of

fair-share rate.

Jamshaidet al.[21] propose an implicit source-rate-control algorithm toachieve fair-

ness. In this scheme, rate limiting is explicitly applied only on the gateway node. Other

nodes do not have to be aware of the algorithm. When a flow transmits faster than the

fair-share rate, the gateway node indicates congestion by throttling the traffic of that flow.

This scheme relies on the source node limiting its own trafficwhen detecting packet

losses. TCP traffic is the primary traffic of this type. When the source node does not

get TCP ACKs for the dropped packets, the TCP protocol will act on the feedback and

invoke the congestion-control algorithm to limit the source rate. This work evaluates

limited chain, grid and random topologies.

2.5.3 MAC-LAYER COORDINATION PROBLEM

Prior work suggests that source rate control is sufficient toachieve network-layer fairness

in a WMN. However, Rao and Stoica [39] demonstrate that in certain situations, source

rate control is not enough. They performe experiments on a six-node wireless testbed

using 802.11a radios. Each experiment consists of two simultaneous 1-hop UDP flows.

They observe that when the interference between flows is asymmetric, rate-limiting the

flow with the higher throughput does not substantially improve the throughput of the

other flow. These asymmetric interactions between nodes arevariations of the hidden-

terminal and exposed-terminal problems. Rao and Stoica suggest that there are two re-

quirements to achieve fairness: (1) each node should only access the medium for its

fair share of time; (2) no other nodes should interfere with the node that is transmitting.

They state that source rate control can only satisfy the firstrequirement and the 802.11

MAC fails to satisfy the second requirement. To solve the problem, they propose an

Overlay MAC Layer (OML), loosely synchronizing clocks among nodes and allocating
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time slots to no more than one node in the same interference region. This solution is a

form of TDMA over 802.11, with large time slots, suggesting it will only be useful for

networks where all nodes wish to do bulk data transfer. In addition, it is very challeng-

ing to estimate interference accurately; their simple two-hop neighborhood interference

assumption can easily underestimate or overestimate interference.

Garettoet al. [13] study the generic coordination problem in CSMA-based single-

channel wireless networks. They identify four categories of packet loss due to the MAC-

coordination problem. The first is loss due to collisions between coordinated stations.

This happens only if two contending nodes finish their randombackoff at the same time.

This is rare. The second category is loss due to an asymmetricview of channel status

among nodes. The third is loss due to near hidden terminals, in which the receivers of

the contending flows are each within interference range of the other receiver’s sender.

This decreases the throughput of both flows. The last category is loss due to far hidden

terminals, in which the two competing flows are only connected by the receivers and the

control packet of one flow can interfere with the data packet of the other. They realize the

difference between congestion-induced collision and interference-induced collision by

separating “topology-induced imbalance” from “MAC starvation.” They develope a new

model that captures the CSMA-induced coordination problem. We show in Chapter 4

that their study is similar to ours. However, their work onlystudies single-hop flows

in multi-hop networks, which does not capture the characteristics of multi-hop flows.

Therefore, the causes they identify for the unfairness of single-hop flows cannot cover

all cases of unfairness in multi-hop flows. In addition, theydo not rate-limit the network.

Rather, they over-drive it. Our work is intended to determine the limitations of source

rate control even when there is sufficient wireless capacity.

The Asynchronous Multi-channel Coordination Protocol (AMCP) [41] addresses the

same problem discussed above in multi-channel networks by using a dedicated control
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channel. Nodes contend in the control channel and use RTS/CTS to piggy-back channel

utilization information in the network and negotiate data channels. This method wastes

a whole channel for control packets which need little bandwidth. It is only evaluated

with a few networks using 12 channels. It is not clear how efficient this method is in an

802.11b network, where there are only 3 orthogonal channels.

Wang and Garcia-Luna-Aceves [49] study single-hop flows in 802.11-based multi-

hop wireless networks both analytically and experimentally. They show that the 802.11

MAC cannot guarantee collision-free transmissions of datapackets because of variations

of the hidden-terminal problem. They propose to use a fixed CWinstead of BEB, so that

the node that is shut off by a hidden terminal will not build upits CW value, getting fewer

chances to compete for the channel, leading to severe unfairness. However, their analysis

shows that while a fixed CW provides fairness, it also yields much worse throughput.

The problem, as we show in Chapter 4, is that the 802.11 MAC tries to address both

congestion-induced collision and non-congestion-induced collision at the same time. A

fixed CW increases collisions when congestion occurs. Moreover, their work only studies

the 802.11 MAC with RTS/CTS turned on. In Chapter 3 we show that performance is

better without RTS/CTS.

Heusseet al. [16] propose an access method called “idle sense” to improvethrough-

put and fairness in WLANs where all the nodes are within transmission range of each

other. Their method also does not use BEB. Instead, they propose to dynamically ad-

just the CW value by comparing the average number of idle slots between transmission

attempts with the optimal value. They observe that packet loss is not only due to con-

tention, it can also be because of poor link quality. Therefore, the BEB mechanism in

802.11 can be very inefficient if most packet losses are due toradio errors. Link error is

not the current focus in our work; rather, we restrict ourselves to dealing with congestion-

induced loss and non-congestion-induced loss. We assume that all packet losses are due
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to contention. We will show in Chapter 4 that BEB is inefficient even when the link error

is not a factor. We adopted their idea of using the same CW values for all nodes in one

of our solutions, though in our solution it is strictly fixed.

2.5.4 SUMMARY

Prior work has proposed source rate control as a mechanism for achieving per-node fair

throughput in WMNs. It has also been observed that MAC-layercoordination causes

unfairness among competing flows. However, there has been noextensive study evalu-

ating how effective source rate control is in achieving fairness over many topologies and

varied flows. In this thesis, we study the efficacy of the source-rate-control mechanism,

showing where it works, where it fails, and why; we also propose and evaluate several

techniques to enable fairness in cases where source rate control is insufficient.





3 SOURCE RATE CONTROL

In this chapter we study the effectiveness of source rate control in achieving fairness in

WMNs by running simulations using the Network Simulator, ns2 [1]. We want to answer

three questions:

1. How well does the source-rate-control mechanism achievefairness among network

flows?

2. Is the clique model accurate in estimating network capacity?

3. If the clique model is mostly accurate, how often and severely do some flows not

achieve the throughput computed by the clique model?

We first describe the simulation setup and experiment measurements we use to eval-

uate the simulation results. Next, we conduct experiments and that show that source rate

control can alleviate the fairness problem in many cases, but cannot completely achieve

fairness. We quantify the severity of its limitation.

3.1 EXPERIMENT DESIGN

We describe the experiment design in the following four categories: ns2 setup, gen-

eration of topologies, flow generation, and measurements.

29
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3.1.1 NS2

Ns2 has implemented various radio propagation models, MAC protocols and routing

protocols. The radio propagation models are used to predictthe received signal power

of each packet. A packet is received successfully by the receiver when the power of the

signal is higher than the receiving threshold at the receiver. Ns2 has implemented a free-

space model, a two-ray ground model and a shadowing model. The free-space model

and the two-ray ground model assume the transmission area isan ideal circle, while the

shadowing model extends it to a probabilistic model that incorporates multipath fading

effects. For the purpose of our study, we want to avoid the complication introduced

by a probabilistic model. On the other hand, the free-space model cannot predict the

signal power well for long distances because it assumes a simple line-of-sight path only.

Therefore, we choose the two-ray ground model that considers both the direct path and a

ground-reflection path, and thus can better predict the power when the distance is large.

The transmission range is 250 meters, and the interference range is 550 meters. Ns2

implements a simplified “power-capture” model, in which, when multiple packets arrive

at the receiver at the same time, only the first packet can be captured if its signal power is

higher than any of the other packets by at least 10dB. We use the 802.11 MAC protocol,

and set the base transmission rate to 1 Mbps. We limit the queue (ı.e., IFQ) size at

each node to 20 packets. In the ns2 simulator, we implementeda static shortest-path

routing protocol and the clique model (collision-domain model in the case of multi-

channel WMNs) to estimate network capacity.

3.1.2 TOPOLOGYGENERATION

We run our simulations over chains, grids and random topologies. In this section, we

describe how these topologies are generated . In all the topologies, we always assign
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Figure 3.1: Chain Topology

node number 0 as the gateway. The gateway may be placed eitherin the corner or in the

middle of a chain or a grid.

Chain In our chain topologies, as shown in Figure 3.1,D1 denotes the one-hop distance,

D2 the two-hop distance, andD3 the three-hop distance. The constraints are as

follows:

D1 ≤ 250 meters

D2 > 250 meters (3.1)

This implies thatD2 ≤ 500 meters; i.e., nodes that are two hops away are within

interference range of each other. In the common chain topologies studied in other

literature, the distances between adjacent nodes are oftenequal, and nodes that are

three hops apart are out of interference range. This can be represented as:

D3 > 550 meters

D2 = 2D1 (3.2)

D3 = 3D1

This results in183 meters ≤ D1 ≤ 250 meters. Therefore, in our simulations

with common chains, we use equal-distance chains withD1 = 200 meters.
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Figure 3.2: 3x3 Grid

Grid In grid topologies, the distances between adjacent nodes are the same. For exam-

ple, in the 3x3 grid shown in Figure 3.2, the distances between nodes 1 and 2, or 0

and 1, or 0 and 3 are all equal. If we denote the distance to beX, grid topologies

are generated with the following constraints:

X ≤ 250 meters

2X > 250 meters (3.3)

3X > 550 meters

This results in183 meters ≤ X ≤ 250 meters.

Random Topology We generate random topologies by placing nodes randomly in an

area of 1000x1000m2 and ensuring that the network is connected;i.e., every node

in the network is within transmission range of at least one other node. We simulate
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various network densities by placing 15 to 30 nodes in a network.

3.1.3 FLOW GENERATION

We vary the numbers of flows in each topology. For a network with N nodes, each node

has a 50% probability of an uptream flow and a 50% probability of a downstream flow.

To avoid TCP complications, UDP data was simulated using Constant Bit Rate (CBR)

traffic. Each packet is 1500 bytes long.

3.1.4 MEASUREMENTS

The experiments we conducted are as follows. For a given set of flows in a given network

topology, we compute the fair-share rate of the flows using the clique model. Since the

bandwidth efficiency at a data rate of 1 Mbps is 90% when RTS/CTS is not used and

86% otherwise [23], the capacity of a cliqueB(u) is 900 kbps when not using RTS/CTS

and and 860 kbps otherwise. We run the simulation by limitingthe source of each flow to

a certain rate, which we call the “input rate,” and measure the throughput of each flow at

the destination. We choose 50 input rates ranging from 50% ofthe computed fair-share

rate to 150% of the computed fair-share rate.

The first 1000 seconds of each experiment allows routing to beestablished and no

data is collected in that period. For each input rate, we havea warm-up time that is

long enough to transmit at least 200 packets, so that the network stabilizes. We then

measure the total number of packets received at each destination of each flow for a long-

enough time period that ensures at least 2000 packets are transmitted. The throughput

for each flow in the experiment is thentotal packets received/measured time. Since

the packets can be received in bursts at times, the throughput we measure can be slightly

higher or lower than the real value. However, this effect is not significant. We repeat

each experiment 5 times and average the 5 results to give an expected throughput for
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each flow for any given input rate.

To evaluate the efficacy of source rate control in achieving fairness, we need to mea-

sure the fairness and efficiency of the results. For each topology and set of flows, we mea-

sure the throughput of each flow at an offered per-node load ofthe computed fair-share

rate (FSR). We refer to the flow with the least throughput as the minimum throughput

flow (MTF) for the given topology and flows. Since the throughputs and FSR values vary

for each experiment, we normalize by computingthroughput/FSR for each through-

put. We then compute the following metrics over each type of topology with multiple

experiments.

1. JFI of throughputs: This is Jain’s fairness index [20] that represents the overall

fairness of the network.

2. Average (Avg.) of throughputs/FSR: This value reflects the average aggregate

throughput over all topologies at the computed fair-share rate. Aggregate through-

put represents the efficiency of the network.

3. Standard Deviation (σ) of throughputs/FSR: This value shows the fairness among

all the flows. The lower this value is, the fairer the flows are.

4. Average (Avg.) of MTF/FSR: This value demonstrates the degree of the starvation

experienced by the minimum throughput flow in general over all topologies.

5. Standard Deviation (σ) of MTF/FSR: This value demonstrates how significant the

starvation can be in some topologies.

The JFI value reflects the overall fairness among all the experiments. The combina-

tion of the average of throughputs/FSR and theσ of throughputs/FSR represent whether

the network is in general fair and efficient. If the average ofthroughputs/FSR is high, and

the standard deviation is low, then the network is generallyfair and efficient. However,

one or a few flows could still be suffering from unfairness. The severity and pervasive-
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ness of the problem with the minimum throughput flow is reflected by the average of

MTF/FSR andσ of MTF/FSR.

3.2 EXPERIMENTAL RESULTS

In the experiment over a 7-hop chain topology shown in Figure3.3 there are seven flows,

shown as the arrowed lines indicating the source and destination of each flow. Figure 3.4

is the graph generated by plotting the simulation results. The horizontal axis is the input

rate to which each source is limited; the vertical axis is theactual throughput achieved by

the source. Each data line in the graph represents a given flow, with the legend identifying

the source and destination of the flow. For example, the legend 2− > 0 means the flow

starts at node 2 and sinks at node 0. The vertical line with label “Fair Share” beside it

marks the fair-share rate computed by the clique model. The 802.11 MAC protocol is

not using the RTS/CTS protocol in this simulation.

The computed fair-share rate for this experiment is 39,130 bps. We can see from the

graph that the maximum data point for which the throughputs of all the flows equal to

their input rate is approximately 39,000 bps, which is fairly close to the computed fair-

share rate. We can see that when the sources are limited to rates lower than the fair-share

rate, the throughput of each flow is approximately the same asthe input rate. When the

input rate of each flow exceeds the fair-share rate, the throughput of some flows drops

dramatically. In particular, flows 5-to-0 and 7-to-0 get thelowest throughputs.

The second experiment is a random 30-node topology in a 1000x1000m2 area with

about 25 flows. The topology is shown in Figure 3.5 and Figure 3.6. In Figure 3.5, the

lines between nodes represent transmission links. In Figure 3.6, a dashed line between

any two nodes indicating that those nodes are within interference range. RTS/CTS is also

turned off in this simulation.
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Figure 3.7 shows the simulation result for this topology. While this is not exactly fair

sharing of the network, at the computed fair-share rate point, 12,100 bps, the throughputs

of most of the flows are approximately the same as the input rate. Three flows deviated

from the fair-share rate point early. The computed fair-share rate again matches the

experimental fair-share rate of most of the flows quite well.

We also performed the same experiment with the RTS/CTS protocol turned on. The

effect of RTS/CTS is shown in Figure 3.8. We can tell from the graph that RTS/CTS

makes the performance worse. Not only do more flows deviate early, but some flows

only receive one-third of the input rate at the computed fair-share rate point.

Analyzing these experiments, we observe the following patterns:

1. The source-rate-control mechanism is able to achieve fairness among most flows

when RTS/CTS was not used.

2. The clique model appears to be fairly accurate in computing the fair-share rate for

most of the flows, again, when RTS/CTS was not used.

3. In the random-topology experiment, some flows get much lower throughput than

others at the computed fair-share rate point.

We therefore wished to continue our study by collecting datastatistically for various

topologies and flows to see if these patterns also occur in other scenarios.

3.2.1 ACCURACY OF THECLIQUE MODEL

We first attempt to answer whether the clique model is accurate in estimating the net-

work capacity by running simulations over various topologies and flows. To determine

the accuracy of the model we need to measure the fair-share rate in each simulation
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and compare it with the fair-share rate computed by the clique model. We measure the

experimental fair-share rate in each simulation using the following procedures.

1. At each input-rate data point (i.e., the rate that source nodes are limited to), we

measure the throughput of each flow.

2. We record all the flows whose throughput is 5% lower than theinput rate.

3. We repeat the above steps until the point at which the throughput of more than

one-third of the flows is less than the input rate by more than 5% for at least four

successive data points.

4. We then take the one point prior to the first of those four points as the measured

fair-share rate.

While this measurement may seem somewhat arbitrary, visualinspection of plots

suggested it is fairly reasonable.

To show the accuracy of the clique model, we executed the experiment in single-

channel WMNs, over 50 random topologies that contain 30 nodes in a 1000x1000m2

area with between 25 and 40 flows for each topology. We did the experiments both

with and without RTS/CTS. We then computed the average errorin the clique model

compared with the measured fair-share rate, together with the standard deviation.

Results are shown in Table 3.1. The value “FSR” is the computed value of the clique

model, and “fp” is the measured fair-share point. We can see that the average error of the

clique model, when RTS/CTS is turned off, is about 0.008%, which is fairly low. How-

ever, the standard deviation of the error is 11%, which meansthat in about 32% of the

topologies, the clique model either over-estimates or under-estimates the fair-share rate

by more than 10%. This is because the clique model may over-estimate the interference,

hence, under-estimate the capacity; on the other hand, it may over-estimate the capacity
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Measured Entity No RTS/CTS With RTS/CTS

Avg (FSR-fp)/fp 0.008% 18%

Std. Dev. of (FSR-fp)/fp 11% 36%

Table 3.1: 30-node Random Topology Accuracy Results

because it assumes perfect MAC scheduling. We discuss this in more detail about these

issues in Chapter 4. Nevertheless, the clique model is stillfairly accurate in general. On

the contrary, when RTS/CTS is turned on, the clique model over-estimates the network

capacity by 18%, with a standard deviation of 36%. This suggests that the flows often

achieve fairly low throughput when using RTS/CTS because the clique model is not able

to capture the characteristics of the RTS/CTS effect.

The accuracy of the clique model in multi-channel WMNs is evaluated in Lee’s the-

sis [27]. It suggests that the clique model is not very accurate for multi-channel networks.

Instead, arealistic collision domainmodel is more accurate. Therefore, for multi-channel

experiments, we use Lee’s multi-channel collision-domainmodel, in which, “two links

contend if one endpoint of one link is within transmission range of one endpoint of the

other link” [27]. Each link has a collision domain that contains all the links contending

with it. Moreover, only one link in a collision domain can transmit at the same time.

3.2.2 EFFECTIVENESS OFSOURCERATE CONTROL

In this section, we show how effective source rate control isin achieving fairness. Since

we demonstrated that the clique model is fairly accurate in single-channel WMNs, we

evaluate the fairness and efficiency of the network while sources are rate-limited to the

fair-share rate computed by the clique model in single-channel WMNs. We use the

same set of experiments conducted in the previous section and compute the fairness and

efficiency metrics described in Section 3.1.4.
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Measured Entity No RTS/CTS With RTS/CTS

Avg throughputs/FSR 95% 88%

σ throughputs/FSR 12% 17%

Table 3.2: Fairness and Efficiency with Source Rate Control in Random Topology

The results for the 30-node random topologies, as shown in Table 3.2, show that

with source rate control, the aggregate throughput of the network is, on average, 95% of

the theoretical value when RTS/CTS is not used. Note that thevalue is 95%, not 100%,

which seems inconsistent with the average (FSR-fp)/fp value we got in Table 3.1 (0.008%).

This is because when we measure the accuracy of the clique model, at the measured fair-

share rate, one-third of the flows were getting throughput less than the fair-share point. If

we assume that the throughpus are normally distributed, about 68% of the data are within

oneσ of the mean;i.e., 16% of the data are belowmean − σ and 16% of the data are

abovemean + σ. The table shows that half of the flows examined get throughput that is

higher than 95% of the fair-share rate. At the same time, morethan 15% of the flows get

throughput 17% less than the fair share. When RTS/CTS is used, the results are much

worse; the aggregate throughput is 7% lower than without RTS/CTS. Moreover, the net-

work is less fair, with more than half of the flows getting throughput at least 12% below

their fair-share rate, and more than 15% of the flows getting 30% less. In summary, the

results demonstrate that source rate control does provide fairness to most of the flows in

the network when RTS/CTS is not used. However, it cannot achieve complete fairness.

3.2.3 SEVERITY OF UNFAIRNESS WITHSOURCERATE CONTROL

In this section, we continue the study by trying to understand how often and severely

some flows cannot achieve the throughput computed by the clique model.

We first analyze in more detail the flows that did not get their fair share in our earlier
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experiment on the sample random topology, as shown in Figure3.7. The throughput

achieved by most flows is approximately the rate to which theyare limited, up to about

12 kbps, which is the theoretical capacity computed for thisparticular network and set of

flows. However, three flows are falling short, two significantly. At 12 kbps flows 13-to-

0 and 22-to-0 receive only three-quarters of their rate-limited bandwidth. Even at only

80% of theoretical network capacity, the throughput of these flows is 10% below their

input rate. At such a low load this is not caused by a lack of wireless capacity, as shall be

seen in Chapter 4. From now on, we name this type of unfairnessStructural Unfairness.

We define structural unfairness as follows:

Definition 1 (Structural Unfairness) Structural unfairness is unfairness experienced

by one or more flows within a wireless mesh network when the sources of all flows are

rate limited to the computed fair-share rate.

Now we wish to determine if the structural unfairness (SU) isa general problem

across many topologies and networks flows. We take the same set of simulation results

we used to analyze the accuracy of the clique model for the evaluation.

We first evaluate how many topologies and flows have this problem. Since we did not

know how severe the problem might be, we based our SU evaluation on a throughput drop

of between 5% and 25%. We consider a flow to be experiencing structural unfairness if

the throughput of that flow is more than a certain percentage lower than the computed

fair-share rate when the input rates of the sources are at thefair-share rate. If there is at

least one flow experiencing structural unfairness in a topology, we count that topology as

a topology with an SU problem. The results are evaluated for each type of topology in

the following table, in which “%SU topologies” means the percentage of topologies that

experience the SU problem and “%SU flows” means the percentage of the total flows

examined that experience the SU problem.
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Benchmark Measured Entity 30-node random topologies5x5 grid

5%
%SU topologies 94% 95%

%SU flows 12% 11%

10%
%SU topologies 82% 35%

%SU flows 8% 4%

15%
%SU topologies 72% 25%

%SU flows 6% 3%

20%
%SU topologies 68% 5%

%SU flows 5% 0.5%

25%
%SU topologies 60% 0%

%SU flows 4% 0%

The results show that significant unfairness experienced byone or more flows is a

widespread phenomenon. In the random topologies we examined, 82% of the topologies

have flows that get throughput that is 10% lower, and 60% of thetopologies have flows

that get one-quarter less. The SU problem is less severe in our grid topologies. However,

there are still one-third of the topologies that have flows getting 10% less throughput and

one-quarter that have flows with throughput 15% lower.

Now that we know that SU is a general problem, we wish to study in more detail how

severe the structural unfairness can be when a network experiences it. For the same set

of experiments, we compute the metrics to indicate the degree and significance of the

starvation described in Section 3.1.4. The results for the 30-node random topologies are

shown in Table 3.3.

Assuming normal distribution, the results show that half ofthe topologies examined

had flows that failed to achieve even two-thirds of their input rate at the fair-share rate.

More than 85% of topologies had flows that experienced a degradation of more than

10%, with the degradation being more than 40% when the RTS/CTS protocol was used.
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Measured Entity No RTS/CTS With RTS/CTS

Avg of MTF/FSR 62% 44%

Std. Dev. MTF/FSR 25% 15%

Table 3.3: Severity of SU in 30-node Random Topology

Measured Entity No RTS/CTS

Avg of MTF/FSR 88%

Std. Dev. MTF/FSR 5.9%

Table 3.4: Severity of SU in 5x5 GRID Topology

While unfairness is somewhat lessened when RTS/CTS is turned off, it is still the case

that the minimum throughput flow in 15% of the experiments is less than 37% of its input

rate. RTS/CTS makes the problem more severe. In particular,not only is the minimum

throughput flow worse, but the deviation is smaller, and thusthe results areconsistently

worse! Further, in 15% of the experiments RTS/CTS causes theminimum throughput

flow to achieve less than one-fifth of its input rate.

In a 5x5 grid topology, the starvation evaluation results are shown in Table 3.4.

We can see from the table that the SU problem in the grid topologies is not as severe

as in the random topologies. Assuming normal distribution,in half of the topologies

examined, even the worst-case flow gets more than 88% of the fair share. However, there

are still 15% of the flows that get throughput 18% less than thefair share.

3.3 SUMMARY

As a result of these experiments, we draw three conclusions.

1. Source rate control provides fairness among most networkflows. However, it still
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leaves some flows suffering from poor throughput.

2. The clique model is fairly accurate in estimating networkcapacity in single-channel

WMNs.

3. It is fairly common that some flows in a network cannot get their fair share com-

puted by the clique model, even when the sources are rate-limited to below the

network capacity. We call this phenomenon structural unfairness. When this hap-

pens, some flows can get very low thoughput, to the point of starvation.

Having understood that structural unfairness is a general problem, we wish to study

the causes of the problem. Since all the experiments conducted above show that RTS/CTS

is very inefficient in WMNs, in the following experiments, wealways turn off RTS/CTS

unless specified.





4 CAUSES OFSTRUCTURAL UNFAIRNESS

The first question we needed to answer was whether structuralunfairness is caused

by lack of wireless network capacity. This is essentially asking if the fair-share rate

computed by the clique model accurately represents the capacity of the network.

Jainet al. [19] investigate the maximum throughput in wireless WMNs bymodeling

networks using the clique model. They prove that the upper bound based only on the

clique model constraints is tight only for a special class ofconflict graphs called per-

fect graphs. Perfect graphs are the graphs for which the chromatic number equals the

maximum clique size.

According to the statistical simulation results shown in Table 3.1, we see that over the

50 random topologies, the computed fair-share rate based onthe clique model is fairly

accurate, with an average error of 0.007% compared to the measured rate. This further

suggests that the problem is not capacity.

However, the clique model has certain assumptions. First, it implicitly assumes a

perfect global scheduler. In practice, a perfect global schedule is not easy, if even possi-

ble, to achieve in a multi-hop wireless network. In particular, it requires, at a minimum,

accurate clock synchronization and distribution of current traffic usage. Second, the

clique model assumes that flows are bidirectional over links. That is, it treats the sender

and receiver as though both were simultaneously sending andreceiving. In practice,

802.11 communication consists mostly of the transmitter sending, with just a brief ACK

transmission from the receiver. Therefore, the clique model could over-estimate the in-

terference of the network and under-estimate the capacity.Third, it assumes that there

49
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is either interference between two links or no interferenceat all, which is not always the

case in reality. For example, as described in Section 3.1, ifthe power signal of the sender

is 10dB higher than that of the interfering node, the receiver is able to capture the packet

from the sender if the sender starts transmission before theinterfering node.

Extant MAC protocols, including 802.11, make MAC-scheduling decisions based

solely on locally available information. In particular, 802.11 uses carrier sensing and

collision avoidance. Our simulations, and most current approaches to achieving fairness,

add in source rate limiting, but the MAC scheduling decisions remain fundamentally

based on local knowledge, rather than global knowledge.

Given that the problem is not network capacity, but poor MAC scheduling, we wished

to determine the precise reasons for non-optimal local decision making. Our initial inves-

tigation suggested that it was simply a case of the well-known and understood interaction

between the hidden-terminal problem and the 802.11 binary-exponential-backoff algo-

rithm [3, 4, 11, 32, 34, 48]. However, this explanation failsbecause in many instances

where there is a hidden terminal the problem does not occur. For example, in experi-

menting with various length chains, where nodes are 200 meters apart, and thus there

are multiple hidden terminals, application of source rate limiting is sufficient to provide

flow fairness. This is consistent with results from Gambiroza et al. [12] where source

rate limiting worked without flaw for a four-node chain, eventhough the two end nodes

are hidden terminals with respect to each other.

In addition to the MAC scheduling problem, further investigation showed that there

are another three criteria that are necessary factors in structural unfairness: topology, link

utilization and wireless hop distance. We analyze each category in the next sections.
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Figure 4.1: Topology Requirements

4.1 TOPOLOGYREQUIREMENT

The general topology necessary for structural unfairness to occur is illustrated in

Figure 4.1.

1. NodeS1 is within transmission range ofR1, and nodeS2 is within transmission

range ofR2. NodesS1 andS2 are out of carrier-sense range of each other. There-

fore, when nodeS1 wishes to send a packet toR1 while S2 is transmitting toR2,

nodeS1 has no way of knowing thatS2 is transmitting, andvice versa.

2. At least one of the following three distances are within interference range of each

other:DS1R2
, DS2R1

or DR1R2
.

(a) If DS2R1
is less than interference range, while the distanceDS1R2

is greater,

then we refer to it as anasymmetriccase, as the transmission fromS1 to R1

will be affected byS2’s transmission, while that fromS2 to R2 will not be

affected byS1’s transmission.

(b) When both the distanceDS1R2
andDS2R1

are less than interference range, we

refer to it as asymmetriccase.
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(c) If DR1R2
is less than interference range, the ACK packet sent from there-

ceiverR1 to S1 could potentially collide withS2’s data packet atR2. We call

this receiver-inducedstructural unfairness.

We first examine the asymmetric case. When nodeS2 is transmitting, nodeS1 senses

an idle medium and attempts to transmit. If it is using the RTS/CTS protocol, it will

issue an RTS, andR1 will not respond, since it senses the medium is busy. NodeS1

will therefore double its contention window, select a new random delay, and count down

(since it perceives an idle medium, nothing stops it from counting down). It then retries,

with the same effect. By the timeS2 finishes transmitting its message,S1 has built up a

very large contention window. Therefore, even when the medium is idle,S1 will be busy

counting down its backoff counter and waste the opportunityto transmit. In particular,

source rate limiting will be of limited use, since whenS2 is not sending,S1 will be in

backoff.

Without RTS/CTS the problem still exists, but is less severe, sinceS1 will attempt

to send a long message, rather than a short RTS before discovering the problem, and

thus its contention window builds up more slowly, though it does still build. In the

presence of source rate limiting, nodeS2 may no longer be sending, allowingS1 to

transmit successfully. NodeS1 is at an asymmetric structural disadvantage sinceR2 is

not within interference range ofS1, and thus it always receives the message fromS2

correctly. WhenR1 andR2 both receive a packet from their respective senders correctly,

the ACK packet sent byR1 could also collide with the ACK packet fromR2 to S2. This

effect of the ACK packets is negligible, for reasons we discuss in Section 4.3.1.

The symmetric case is similar, except that sinceDS1R2
is also less than interference

range, it is as probable that theS2-to-R2 transmission will be affected as that fromS1-

to-R1. Thus, in the long term, the effect will be equal on the two receivers.
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In the receiver-induced case, since nodeR2 is within interference range ofR1, when

R2 sends an ACK packet after successfully receiving a packet from S2, it could collide

with the packet transmitted fromS1 to R1, because the receiver does not check the status

of the channel before sending out an ACK. Likewise, an ACK from R1 can interfere with

reception of a packet atR2. As mentioned above, we discribe the ACK effect in more

detail in Section 4.3.1.

This understanding of the problem, thus far, is reasonably studied (see,e.g., [11, 13,

32, 39]), though in the context of single-hop wireless networks in all the prior litera-

ture but one. Garettoet al. [13] focus their study on identifying the reasons for packet

losses in single-hop flows and categorize them as information asymmetry (similar to our

asymmetric case), near hidden terminal (similar to our symmetric case), and far hidden

terminal (related to our receiver-induced case). Their study is based on networks without

source rate limiting, and focuses on modeling the effects interms of collision probabil-

ity. As we will see, collision probability is a poor predictor of throughput or unfairness.

Our study focuses on the problem after eliminating congestion by using source rate lim-

iting. The OML [39] proposed by Rao and Stoica is the only paper that has studied this

problem in multi-hop networks. However, their study is limited to a six-node wireless

testbed. What has yet to be studied is why structural unfairness occurs in some of these

topologies, such as the 30-node random topology case in Figure 3.7 and not others, such

as the chain topology case in Figure 3.4, even though they both satisfy the generic topol-

ogy in Figure 4.1. We observe that while the topology requirement is necessary, it is not

sufficient to cause structural unfairness.
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4.2 LINK UTILIZATION

Utilization of the two competing links is a factor that affects the collision probability.

The reason is that the two senders in Figure 4.1 are effectively operating an Aloha pro-

tocol [44], since neither can sense the other. Therefore, they both transmit at will. If the

acknowledgement from the receiver is not received within a timeout period. The sender

waits for a random period and retransmits. The collision probability,Pc, as a function of

nominal load,G, is:

Pc = 1 − e−2G (4.1)

If there is spare capacity in the system given the offered load, this can be used to pro-

vide for the retransmissions when collisions occur, and no unfairness will be observed.

If there is no capacity left in the system, then unfairness will occur immediately for the

interfering links. The degree of unfairness depends on the ratio of unused capacity to the

capacity needed to compensate for the collisions.

Consider the single-channel 5-node chain shown in Figure 4.2. The distance between

nodes 4 and 3 is 249 meters, while other nodes are 185 meters apart. Node 0 is the

gateway and there is one flow from every other node to the gateway. This topology is

a case of asymmetric structural unfairness, with node 1 being out of node 4’s carrier-

sense range, but in interference range of node 3. As we can seefrom Figure 4.3, flow

4-to-0 receives less than 76 kbps, more than 15% less than thecomputed fair-share rate,

90 kbps. We analyzed the trace file at the computed fair-sharerate. Node 1 caused 75827

collisions at node 3 for 26402 packets sent from node 4, causing the MAC of node 4

to discard 4039 packets after the maximum number of retries,which amounts to about

15% drops. This analysis show that the unfairness at node 4 was indeed because of the

collisions at node 3 caused by node 1.
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Figure 4.2: Single-channel uneven-distance chain
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Figure 4.3: Asymmetric unfairness in single-channel chain
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Doing the same experiment on a 3-channel chain, as shown in Figure 4.4, where

links 2–1 and 3–2 use different channels from links 1–0 and 4–3, the fair-share rate is

much higher than in the single-channel case. As with the single-channel experiment,

flow 4-to-0 fell off before the computed fair-share rate (seeFigure 4.5). The structural

unfairness is far more severe in this experiment than in the single-channel case. Flow 4-

to-0’s throughput is less than 20% of the fair-share rate. This fair-share rate is computed

using Lee’s multi-channel collision-domain model. However, even at the fair-share rate

computed using the more conservative clique model, 180 kbps, flow 4-to-0 only gets

one-third of the fair-share rate. The trace file analysis show that node 1 caused 78879

collisions at node 3 for 26438 packets sent from node 4, causing the MAC of node 4 to

discard 9564 packets after the maximum number of retries. Moreover, 12563 packets are

dropped at node 4 because the queue is full, before they have achance to be transmitted.

The difference between the single-channel and multi-channel results is because, in

the multi-channel scenario, the link utilization of the competing links is much higher

than in the single-channel chain. In the single-channel chain, the fair-share rate isB/10.

Therefore, link 4–3 needs to carry 10% of the capacity, 3–2 20%, 2–1 30% and 1–0

40%. However, in the multi-channel case, the fair-share rate is B/4 according to the

collision-domain model. This means that link 1–0 carries 100% of the wireless capacity

and link 4–3 needs to carry 25%. Since links 1–0 and 4–3 are thecompeting links in both

scenarios, the link utilization in the multi-channel chainis much higher, hence causing

much more collisions at node 3, to the point that few packets can get through even after

retransmission. This causes the IFQ to be filled quickly, andhalf of the packets are

dropped at the queue.
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Figure 4.4: Multi-channel uneven-distance chain
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Figure 4.5: Severe unfairness in multi-channel chain
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4.2.1 EFFECT OFMULTI -HOP FLOWS

Since flows typically traverse multiple hops in WMNs, it is possible that two competing

links belong to the same flow. For example, in the chains we studied above, the compet-

ing links 4–3 and 1–0 are both on the route of flow 4-to-0. We therefore wish to study

whether this factor has any effect on structural unfairness.

To avoid any complication caused by other flows, we reduce theflows to only flow

4-to-0. The fair-share rate in the single-channel case isB/4; hence, both links 4–3 and

1–0 need to carry 25% of the capacity. The collision probability is comparable to the

case with all four flows. The result is shown in Figure 4.6. When the input rate equals to

or exceeds the fair-share rate, 225 kbps, flow 4-to-0 gets 223kbps, about 99% of the fair-

share rate. The trace file show that at the fair-share rate, node 1 caused 25875 collisions

at node 3 for 26374 packets sent. In addition, there are 168 packets that were dropped

by IFQ at node 4. The number of collisions has dropped significantly compared to the

four-flow case. This is because node 1 does not have its own traffic. Instead, it only

forwards node 4’s traffic. Therefore, at the beginning, whennode 4 transmits, node 1

does not have data to send and cannot interfere with node 4’s transmissions. When

node 1 receives packets for flow 4-to-0, it forwards them to node 0. Its transmissions

will collide with node 4’s transmissions and silence node 4,which will soon drain the

queue at node 0 and the link utilization on link 1–0 drops to 0%until more packets are

transmitted successfully from node 4. Therefore, even though the average link utilization

on link 1–0 is 25%, the oscillation of the load on link 1–0 makes it possible for node 0

and node 4 to alternate their transmissions and reduce the collision probability. The

reason that flow 4-to-0 can keep its throughput the same as thefair-share rate even when

the load is much higher is that the source node 4 cannot injectmore packets than the

network can handle. This rate cannot be higher than 900 kbps and the overloaded traffic

is simply dropped at the IFQ of node 4. Therefore, the result is the same as if the load is
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exactly the fair-share rate.

The same experiment in the multi-channel chain is shown in Figure 4.7. It also shows

that flow 4-to-0 is not as starved as in the experiment with four flows. However, it is

capped to 380 kbps, much smaller than the fair-share rate, 900 kbps, not even reaching

the more conservative fair-share rate computed by the clique model, 450 kbps. The trace

file shows that at the fair-share rate, 900 kbps, nearly 60% ofthe packets are lost due to

IFQ drops. We wondered whether it was because the queue length, 20, was too small.

Therefore, we did the same experiment with queue length of 50, 150 and 1500. However,

the results are the same for all instances. The trace files show a similar number of IFQ

drops and collision numbers. We found that at the beginning of the experiment, whenever

a packet was sent through successfully from node 4 to node 3, the next packet would

collide while node 1 tried to forward the packet to node 0, which throttled transmissions

from node 4. The IFQ fills at node 4, since the load exceeds the service rate, with

excess packets dropped from the queue. The reason transmissions at node 4 collide more

quickly than in the single-channel case is that the link utilization on the two links is much

higher; even at 380 kbps, link 1–0 is carrying 42% of the capacity and 4–3, because of

retransmissions, is carrying (close to) 100% of the capacity. This is consistent with

the analysis that higher link utilization causes higher collision probability. On the other

hand, we also notice that flow 4-to-0 gets about 42% of the fair-share rate, which is much

higher than in the four-flow scenario. The reason is the same as for the single-channel

experiment,i.e., a multi-hop flow can be disadvantaged by other flows, but cannot starve

itself.
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Figure 4.6: Multi-hop flow effect in single-channel chain
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Figure 4.7: Multi-hop flow effect in multi-channel chain
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4.3 HOP DISTANCE

The distance between wireless transceivers determines thepower of the signal at the

receiver, or equivalently, the power of an interfering signal needs to disrupt reception. If

the receiver is receiving a packet, and is close enough to thesender and far enough from

the interfering node, the power of the sender’s signal will be high enough at the receiver

that the receiver can correctly decode the packet despite the interfering node. However,

if the interfering node initiates transmission first, the receiver will not be able to capture

the packet from the sender. This effect is referred to as power capture.

In ns2, a receiver can receive a packet successfully if the received signal power of the

sender is 10 dB higher than that of the interfering node. Denote byPs the signal power

of senders at the receiver, and byPi the signal power of interfering nodei at the receiver.

When Ps

Pi

≥ 10 the power capture succeeds. If we denote the distance from the sender

to the receiver byds, and the distance from the interfering node to the receiver by di, the

received signal powers of the sender and the interfering node can be written as a function

of distance:

Ps ∝
1

d4
s

Pi ∝
1

d4
i

(4.2)

Therefore, we get:
Ps

Pi

=
d4

i

d4
s

d4
i

d4
s

≥ 10

di

ds

≥ 10
1

4
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di ≥ 10
1

4 ds

Therefore, ifdi < 10
1

4 ds, power capture at the receiver will not happen.

Consider a 5-node chain again, except this time the nodes areeach 200 meters from

their neighbors. The single-channel and multi-channel chains are shown in Figure 4.8

and Figure 4.9. We study the case where there is one flow from every other node to the

gateway. Note that these two topologies have the same contention graphs as when the

nodes have uneven distances between them as in Figure 4.2 andFigure 4.4. The link

utilization on each link is also identical. However, all nodes achieve their respective fair-

share rates this time, 90 kbps for the single-channel case (see Figure 4.10), and 225 kbps

for the multi-channel case (see Figure 4.11). The reason is that this time node 3 is

closer (200 meters) to its sender, node 4, and farther (400 meters) from the interering

node 1. According to the equations above, node 3 is able to power capture as long as

the interfering node is further than 355 meters. Therefore,if node 4 starts transmitting

before node 1, node 3 is able to power capture the packet from node 4. In the uneven-

distance chains, node 3 is further (249 meters) from the sender and closer (370 meters)

to the interfering node. Since node 3 can only power capture if the interfering node is

further than 443 meters, even when node 4 starts transmitting first, the signal-to-noise

ratio (SNR) is not high enough for node 3 to decode the packet correctly.

However, power capture alone is insufficient to explain the unfairness. After all,

power capture does not allow a node to start reception, if an interfering node has started

first. According to the trace file, in the single-channel case, when 22213 packets are sent

from node 4 to node 3, 27437 packets collide with packets fromnode 1. Compared with

57264 packet collisions when 20724 packets are transmittedin the uneven chain, the

number of collisions has been reduced by more than half because of the power-capture

effect. However, this is still an extremely high collision rate. There are, on average, 1.24
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Figure 4.9: Multi-channel even-distance chain
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Figure 4.10: Fairness in single-channel chain
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collisions for each successful transmission. The reason this does not affect the overall

throughput is that the link utilization on the 4–3 link is 25%of the capacity; the spare

capacity is enough to compensate for the retransmissions.

The trace file for the multi-channel case is surprising. Out of 22076 packets sent from

node 4 to node 3, there are 19985 collisions at node 3. While still very high, fairness

is maintained for the same reason as in the single-channel case. What is intriguring,

however, is that there are fewer collisions than in the single-channel case. This is counter-

intuitive since we already know that the link utilization inthe multi-channel case is much

higher than in the single-channel case, which should cause more collisions. After further

investigation, we understand that since in the single-channel case all the nodes share the

same channel, the transmissions from nodes 2 and 3 have synchronized the transmissions

from nodes 1 and 4. For example, assume node 1 transmits first.Since nodes 2 and 3 are

in carrier-sense range, they will not transmit at the same time. However, node 4 is out of

carrier-sense range of node 1, so it could transmit while node 1 is transmitting, in which

case node 1 transmits successfully and node 4’s packet collides at node 3. Now it is the

turn for either node 2 or node 3 to transmit. Node 1 picks a random backoff counter

and node 4 doubles its contention window and picks a random backoff counter from

the new contention-window size. It is more likely that node 4picks a bigger backoff

counter than node 1. Then after node 2 or 3 finishes its transmission, assume node 1

finishes its backoff period and gets access to the channel again. For the same reason

as described above, nodes 2 and 3 will not transmit. Node 4, onthe other hand, is

likely to finish its backoff period while node 1 is still transmitting and so starts to re-

transmit. Obviously, the collision happens again at node 3.The same phenomenon is

likely to happen again and again. However, in the multi-channel case, because nodes 2

and 3 are on different channels, nodes 1 and 4 will keep transmitting again and again

after their random backoffs. Their transmissions are not synchronized by the middle
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nodes. Therefore, the collisions are rarer than in the single-channel case. Note that,

since the link utilization in the single-channel case is relatively low, even though there

are so many collisions, flow 4-to-0 still gets its fair share.This is consistent with the

analysis in Section 4.2.

4.3.1 EFFECT OFACK

Until now, we have been ignoring the effect of ACK packets andthe receiver-induced

structural-unfairness topology. Let us first assume that the receivers are out of carrier-

sense range of each other;i.e., the non-receiver-induced case. In an asymmetric structural-

unfairness case, whereDS1R2
is greater than interference range, transmissions fromS2

will collide with the packet sent fromS1 to R1 if they are sent simultaneously. However,

if S1 starts to transmit beforeS2, andR1 successfully receives the packet fromS1 as a

result of power capture, it will reply with an ACK packet after SIFS, without checking

whether the channel is idle. SupposeR2 also receives a packet fromS2 at this point and

replies with an ACK toS2. This ACK could collide atS2 with the ACK sent byR1.

This is similar to the symmetric case, except ACKs from both receivers could potentially

collide at respective senders. We refer to this as ACK-ACK collision.

In the four-flow multi-channel chain experiments, as shown in Figure 4.9, most of the

collisions occur at node 3 when node 1 is transmitting at the same time. However, there

are also 771 ACK packets from node 0 that collide at node 1 withACK packets sent from

node 3 to node 4. This is out of 88376 packets sent by node 1. Theeffect of ACK-ACK

drops here is less than 1%. Compared with the collisions at node 3 from packets sent

from node 1 to node 0, this is negligible.

This situation will always be the case because if a receiver can send ACKs that col-

lide with the ACK packet sent to another sender, the receiverhas to be within interfer-

ence range of that sender. Therefore, that sender’s data packets could also collide with
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the packets from the receiver’s sender. Since we assume thatthe data packet size is

1500 bytes, much bigger than the ACK packets, the link utilization is due mostly to nor-

mal packets, not ACK packets. Therefore, the probability that a collision is caused by

normal packets is much higher than the probability of ACK-ACK collisions. However,

if the data packet size is very small, intuitively, the effect of ACK-ACK collision should

be greater. We leave this problem to future work and focus only on a packet size of

1500 bytes.

Now consider the receiver-induced case, where the two receivers are within inter-

ference range of each other. The ACK packets sent by the receivers could collide with

packets sent by the other sender. Note that this interference is necessarily symmetric

between the two competing links. To study the effect of theseACK packets, we designed

the following experiments (see Figure 4.12). To avoid complications from other sources,

such as multi-hop flows and collisions due to other packets, the receivers are not within

interference range of the other sender, and we use one-hop flows 3-to-1 and 4-to-0. They

both use channel 0. We perform the two simulations by varyingthe distances between

nodes. In the first simulation, all nodes are 200 meters apartto allow power capture,

giving the system more spare capacity. The second simulation makes the distances be-

tween nodes 1 and 2, and 2 and 0 150 meters, while nodes 3 and 1, and nodes 4 and 0

are 249 meters apart. This is to ensure that the signals from the senders are weak, but the

interfering signals are strong. As such, there is no power capture at nodes 1 and 0. This

means that if node 4 is transmitting, an ACK from node 1 to 3 will interfere with it, and

vice versa. The fair-share rate computed by Lee’s collision-domain model is 900 kbps

for each flow; hence, both links 3–1 and 4–0 carry 100% of the capacity. We expect this

experiment to tell us the near upper-bound of how much ACK packets can collide with

normal packets.

Figures 4.13 and Figure 4.14 show the results for the two simulations. In the first,
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Figure 4.11: Fairness in multi-channel chain
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Figure 4.12: Multi-channel chain with ACK interference
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Figure 4.13: Effect of ACK interference with Power Capture
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Figure 4.14: Effect of ACK interference without Power Capture
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Measured Entity With Power Capture Without Power Capture

Fair-share rate 900 kbps 450 kbps

Total CBR packets sent 52408 52521

Total CBR packets received 51795 49279

Total collisions 890 38781

Total CBK drops 0 3216

Total IFQ drops 546 0

Table 4.1: Collision Results on Effect of ACK packets

each flow gets 890 kbps, about 99% of the fair-share rate. In the second, each flow

achieves only 450 kbps, which is the fair-share rate computed by the clique model. In

the second scenario, since there is no power capture, links 3–1 and 4–0 cannot operate

at the same time. In this case, the collision-domain model clearly over-estimates the

fair-share rate. Therefore, we analyze the collisions at the fair-share rate computed by

the clique model, 450 kbps for this instance. The collision results for both simulations

are shown in Table 4.1. The total collisions is the total number of collisions at the MAC

layer; the CBK drops is the number of packets that are droppedby the MAC layer after

the maximum number of retries, which is seven times in our simulation; the IFQ drops

is the number of packets dropped from the IFQ because it is full.

It is clear that when power capture does not work, the ACK packets could cause

significant collisions. However, in scenarios where there is power capture, the ACK

effect on collisions can be safely ignored.

4.3.2 EFFECT OFDOMINATING NODES

If S1 andS2 are the only two nodes that are out of carrier-sense range of each other and all

the other nodes are within interference range of each other,we callS1 andS2 “dominating
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nodes.” In this section we study how dominating nodes affectstructural unfairness. We

derive various scenarios from the same single-channel 7x7 grid, as shown in Figure 4.15.

First, let us look at the two scenarios shown in Figure 4.16. The nodes are 180 me-

ters from their neighbors in the first case and 200 meters in the second. The arrows in

the graph represent the routing paths of the flows. In the first, we simulate with two

flows 42-to–0 and 15-to-0. In the second, we simulate with flows 28-to-0 and 7-to-

0. Both topologies are symmetric structural-unfairness cases. The structural-unfairness

topologies are drawn in dashed lines. Both topologies sharethe same clique graph and

the fair-share rate of each flow isB/4, 225 kbps.

Figure 4.17 and Figure 4.18 are the results of the two simulations. The flows in

the second simulation not only get their fair share at the computed fair-share rate, their

throughputs are the same as the input rate until the rate is higher than 250 kbps. However,

the flows in the first simulation only achieve 95% of the fair-share rate. The collision

results are in Table 4.2.

The number of collisions in the first simulation is twice as many as in the second. This

is counter-intuitive. In the first scenario, the senders are180 meters from the receivers

and the interfering nodes are 402.5 meters; while in the second scenario, the senders are

200 meters (further) from the receivers and the interferingnodes are 400 meters (closer)

from the receivers. According to the power-capture theory,there should not be more

collisions in the first scenario. After further investigation, we found that nodes 15 and 42

are not only competing nodes, but also dominating nodes in the first scenario. Therefore,

when node 15 transmits, only node 42 will transmit at the sametime. Assume node 15

finishes transmitting; if node 42 is still transmitting, allthe other nodes will sense the

channel busy, except node 15. Node 15 then starts transmitting again. The same happens

when node 42 finishes transmitting. Nodes 15 and 42 dominate this scenario, which

increases their chances to collide with each other. The situation in the second scenario
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Figure 4.17: Effect of Dominating Nodes
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Figure 4.18: Without Dominating Nodes
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is different. Nodes 7 and 28 are the competing nodes. However, both nodes 42 and 28

are out of carrier-sense range of node 7. Therefore, when node 7 is transmitting, node 28

can also transmit and leverage the probability that node 35 transmits simultaneously with

node 7.

To prove our point, we extended the first scenario by one hop and reduced the sec-

ond scenario by one hop. The new topologies are shown in Figure 4.19. The structural-

unfairness topologies are not changed in the new scenarios.However, in the first, nodes 15

and 42 are no longer dominating nodes, while in the second scenario, nodes 7 and 35 be-

come dominating. Therefore, we expect the results to be the opposite of the original

scenarios.

The results in Figure 4.20 and Figure 4.21 show that our analysis is correct. The flows

achieve their fair-share rate, 180 kbps, after removing thedominating-node situation in

the first scenario. In the second scenario, after creating the dominating-node situation,

each flow gets 7% less than the fair-share rate.

4.4 SUMMARY

In summary, the situations that cause multi-hop flows to suffer from structural unfairness

are very complex. The following factors are necessary, but likely not exhaustive:

Proposition 1 Structural unfairness of one or more flows within a WMN requires that

there exist a linkS1–R1 in one flow and a linkS2–R2 in another flow that satisfy all of

the following four conditions:

1. The MAC layer makes scheduling choices based on local information only (no

perfect global scheduler).

2. The senderS1 must be beyond carrier-sense range of a second senderS2 operating
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Measured Entity First Scenario With Second Scenario Without

Dominating Nodes Dominating Nodes

Fair-share rate 225 kbps 225 kbps

Total CBR packets sent 52740 52646

Total CBR packets received 49165 52227

Total collisions 38460 19010

Total CBK drops 2810 1

Total IFQ drops 3 0

Table 4.2: Collision Results on Effect of Dominating Nodes
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Figure 4.19: Demonstration of Dominating Nodes
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on the same channel. If the receivers are out of interferencerange of each other,

one receiver must be within interference range of the other sender.

3. The link utilization ofS1–R1 andS2–R2 must be sufficiently large that the proba-

bility of packet collision is non-trivial. The link utilization must also be sufficiently

high that spare capacity cannot compensate for retransmissions.

4. The physical distance betweenS1 andR1 must be large enough and the physical

distance betweenS2 andR1 must be small enough that power capture of the packet

fromS1 byR1 is not possible in the presence of a competing transmission fromS2.

Therefore, if we can eliminate any of these conditions (or reduce their effects) we can

eliminate (or reduce) the problem of structural unfairness. We now examine solutions

based on addressing these issues.



5 IMPROVING MAC SCHEDULING

In this chapter we study practical solutions to ameliorate the problems of unfairness by

improving MAC scheduling, while remaining within the constraints of 802.11 hardware.

5.1 FIXING THE CONTENTION WINDOW

The first solution is based on our observation that the buildup of the contention window,

as described in Section 4.1, is caused by the window serving two purposes. It acts as

a mechanism to reduce the likelihood of collisions caused bycongestion, as well as by

poor MAC scheduling. The BEB mechanism doubles the contention window (CWmax)

when a collision occurs, giving the successful node more chances to access the channel

than the failed node. An 802.11 node believes that there is congestion whenever there

is a collision, and it uses the BEB mechanism to reduce the load of the failed node.

However, when the collision is not caused by congestion, thefailed node will disadvan-

taged by having fewer opportunities to access the network. If the collision probability is

high enough that the spare capacity cannot compensate for the retransmissions, structural

unfairness will occur.

This 802.11-MAC-scheduling problem is fundamentally because the scheduling is

based on local knowledge only. In this section we propose to alleviate this problem by

improving the 802.11 MAC scheduling decision-making.

We address this problem by separating the two functions thatthe contention window

serves. First, we presume the congestion problem is dealt with by limiting the source

rate to below the network capacity in a higher layer of the network. In other words,

each source node only occupies the channel for its fair shareof time. Then the 802.11
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MAC only needs to schedule the nodes to access the channel without interfering with

each other. It no longer needs to deal with congestion, but merely with the possibility of

collisions. Therefore, theCWmax need not grow. We propose fixing it to a value that is

sufficient to reduce the probability of collisions to an acceptably small level. We further

set theCWmax equal for all nodes. This alleviates the problem that one node is given

more privilege than the others for channel access when collisions happen. Note that this

is only relevant for nodes within interference range, and does nothing to affect nodes

beyond that range.

Now the problem is to compute an appropriate value forCWmax so that the proba-

bility that nodes within interference range will pick the same random backoff time and

transmit at the same time is sufficiently small. We observe that this problem is a simple

variation of the birthday paradox [50]. If there aren nodes in range that have data to

transmit, and nodes randomly select a delay time from 0 toCWmax slot times (per the

802.11 standard), then the probability of two or more nodes picking the same delay time

is:

pc(n) = 1 −

n−1
∏

i=0

(

1 −
i

CWmax + 1

)

(5.1)

for n > 1. To make this probability sufficiently low, we need to know how many nodes

within range of each other might transmit at any given time, and set the value ofCWmax

appropriately. Unfortunately, we cannot easily determinethis number. However, we can

reasonably expect it to be low, based on the fact that we are rate-limiting the sources. If

we presume that this is in the 2-to-3 node range, or less, and fix the value ofCWmax at 31,

its default initial value, we expect reasonable results. This yields a collision probability

of less than 10%. Conversely, if we assume thatn is 3, for a collision probabilitypc we
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can calculateCWmax:

pc = 1 − (1 −
1

CWmax + 1
)(1 −

2

CWmax + 1
)

= 1 −

(

CWmax

CWmax + 1

) (

CWmax − 1

CWmax + 1

)

=
(CWmax + 1)2 − CWmax(CWmax − 1)

(CWmax + 1)2

(CWmax + 1)2pc = 3CWmax + 1

(CW 2
max + 2CWmax + 1)pc = 3CWmax + 1 (5.2)

CW 2
max + (2 −

3

pc

)CWmax +
pc − 1

pc

= 0

CW 2
max +

2pc − 3

pc

CWmax =
1

pc

− 1

(CWmax + 1 −
3

2pc

)2 =
1

pc

− 1 + (1 −
3

2pc

)2

CWmax =

√

9

4p2
c

−
2

pc

+
3

2pc

− 1

Whenpc is small,CWmax is approximately3
pc

− 1. Therefore, if we want thepc to be

5%, the value ofCWmax is approximately 59. This technique is implementable using

commodity 802.11 hardware.

Our idea was first inspired by Heusseet al. and Wang and Garcia-Luna-Aceves.

Heusseet al. [16] proposed to adjust theCWmax of all nodes dynamically to an equal

value based on the load of a WLAN. They aimed to solve the short-term unfairness

caused by the BEB mechanism in reacting to poor link quality in the same way as it

reacts to collisions. We borrow the idea of setting theCWmax value equal on all nodes.

However, since we use source rate control to deal with the load issue in the network, the

value need not be changed. Moreover, even though the link quality of WMNs is not the

current focus of this work, our technique of fixing theCWmax should also help deal with
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unfairness caused by poor link quality.

Wang and Garcia-Luna-Aceves [49] also investigated the technique of fixing the

CWmax, but in a congested network. They observed that even though afixed CWmax

improves fairness, it yields much worse throughput becausecollisions increase when

congestion occurs. Again, since we deal with the congestionof the network by source

rate control, fixingCWmax can improve fairness without sacrificing the throughput.

5.2 PER-NODE RATE L IMITING

Our second method is based on our study in Section 4.2. According to Equation 4.1, the

higher the link utilization, the higher the collision probability of two competing links.

Therefore, if we can reduce link utilization we reduce the collision probability of two

competing links.

We observe that with the 802.11 MAC, each mesh router tries tocompete for the

channel as long as there is more than one packet in its queue. Because access to the

channel is random, it is possible that a router receives a burst of packets within a short

period of time and attempts to send them out all at once. This will cause the link utiliza-

tion to be high for a short period of time and low at other times. If the senders of the

competing links are within carrier-sense range of each other, the burstiness of one sender

will delay the transmission of the other for a short while. Over a long period of time, this

is not a problem. However, if the senders are out of carrier-sense range, since source rate

limiting does not limit the rate on the intermediate router,when a collision occurs at the

router, it will retransmit after the random backoff. This causes the link utilization to be

temporarily higher, and increases the collision probability of the retransmissions, which

in turn will further increase the link utilization.

We therefore propose rate-limit each mesh router to the sum of the rates of the traffic
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flowing through or originating at that router. This will spread out the packet deliveries

and reduce the short-term high link utilization as a result.

We implemented this technique at each router in ns2 as shown in Figure 5.1. In the

original ns2 implementation, each mesh router analyzes both forwarded traffic and traffic

it originates. If the traffic is to be sent, it goes through thelink layer and is inserted into

a FIFO queue, called the IFQ. It waits in the IFQ until the MAC layer gets access to the

channel. We implemented a token bucket and inserted it between the IFQ and the MAC

layer, as shown in the dashed rectangle. The token-bucket rate is adjusted dynamically to

the sum of the fair-share rate of all the flows going through the router. The token bucket

is equivalent to a leaky bucket if the size of the bucket is setto one packet. To allow a

little fluctuation of the traffic, we set the bucket size to twopackets.

5.3 EXPERIMENTAL EVALUATION

We now evaluate our mechanisms using simulations with the same basic experiment

setup as described in Section 3.1. First we demonstrate our improvements using the sam-

ple random topology (see Figure 3.5) whose standard 802.11 behaviour was illustrated

in Figure 3.7. We see that the behaviour withCWmax = 31, shown in Figure 5.2, has

clearly reduced the structural-unfairness problem significantly, while maintaining similar

aggregate throughput. Specifically, one of the three problem flows is no longer a problem

at all, while the other two are now getting about 10,000 bps throughput, reaching 83%

of their fair share at the fair-share rate, where without this mechanism they were only at

74%, getting about 9,000 bps throughput.

The behaviour with per-node rate limiting is shown in Figure5.3. This approach

is not as effective as fixing the contention window. It improved the throughput of two

flows marginally. However, we notice that this improvement is with a small sacrifice of
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Figure 5.1: Implementation of Per-Node Rate Limiting in ns2

aggregate throughput.

Figure 5.4 shows the combined effect of the two approaches. Even though some of

the flows still have slightly reduced throughput, the overall aggregate throughput and

fairness are both improved. The two worst flows have improvedsignificantly with this

approach. They are achieving 104 kbps and 106 kbps, respectively, reaching 86% to 88%

of the fair-share rate.

To study the effectiveness of these mechanisms we collectedstatistical results over
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Figure 5.2: FixedCWmax = 31
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Figure 5.3: Per-node Rate Limiting
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With No RTS/CTS

RTS As Is Fixed Per Router Both

CTS CW Rate Control

Avg of MTF/FSR 44% 62% 69% 69% 73%

Std. Dev. of MTF/FSR 15% 25% 25% 23% 23%

Avg of (thruputs/FSR) 88% 95% 95% 93% 94%

Std. Dev. of (thruputs/FSR) 17% 12% 10% 11% 10%

Table 5.1: Improvement of Fixed CW and Per-node rate limiting

the 50 random topologies with 30 nodes used in Chapter 3. We also use the same met-

rics to demonstrate improvement in fairness and structural-unfairness severity. Results

for the use of fixedCWmax as well as per-node rate limiting are presented in Table 5.1.

In addition, we repeat the data from Section 3.2.3 for comparison. As the average of

MTF/FSR shows, both fixedCWmax and per-node rate limiting improve the average of

the worst-case flows by more than 11%. The fixedCWmax maintained the same aggre-

gate throughput as when no mechanism is used. Per-node rate limiting, while sacrificing

aggregate throughput by 2%, has its own benefits. In particular, it makes the standard

deviation of the worst-case flows about 10% less than that of the fixedCWmax, which

means a better fairness index. The combination of the mechanisms has further improved

the average of the worst-case flows by 6% compared to each individual method, and

with a lower standard deviation, 23%. The aggregate throughput remains the same. The

standard deviation of all flows is reduced to 17% less than when the mechanisms are not

used. These results demonstrate that the combination of thetwo techniques has improved

the fairness without sacrificing the effiency of the network.

Since the choice ofCWmax was determined by presumption rather than clear knowl-

edge, we wished to study the optimal value forCWmax. We evaluatedCWmax values
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ranging from 2 to 50 over the 30-node random topologies. To limit the total simulation

time, we randomly picked 20 topologies out of the 50 for this evaluation. Then we calcu-

lated the throughput of the worse-case flow, the average throughput of all flows, and the

standard deviation of all the flow throughputs for eachCWmax. We present the results in

Figure 5.5.

All the fairness curves flatten almost immediately, being more or less flat onceCWmax

has reached 10. According to Equation 5.2, only if the numberof contending nodes is

fewer than 3 will the collision probability be under 10%, in which case we can expect

reasonable results. These results suggest two things:

1. Our presumption of 2 to 3 contending nodes is actually high. Source rate control

has reduced the number of contending links to a fraction of what would otherwise

occur.

2. There is no obvious optimal value ofCWmax. It is the fact thatCWmax is fixed

and set equal at all the nodes that really improved the 802.11MAC scheduling.

This fact makes the method of fixingCWmax more practical as a solution.

5.4 SUMMARY

This chapter proposes two techniques, fixingCWmax and per-node rate limiting, to re-

duce the structural-unfairness problem. We performed extensive simulations and have

demonstrated that these techniques substantially ameliorate the problem, providing on

average 18% improvement for the worse-case flows.
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CONDITIONS

As stated in Chapter 4, if we can remove any of the structural-unfairness conditions, we

can eliminate the problem. In this chapter, we provide case studies of eliminating one or

more of the necessary conditions using three techniques: channel re-assignment, careful

node placement, and re-routing. These must be done with three constraints in mind:

mesh connectivity must be maintained, aggregate throughput must be maintained, and

any new structural unfairness must be less than the case being resolved.

6.1 IDENTIFY THE PROBLEMATIC L INKS

The first step is to identify the SU topology; in essence, the problematic links. We then

can apply appropriate techniques to remove the problem. We developed a three-step

algorithm to identify the problematic links.

Identify the structurally unfair flows F (su). Let F be the set of all flows in the net-

work, FSR(f) be the computed fair-share rate for flowf , T (f) be the throughput

of flow f , andpd be the percentage of throughput drop that defines structuralun-

fairness. Then:

∀f ∈ F, f ∈ F (su) ⇐⇒
FSR(f) − T (f)

FSR(f)
> pd (6.1)

Identify candidate disadvantaged linksL(d). To do this, we first identify all links in

the disadvantaged flows. We remove from this set any links that are part of flows
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that receive their fair share. This creates a small set of candidate links,L(d),

typically one per disadvantaged flow.

Let L denote the set of all links in the networks.

∀l ∈ L, l ∈ L(d) ⇐⇒ ∃flowf ∈ F (su), f traverses l

∧∃flowf ′ ∈ F, f ′ /∈ F (su), f traverses l (6.2)

Find potential partner links L(pi) for each disadvantaged linki. For each disadvan-

taged linki, we find all the links in the network that satisfy the topologyrequire-

ment (Section 4.1), and identify them as topological partners of link i. This will

create a set of linksL(pi) for each linki. We then sort potential partners inL(pi)

by link utilization, so as to consider higher-load links first.

6.2 CASE STUDY 1: CHANNEL RE-ASSIGNMENT

The first of our case studies uses channel reassignment to remove the problematic topol-

ogy. Either of the contending links may have its channel reassigned. However, main-

taining mesh connectivity is non-trivial. Most deployed multi-channel meshes use two

interfaces on fixed channels. As such, any change in channel may preclude connectivity

for other nodes. We therefore approach this problem by changing the channel on only

one interface of one of the four nodes, so as to match its partners other channel. We

consider the four possibilities iteratively, selecting the best choice based on the other two

constraints.

Consider the 3-channel uneven-distance chain (see Figure 4.4) we discussed in Sec-

tion 4.2. Links 4–3 and 1–0 both use channel 0 and they form an asymmetric structural-

unfairness case. Flow 4-to-0 gets poor throughput because many packets sent by node 4
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collide with the packets sent by node 1. If links 4–3 and 1–0 donot use the same chan-

nel, the asymmetric structural-unfairness topology disappears, hence the fairness prob-

lem disappears. Therefore, we change nodes 4 and 3 to communicate on channel 1

instead of channel 0, as shown in Figure 6.1. With the new channel assignment, the

network is still connected, the fair-share rate remainsB/4, 225 kbps, and there is no

structural-unfairness topology created. Therefore, channel re-assignment has eliminated

the structural unfairness in this scenario.

Figure 6.2 is the result after the channel re-assignment. Wecan see that all the flows

get their fair-share rate, 225 kbps, which is consistent with our analysis.

6.3 CASE STUDY 2: RE-ROUTING

The second of our case studies uses re-routing. This is basedon the same general princi-

ple of identifying the disadvantaged links and then considering all alternate equivalent-

length routes that satisfy the three constraints.

Consider the scenario shown in Figure 6.3. It is also derivedfrom the 7x7 grid (see

Figure 4.15). The nodes are 200 meters from their neighbors.Flow 15-to-0 routes

through nodes 8 and 1, and flow 20-to-0 routes through nodes 13and 6. They have

formed two symmetric structural-unfairness topologies. One is between links 15–8 and

6–0 and the other is between links 1–0 and 20–13. Both of the flows achieve less through-

put than the fair-share rate. However, if we change the routing of both flows to go through

nodes 14 and 7 instead, as shown in Figure 6.4, all the nodes involved now are in inter-

ference range of each other. The structural-unfairness topologies disappear.

Figures 6.5 and 6.6 are the results with the original routingand after re-rerouting

respectively. In the first result both flows get 7% less than the fair-share rate. Re-routing

improved the throughput of both flows to 99% of the fair-sharerate in the second result.
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6.4 CASE STUDY 3: CAREFUL NODE PLACEMENT

Our third case study uses careful node placement to either remove the offending topology

or maximize the chance of power capture. We attempt the first whenever the topological

conditions are only just satisfied, such that a small movement can remove the condition.

When this is not true, we move the receiver on the disadvantaged link so as to minimize

its distance to its sender and maximize its distance to the offending sender.

In Chapter 4 we demonstrated, though not explicitly, how careful node placement

can maximize the chance of power capture. In both the single-channel (see Figure 4.2)

and multi-channel (see Figure 4.4) uneven-distance chains, we demonstrated that flow 4-

to-0 experiences structural unfairness (see results in Figures 4.3 and 4.5). However,

the unfairness disappears in the even-distance chains as shown in Figures 4.8 and 4.9)

because, after careful node placement, the suffering node 3is closer to the sender and

further from the interfering node (see results in Figures 4.10 and 4.11). Therefore, the

power-capture effect eliminated the unfairness condition.

6.5 SUMMARY

In summary, we demonstrated that the three techniques of channel re-assignment, re-

routing and careful node placement are effective whenever applicable in removing struc-

tural-unfairness conditions and eliminating the unfairness problem. We identify the con-

straints when applying these techniques, but leave the detailed algorithm design to future

work.





7 CONCLUSION AND FUTURE WORK

This thesis studies fairness schemes in WMNs; in particular, the source-rate-control

mechanism. We demonstrated that source rate control, whileeffective in alleviating the

fairness problem in many cases, cannot achieve fairness completely. We define the un-

fairness experienced with the presence of source rate control as “structural unfairness.”

We show that the problem of structural unfairness in WMNs is awidespread phenomenon

and studied in depth the four required conditions for structural unfairness. We then pre-

sented two methods to ameliorate the problem by improving 802.11 MAC scheduling.

Our proposed mechanisms are feasible without alteration ofcommodity hardware. Even

in the worst case, the worst-case flow is only at 30% below the average, though the large

deviation suggests that this varies quite a bit by topology.The average throughput is

slightly lower when using our approach than when just omitting the RTS/CTS protocol,

though the deviation is smaller, meaning that our approach is objectively fairer. Finally,

we presented case studies of using three techniques to effectively remove the required

condition and completely eliminate the unfairness problem.

7.1 FUTURE WORK

When studying the causes of structural unfairness, we pointed out that the collision prob-

ability does not lead directly to unfairness. Whether or notunfairness happens also de-

pends on the link utilization and spare capacity needed to compensate for the retransmis-

sions. However, the quantitative relationships among the various factors have yet to be

studied.

In our study, to avoid complications from multiple sources,we use a simplified
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model, assuming perfect link quality and an ideal circle of transmission. In future work,

we plan to extend our study to the effect of other sources of noise. We would like to

use a more realistic radio-propagation model, the shadowing model, to incorporate the

multipath-fading effect.

In Chapter 4 we pointed out that our study focuses on large data packets and all our

simulations use a fixed packet size of 1500 bytes. We noticed that when the packet size

is comparable to the ACK packet, the effect may vary a lot. We would like to extend our

study to variable length packet sizes, as well as shorter packet sizes.

Finally, we would like to generalize the three techniques toremove the structural-

unfairness conditions and design SU-aware protocols for channel-assignment, routing

and node placement.
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