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Abstract

In this thesis we investigate complete systems of MUBs and SIC-POVMs. These are highly
symmetric sets of vectors in Hilbert space, interesting because of their applications in quan-
tum tomography, quantum cryptography and other areas. It is known that these objects
form complex projective 2-designs, that is, they satisfy Welch bounds for £ = 2 with equal-
ity. Using this fact, we derive a necessary and sufficient condition for a set of vectors to be
a complete system of MUBs or a SIC-POVM. This condition uses the orthonormality of a
specific set of vectors.

Then we define homogeneous systems, as a special case of systems of vectors for which
the condition takes an especially elegant form. We show how known results and some new
results naturally follow from this construction.
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Chapter 1

Introduction

Quantum measurement is an important part of any quantum information processing task,
since only through measurement is it possible to obtain any information about the system
that, at the end of the day, can be interpreted by a human being. Many quantum algorithms
or other quantum information processing tasks are based on transformations of a quantum
state such that one specifically selected measurement reveals a lot of information about
the problem being solved. In contrast, quantum state tomography is a process of applying
quantum measurements in the most general settings — when nothing or almost nothing is
known about the state. In this thesis we investigate two objects interesting from the point
of view of quantum state tomography, however, useful in other aspects as well, — complete
systems of Mutually Unbiased Bases (MUBs) and Symmetric Informationally Complete
Positive Operator Valued Measures (SIC-POVMs).

A complete system of MUBs in the Hilbert space C™ is a set of n + 1 orthonormal
bases such that any two vectors from different bases have inner product of modulus ﬁ A

SIC-POVM in C" is a set of n? unit-norm vectors such that every two of them have the
absolute value of their inner product equal to \/nlﬁ These objects give the best possible

measurements in corresponding classes of measurements, but it is not known whether they
exist in all dimensions. Complete systems of MUBs are known to exist in prime power
dimensions [58], and it is believed that they do not exist in other dimensions. SIC-POVMs
are constructed numerically for all dimensions up to 47 [47, 21], and some analytical SIC-
POVMs are known as well, but there is only a finite list of n’s such that a SIC-POVM has
been constructed in the space C". However, it is widely believed that they do exist in all
dimensions. Despite a considerable effort spent on proving these two conjectures, they are
still open. In this thesis we also try to tackle these problems.

It is known that these optimal measurements (MUBs and SIC-POVMs) form what is
called a complex projective 2-design [37]. This is a set of vectors that satisfies the Welch
bounds for k = 2 with equality. We give a necessary and sufficient condition on the set of
vectors to attain the Welch bounds, that uses the orthogonality of a particular set of vectors
together with conditions on their norms. This, at first, allows us to perform the search
of absolute values of the entries of vectors independently of phases, that can be seen as a
task in a real vector space. Secondly, it replaces the unobvious absolute value of the inner
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product (ﬁ and \/ﬁ) by zero, i.e., by the orthogonality condition on vectors, and that is

a well studied relation.

We introduce the special case of complete systems of MUBs and SIC-POVMs, that we
call homogeneous construction. It is a unified way to treat both complete systems of MUBs
and SIC-POVMs. It includes all known examples of complete systems of MUBs and also
Weyl-Heisenberg group covariant SIC-POVMs (a special class of SIC-POVMSs introduced
in [60, 47]). The reason for introducing this special case is that the criterion we mentioned
in the previous paragraph takes an especially nice form in this special case. We give evidence
that sometimes group covariant SIC-POVMs is a too narrow class (see Section 7.3), and
the homogeneous construction gives SIC-POVMs that have nicer expressions than already
known group covariant SIC-POVMs. This approach also gives some intuition why Fourier
matrices (and, in particular, Weyl-Heisenberg group) are so useful in constructing MUBs
and SIC-POVMs.

The part of the thesis concerning complete systems of MUBs mostly follows our joint pa-
per with J. Smotrovs [6]. The part concerning SIC-POVMs represents more recent research
that is not yet published.

The thesis is organized as follows. The first chapters are introductory. In Chapter 2
we define some technical concepts that we need in the next chapters: quantum states and
measurements, characters of finite Abelian groups, Fourier matrices, generalized Pauli and
Clifford groups. In Chapter 3 we introduce the main objects we are going to work with
— MUBs and SIC-POVMs, describe some known results. In Section 3.3 we describe one
known way of treating these objects as sets of vectors in real vector space — in the space of
traceless Hermitian matrices. This representation also shows why these objects are so useful
in quantum state estimation. In Chapter 4 we give a short excursus in the topic of sequences
with low cross-correlation and show that they have a lot of common with the objects we
are investigating. The main tool we gather during this excursus are the Welch bounds —
the bounds on the number of vectors in a system and their cross-correlation. It turns out
that both complete systems of MUBs and SIC-POVMs satisfy these bound for k£ = 2 with
equality. This shows that they are complex projective 2-designs, a notion introduced in
Section 4.3.

In Chapter 5 we define our criterion for attaining the Welch bounds and apply it to
MUBSs and SIC-POVMSs. In Section 5.3 we define the special case — homogeneous systems,
for which the criterion takes an especially nice form. It suffices to define two n X n-matrices
in order to characterize a homogeneous complete system of MUBs or a homogeneous SIC-
POVM in the space C™. We show that, except for the absolute values of the entries of the
matrices, we are interested only in one function of the matrix, namely, in what we call the
L-graph of a matrix. It is a simple graph with the vertex set formed by pairs of rows of
the matrix, and two vertices are adjacent if the Hadamard product of the first pair of rows
is orthogonal to the Hadamard product of the second pair of rows. Roughly speaking, the
more edges are there in the L-graph of the matrix, the better.

In Chapter 6 we investigate the absolute values of the entries of a homogeneous SIC-
POVM. We show that they can be described by a regular simplex embedded into the fixed
larger regular simplices. We also investigate circulant simplices, i.e. such simplices that
a circular permutation of coordinates leaves the simplex unchanged. Such simplices, in
particular, are used in the group covariant SIC-POVMs, but we will show in Chapter 7 that
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a more general context is also interesting.

In Section 7.2 we describe known constructions of complete systems of MUBs in the light
of the criterion and show how recently obtained results about MUBs and some combinatorial
structures (such as perfect nonlinear functions and relative difference sets) naturally follow
from the criterion applied in the homogeneous settings. A feature of our approach is that we
use extensions of characters of a finite group to a larger group that contains “non-integral
elements”. In particular, we consider generalisations of perfect non-linear functions to this
“non-integral” group. In Section 7.3 we give a short study of SIC-POVMs in dimensions 2*.

Finally, in Chapter 8 we summarize our work.



Chapter 2

Preliminaries

2.1 Quantum State Tomography

In this section we will mostly define notions from the quantum information science, that
we will use later in the text, and studying quantum measurements. In the forthcoming we
mostly follow [32] and [42].

2.1.1 General Notion of a Statistical Model

Any theoretical model of some real effect is, in the final count, based on the experience of
observing this effect. Experimental data form a “skeleton” of any theoretical model. In any
experimental setup two main phases can be separated. In the first, preparation phase, a
certain experimental situation is fixed. In the next, measurement phase, an experimental
system prepared in the previous phase is interacting with a certain measurement device that
produces some measurement outcomes.

One of the main conditions that any scientific experiment must satisfy is the reproducibil-
ity condition. It should be possible to repeat the measurement in the same experimental
situation as many times as required. Although the system is prepared each time in the
identical manner, the outcome measurements usually will not be equal. Almost always
the experimental data will be fluctuating, and the fluctuation amplitude depends on the
experiment we are performing.

However, in some physical processes the fluctuation is so tiny, that it can be ignored.
For example, mechanical movement of large objects and processes in electrical circuits have
this property. Such processes are called deterministic, and the corresponding branches of
physics assume that it is possible, at least in theory, to perform a perfect measurement of
the object. And indeed, a carefully performed measurement usually reduces the fluctuation.

But there are other physical processes, in which fluctuations stay large, no matter how
carefully the measurements are performed. It is assumed then that the fluctuations are not
because of the imperfection of the measurement devices, but because of the very nature
of the investigated process. Examples of such processes include particle scattering and
quantum mechanical processes.
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Although the fluctuation of the measurement outcomes in such processes cannot be
ignored, the following statistical postulate is assumed: the measurement outcomes of different
runs of the experiment can be different, but the appearance of a concrete outcome in a
sufficiently long sequence of experiments can be characterized by some statistical frequency.
From this point of view, the result of the experiment (that is understood as a sequence
of identically prepared measurements, but not a single measurement) can be theoretically
described by some probability distribution.

A probability distribution is a pair (X, p), where X is a set, called sample space and p is
a function from & into the set of non-negative real numbers. In the context of the previous
paragraph, X is the set of the measurement outcomes and p is the corresponding frequency.
In this thesis we will work only with finite sample spaces, so let us assume the set X is finite.
Then p must satisfy the condition ) ., p, = 1.

The experimental system after the preparation phase is described by some state S. A
measurement M maps the state S into some probability distribution p3/. The sample
spaces of all ug/f for a fixed M and different S are equal. It is possible to perform different
measurements on the experimental system in the same state. Each measurement results
in a different probability distribution, possibly with a different sample space. If states
S and S’ are such that for all possible measurements M the corresponding probability
distributions p2f and pd are the same, then this two states are indistinguishable, and
usually are described by the same state.

Suppose we are able to prepare states S, for @ € X and let (X,p) be a probability
distribution on the sample space X'. Consider the experiment in which at first « € X is
chosen at random accordingly to the probability distribution (X, p), and then the system is
prepared in the state S,. The state of the system prepared in this way is called a mizture
of the states S, accordingly to the probability distribution (X,p). It is clear, that the
probability distribution Hf\g/[ , for any measurement M, must satisfy

pd (@) = > papdl (x)

aeX

for each x in the sample space of M. It turns out that it is possible to identify the set of
possible states of the experimental system with a convex subset of a real vector space in
such a way that the mixture S of states S, according to the probability distribution (X, p)

is given by > cx PaSa-

2.1.2 Quantum Measurements

Let us consider now quantum measurements. Let H be a finite dimensional Hilbert space.
We will use Dirac notation: a vector 1 € H we will denote by |¢) and will think of it as of
a column-vector. Respectively, by (¢| will denote the dual row-vector (complex conjugated
and transposed). Hence, (p|t) will, naturally, denote the inner product of vectors ¢, 1) € H.

Quantum state is represented by what is called a density operator, i.e. an operator p
in H satisfying p > 0 (p is positive semidefinite) and Trp = 1. Denote by S(H) the set of
all density operators over H. It is easy to see that it is a convex set: for any py1,ps € ‘H
and any 0 < p < 1, we have pp; + (1 — p)p2 € S(H). The density operator pp; + (1 — p)pa
corresponds to the mixture of systems prepared in the states p; and ps in proportion p and
1 — p, respectively.
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In convex sets the extreme points are of particular interest. An extreme point is a point
of a convex set that cannot be represented as a non-trivial convex combination of other
points of the convex set. In S(H) the extreme points are the so called pure states. These
are one-dimensional projectors py = |¢)(¢|, where |¢p) € H. States of S(H) that are not
pure are called mized states. Spectral decomposition

p:ZAZ‘61><61|7 )\120, Z)\'L:]"

where \; are the eigenvalues, and |e;) are the corresponding eigenvectors of the operator p,
shows that any mixed state can be represented as a mixture of no more than dimH pure
states.

Let us now return to the measurement operation. A measurement transforms a quan-
tum state p € S(H) into a probability distribution uéw (x) over some sample space X. As
mentioned in the previous section, any measurement maps a mixture of quantum states into
the corresponding mixture of probability distributions. In other words, ug , as a function
of S, must be affine. This condition turns out to be sufficient to completely characterize
quantum measurements.

Theorem 2.1. Let p — p, be a mapping of the space of quantum states S(H) into probability
distributions over some finite probability space X. If the mapping is affine, then there exists
a set of Hermitian operators {M,} in H such that

M, >0, Z M, =1 and py(z)="Tr(pM,).
zeEX

The set {M,} is called a POVM, i.e., ‘Positive Operator-Valued Measure’ and the oper-
ators M, are called POVM elements.

Many standard books on quantum mechanics do not define quantum measurement in
such generality, limiting themselves to what is known as projective or orthogonal measure-
ments. A POVM {M,} is called projective if it consists of projectors, i.e., M2 = M, for all
x, and they are pairwise orthogonal: M, M, = 0 for all z # y. In fact, as it is easy to check,
any of these two conditions implies the second.

A reason why most physicists don’t use POVM formalism is mostly because many phys-
ical systems can be measured only in a very limited number of ways, and it is enough
with an orthogonal measurement to describe all interesting measurements that can be per-
formed. From this point of view projective measurements are more suitable for practical
implementation than POVMs. Moreover, any POVM can be implemented using projective
measurement, as follows from the following theorem:

Theorem 2.2 (Naimark). Let {M,}.cx be a POVM in Hilbert space H, dimH = n and
|X| = m. Then there exists a Hilbert space H, dim’H < nm, an isometry V : H — H, and
a projective measurement {E,} such that

M, =V'E,V.

In other words, the space H can be thought as embedded into a larger space H, and
what looks like a POVM in H, is in fact an orthogonal measurement in H.
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In many tasks of quantum computation and quantum information the measured state
is prepared in a very restricted form, so that even a single measurement can give a lot of
information about the problem being solved. However, in some cases we are given little or
no information at all about the measured state. In this case many copies of the quantum
state are identically prepared (using the reproducibility postulate) and then measured. A
system of measurements {M;} is called informationally complete [46] if the state p € S(H)
can be uniquely determined by ué”i. If an informationally complete set of measurements
is performed on the state, then the statistics gathered during the experiment will give an
estimate of the state. This process is known as quantum state tomography.

Note that we cannot get the state exactly, because it is not possible to obtain the exact
outcome probabilities of the measurements using only a finite number of measurements.
The main task of quantum state tomography, thus, is to reduce this vagueness as much as
possible using the best possible measurements.

There are two possible paradigms of quantum tomography. In the original paradigm
measurements are different and each is a projective measurement. Another method is to
apply the same measurement each time. Such measurements are called informationally
complete POVMs (IC-POVMs). In the next chapter we will give one representative for each
of these two paradigms: mutually unbiased bases and symmetric informationally complete
POVMs.

2.2 Fourier Matrices

A Fourier matrix is the matrix that performs the Fourier transform of a finite Abelian
group. Fourier transform is widely used in many areas of mathematics, physics and computer
science. For example, Shor’s quantum algorithms for factoring and discrete logarithm utilize
Fourier transform heavily [53]. Here, however, we will be mostly interested in some specific
properties of Fourier matrices.

Let us take an Abelian group

G:ZleZd2x'~-XZd (21)

of order n = dydsy - - - dy,. Here Z,, stands for the group of integers modulo n: Z, = Z/nZ.
By the structure theorem for finite Abelian groups, each finite Abelian group is isomorphic
to a group of this form (see, e.g., [29]), so we do not lose any generality.

Later we will be also interested in the group G = Ra, X Ry, X -+ x Ry , where R, is
the group of real numbers modulo a with the addition operation. Note that G; = G5 does
not imply él = ég. Indeed, if G1 = Zﬁ and G2 = ZQ X Zg then Gl = Gg, but él = Re and
éz = Ry x R3 are not isomorphic: the first one is “one-dimensional” and the second one is
“two-dimensional”.

Also, the group G is a subgroup of G. In addition to that we will use notation G* for
the set of non-zero elements of G, and G* for the set of elements of G with at least one
component being a non-zero integer. Clearly, G* = G N G*.

The Fourier transform is defined using the dual group. The dual group of an Abelian
group G is the group G formed of all the characters of the group. A character of an Abelian
group is its morphism to the multiplicative group of unit-modulus complex numbers. It is
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possible to establish an isomorphism from G to G by

" 2ni
Xa(b) = exp Tajbj , (2.2)
j=1 "
where a = (a1,a9,...,a,) and b = (b1,ba, ..., b,,) are elements of G, x, is the element of

G that corresponds to a and i = v/—1. Note that the expression Xa(b) is symmetric in a
and b.

We will also extend the definition (2.2) to any b in G. Although we find this definition
useful, one should be careful, because because x,(b) is ill-defined in a if b ¢ G. This problem
can be solved if we always assume that 0 < a; < d; when working with non-integral b.

The following lemma is a well-known result that motivates the definition of G*.

Lemma 2.3. Let x be an element of G. Then Y. x,(x) = 0 if and only if x € G*.

yeG
Proof.  Let us write = (1,22, ...,Zm,). We have:
m dj—1 omi
i
Z Xy(2) = H Z exp (dmjk> .
yeq j=1 k=0 J
The lemma follows from the fact that the roots of the equation Y. w® = 0 in w are
k=0

exactly the roots of unity exp(%di_ia:j), with z; an integer, 0 < z; < d;. B
'J

A matrix with complex entries all having the same absolute value is called a flat matrix.
If it is additionally unitary (or a scalar multiple of a unitary), it is called complexz Hadamard
matriz. It is common to rescale flat matrices in such a way that each of its elements has
absolute value 1. We will usually assume that. In the case of an n x n complex Hadamard
matrix it is sometimes more convenient to assume that each element has absolute value ﬁ

(so that the matrix becomes unitary), sometimes 1. According to the situation, we will use
the more suitable of these two assumptions; it will be clear from the context what is meant.

A complex Hadamard matrix is a generalization of a classical Hadamard matrix that
satisfies the same requirements, but with all entries real (i.e., £1) (see, for example, Section
1.9 of [7]). We will further use term Hadamard matrix or just Hadamard to denote complex
Hadamard matrices. For the classical Hadamard matrix we will use term ‘real Hadamard’.

Two Hadamard matrices are called equivalent if one can be got from another using row
and column multiplications by a scalar and row and column permutations. Some classes of
equivalent Hadamards are classified. See [55] for more details. However, even in dimension
6 they are not yet completely classified [8].

We have given all these definitions in order to state the following important corollary of
Lemma 2.3:

Corollary 2.4. The matriz F' = (f; ;), indexed by the elements of G and with f; ; = x;(4),
s a Hadamard matrix.
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Proof.  Clearly, all elements of the matrix have absolute value 1. The inner product of
the rows indexed by a and b with a # b is

> x(@xy() =D xy(b—a)=0.
yeG yeG
Hence, two distinct rows are orthogonal and the matrix F' is Hadamard. B

Matrix F' from the last corollary is called the Fourier matriz of the group G. As an
example, if we take G = Z,,, we obtain the matrix:

1 1 1 1
1 w, w2 wy”
2 4 2n—2
F,=|! w W wn (2.3)
n—1 2n—2 n®—2n+1
1wl w;, oWy

with w, = e2™/"_If we wish to consider Fourier matrix as a unitary operation, it is enough
to rescale it by ﬁ Unlike the usual convention in quantum computing, we define the
Fourier matrix F, as in (2.3), i.e., we do not rescale by % An arbitrary Fourier matrix is
equal to a tensorial product of such matrices. For instance, if G = Zg, X Zg, X -+ X Zq,,
then the Fourier matrix of G is given by F = Fy, ® Fy, ® - - - ® Fy,,. The Fourier transform
of a vector |z) with components indexed by the elements of the group G is defined as F|z).

It is straightforward to check that F2 = nR,,, where R, is the matrix exchanging i-th
basis vector with the (—i)-th modulo n:

10 0 0
00 ... 01

R, = 00 ... 1 0f (2.4)
01 ... 00

Since Rfl = I, we have Fn’1 = %RnFn = %Fan. Because F), is symmetric, we have also
Fl=1F,.

Let A = (a;5) and B = (b;;) be two matrices of equal size. The Hadamard product (see,
for example, Chapter 7 of [33]) is the matrix of the same size (denoted by A o B) with its
(i,7)-th entry equal to a;;b;;. In other words, multiplication is performed component-wise.
The k-th Hadamard power of the matrix A is again the matrix of the same size (denoted
by A®)) with its (4, 7)-th entry equal to afj. The following result is obvious.

Proposition 2.5. The Fourier matrixz of the group G is symmetric. Denote by R; the row
of the matriz that corresponds to the element ¢ € G. Then R; o R; = R, ti.e., the set of
rows (the set of columns) with Hadamard multiplication operation forms a group, that it is
isomorphic to the original group G.

Remark 2.6. Note that the statement of Corollary 2.4 holds with more general assumptions.
Take any subset X C G of size |G| such that for any a,b € X with a # b we have a—b € G*.
Then the matrix F' = (f;) (z € X, j € G), with f;; = x;(z), is Hadamard.



CHAPTER 2. PRELIMINARIES 10

For example, if we take G = Z3 x Zy and X = {(0,0),(0,1), (1,a), (1,14 a), (2,b), (2,14
b)} where 0 < a,b < 1 are some reals, then we get the matrix

1 1 1 1 1 1

1 -1 Z1 —2Z1 z9 —Z9
1 1 ws ws (.dg wg
1 -1 w3z wg 21 w§ 2o WeZ2
1 1 w3 w3 w3 w3
1 -1 w% 21 Wgz1 W3Zo wézz

where z; = €i™® and zy = €!™. This matrix is equivalent to one given in equation (4) of [8].

In that paper such matrices are also called Fourier matrices. We prefer, however, to reserve
name ‘Fourier matrix’ for matrices that perform Fourier transform of a finite Abelian group.

2.3 Pauli Group and Circulant Matrices

Define two unitary matrices (we enumerate rows and columns of matrices with elements of
Zy, from 0 to n — 1)

0 0 0 1 1 0 0 0
10 00 0 w, 0 0

X, = |01 00 z |0 0 w2 -+ 0 |, (2.5)
00 -~ 10 0 0 0 Wil

The first operator maps a basis vector |i) to the vector |i+1) modulo n. The second operator
multiplies a basis vector |i) by the phase w?. The group generated by these two operators
is known as the Weyl-Heisenberg or generalized Pauli group.

Let us state some properties of operators X,, and Z,. At first, Z,X,, = w, X,,Z,,, since

ZnXnli) = Zpli+1) = wiL+1|Z. +1) = wTLX’eriL|i> = wnXnZnli)

for all basis vectors |¢). Also, it is easy to see that X = Z" = I. So, the Weyl-Heisenberg
group in n dimensions consists of n? elements {W* X' ZJ |0 < k,i,j <n —1}.

Recall that the unitary group U(n) is the group of unitary matrices in the space C™ with
matrix multiplication as the group operation. However, in quantum mechanics the global
phase often is not important, so, define I(n) as {al | & € C, |a| = 1} where I is the identity
matrix in C™. Then define the generalized Pauli group GP(n) as the subgroup of U(n)/I(n)
consisting of equivalence classes containing elements of {X!ZJ | 0 <i,j < n}.

The Clifford group C(n) is defined as the subgroup of U(n)/I(n) that normalizes the
generalized Pauli group via conjugation. L.e.,

C(n) ={U € U(n)/1(n) | UGP(n)U" = GP(n)}.

Also we will be interested in tensorial products of generalized Pauli groups, so let us define
GP(G) where G is a finite Abelian group like in (2.1) in the following manner. Set GP(Z,,) =
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GP(n) and for groups Gy and Gs, define GP(G; x G3) = {U; ® Us | Uy € GP(G1),U; €
GP(G2)}. Tt is easy to see that | GP(G)| = |G|*.

Let us return to operators X,, and Z,. Operator X,, has eigenvalues \; = w?~* for
k=0,1,...,n—1 and the corresponding eigenvectors are

2k (n—l)k).

k
tr=(1,wy, w2 . wy

The Fourier matrix F,, defined in (2.3) has exactly these vectors as columns and Z,; ! has
exactly the same eigenvalues on the diagonal, hence,

Z ' =F'X,F,.

Replacing F,, by F,!, we get in a similar fashion that Z, = F, X, F,; . From the last two
identities, the following fact easily follows.

Proposition 2.7. The Fourier matriz ﬁFn belongs to the Clifford group C(n).

Recall that a square matrix C' = (¢4p) with rows and columns indexed with elements
of an Abelian group G, is called circulant over G if cqtdp+d = Cap for all a,b,d € G. If
G =Zg, X Zg, X --- X Za,,, then, as it is easy to see, a matrix is circulant if and only if it
is a linear combination of matrices

(X oXP® - 0X{m|0<a <di}. (2.6)

Since F;, diagonalizes X,,, the Fourier matrix ' = Fy, ® Fy, ® --- ® F,,, of G diagonalizes
any matrix from (2.6), hence, any circulant matrix over G. Let us take an arbitrary element
of the set (2.6): X = X' ® X7? ®---® Xg™. Note that the diagonal of F~!'XF is equal
to the column of F indexed with the element (—a1, —as, ..., —a;) € G, and it is the index
of the only non-zero element in the first row of X (i.e., in the row indexed by (0,0, ...,0)).
Hence, by linearity, we have the following theorem:

Theorem 2.8. Any circulant matriz C over G is diagonalizable using the Fourier transform
F of G. The diagonal of F~*CF (and, hence, the spectrum of C) is equal to the Fourier
transform of the first row of C. Up to the order of elements, it is equal to the Fourier
transform of the first column of C' as well.

From this it immediately follows that a circulant matrix is a scalar multiple of a unitary
if and only if the Fourier transform of its first row (or column) is flat, i.e. all its elements
have the same absolute value (note that this value is equal to the norm of the first row).

Recall that the convolution of two vectors v and v (indexed with elements of G) is defined

as w = ux v with
wy = Z UV;. (2.7)
i+j=k

This operation is commutative and linear in both arguments. Using the result of Theo-
rem 2.8, we have

1 1
F(uov) = Fdiag(u)v = circ (F~'u) Fv = circ (|G|RFU> Fov = @(Fu) * (Fv),
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with diag(u) being the diagonal matrix with diagonal given by u, circ(u) being the circulant
matrix over G with the first row equal to u, and R = Rg, ® R4, ® --- ® Rg,,. In a similar
way we have

F(u*v) = (Fu)o (Fv).

This property is widely deployed in physics and computer science. For example, the
calculation of a convolution (that is an important operation in computer graphics, sound
processing and other areas) is performed by executing what is called Fast Fourier Transform
(FFT), multiplying two lists element-wise, and performing inverse FFT. This happens to
be much faster than the naive calculation using (2.7).



Chapter 3

MUBs and SIC-POV Ms

In this chapter we introduce the objects we are going to work with in the remaining part
of the thesis: mutually unbiased bases (MUBs) and symmetric informationally complete
POVMs (SIC-POVMs). We give the corresponding definitions, state main properties and
applications of these objects. Additionally we discuss some conjectures on the existence of
SIC-POVMs.

In Section 3.3 we define a mapping of the quantum states into the real vector space.
This mapping is a generalization of the well-known Bloch sphere representation to higher
dimensions. This mapping gives a nice geometrical description of both MUBs and SIC-
POVMSs. Some properties of these objects follow easily from this representation.

3.1 Mutually Unbiased Bases

Two vectors z,y € C™ are called unbiased if the absolute value of the scalar product |(x|y)]
1

is equal to Tn For the sake of brevity the square of an absolute value of a scalar product
of two vectors sometimes is called the angle between these vectors (see, e.g., [37]). Thus,
two vectors are unbiased if and only if the angle between them is %

A set of mutually unbiased bases (MUBSs) in the Hilbert space C™ is defined as a set of
orthonormal bases {By, By, ..., B} of the space such that any two vectors from different
bases are unbiased. We will often group vectors of a basis into a matrix and say that two
unitary matrices are mutually unbiased iff the bases obtained from their columns are. Bases
with such properties were first observed by Schwinger in [51]. The name ‘mutually unbiased

bases’ is due to Fields and Wootters [58]. For instance, the following three bases in C? are

mutually unbiased:
1 0 1 /1 1 1 /1 1
o) %04 365 o

The applications of MUBs includes quantum state determination [35, 58], and we are
going to talk about this application in Section 3.3. Another application is quantum cryp-
tography. For example, the well-known protocol BB84 due to Bennet and Brassard [9] uses
the first two bases of (3.1). The idea behind this usage is that the measurement of a state

13
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in one of these bases provides absolutely no information about what the outcomes would
be if the state had been measured in the second basis. Yet other applications are the Mean
King’s problem [1] and Wigner functions [59]. A good source of an up-to-date information
on MUBs can be found in [20].

Clearly, if n = 1 then any number of unit vectors (in fact, scalars) gives a set of MUBs.
This result does not seem very useful, so we will further assume the dimension of the space
n is at least 2. In this case it can be proved that the number of bases in any set of MUBs
in C™ doesn’t exceed n + 1 (see Theorem 4.3 later in the text). A set of bases that achieves
this bound is called a complete set of MUBs. For example, the three MUBs given in (3.1)
form a complete system of MUBs in C2. An interesting question is whether such a set
exists for any given dimension n. The answer is positive if n is a prime power [35, 58]. The
corresponding constructions are listed in Sections 3.1.1 and 7.2.1. In all other cases (even for
n = 6) the question is still open, despite a considerable effort spent on solving this problem
(see, e.g., [8]).

Suppose we have a complete system of MUBs: {By, By, ..., B,}. We can always repre-
sent them in the first basis By (i.e., multiply all bases by By ! from the left), thus we can
assume that the first basis is the standard basis (the identity matrix). Then the matrices
representing all other bases are unitary and have all their entries equal in absolute value
ﬁ, i.e. they are Hadamards.

A system of Hadamards such that any two are mutually unbiased is called a system of
mutually unbiased Hadamards or MUHs for short. The following result is obvious.

Proposition 3.1. A complete system of MUBs exists in the space C" if and only if there
is a system of n MUHs in the same space.

A system of n MUHs in C" is called a complete system of MUHs. It is more convenient
to study complete systems of MUHs, and we will usually do so in the remaining part of the
thesis.

The search for a complete system of MUBs is complicated because of the number of bases
we should find and because of the non-obviousness of the angle % Using the Welch bounds
(as described in the next chapter) we will give a necessary and sufficient condition that uses
solely the orthogonality of vectors. Clearly, it is a much more studied and intuitive relation.
This is not the first attempt to substitute the angle % by zero. An alternative approach
that uses the projections of the corresponding density operators into the space of traceless
Hermitian operators appears in the classical paper [58]. We will describe it in Section 3.3.

Our approach is slightly different. Using any collection of n + 1 Hadamards in C" we
build n flat vectors (with all entries having the same absolute value), each in C"°. Next,
from each pair of these vectors we obtain a new vector from the same space. We prove that
the bases of the original collection are MUHs if and only if the latter vectors are pairwise
orthogonal. It is not a problem to find (g) orthogonal flat vectors in (C”z, but, in general,
they won’t be decomposable back to pairs.

Moreover, if we restrict our attention to homogeneous systems of MUHs (see Section 5.3
for the definition), it is possible to reduce the criterion to only two matrices from C" and
orthogonality conditions obtained in a similar fashion. In order to show the usability of our
result we show how it sheds light on the known constructions of complete sets of MUBs. In
particular, we give slightly easier proofs that these constructions do result in complete sets
of MUBs.
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We also show how this approach naturally leads to some applications of combinatorial
structures to MUBs that were obtained recently. In particular, we extend the correspondence
between planar functions and splitting semiregular relative difference sets (see Section 7.2.2)
to the case of non-splitting ones.

3.1.1 Known constructions of MUBs

In this section we give some known construction of complete systems of MUHs in dimension
p* where p is an odd prime. This construction was first obtained in the case k = 1 by
Ivanovi¢ in [35] and then generalized for an arbitrary k by Wootters and Fields in [58].
The reason for the prime power dimension is that this construction uses finite fields that,
as is well-known, are of prime power sizes. As said earlier, we will consider the odd case
only. The case of p = 2, as well as another interpretation of the odd case will be given in
Section 7.2.1. We refer the reader to any standard text on (finite) fields (e.g., [40]) for the
notions related to finite fields.

Let GF(p*) be a finite field with p* elements. Recall that a character of a group is its
morphism to the multiplicative group of unit-modulus complex numbers. We will use ¥ to
denote characters of the additive group of the field, and ¢ for characters of the multiplicative
group of the field. We will assume that multiplicative characters are non-trivial (i.e., they
attain a non-identity value for at least one element of the field) and assume that ¢(0) = 0.

There exists a canonical way of representing additive characters of the finite field using its
multiplicative structure. Namely, the character v, associated with the element a € GF(p*)
is defined as

Ya(@) = Wit (3.2)

where Tr is the trace function GF(p*) — GF(p). It is defined as

1

Tr(x) —z+aP+a” + 2t
The trace is a linear function, and this makes 1, (z) a character. Using this assignment the

Fourier transform of a function f : GF(p*) — C is defined as the function f : GF(p*) — C

with
A 1

f(z) Y val@)f(a).

\% pk a€GF(p*)

If & # 0 we have the following calculations

> ol = o) > W e(ar) =) 3 dile)lo)

a€GF(p*) a€GF(pk) a€GF(pk)

that give the elegant formula . .

p(x) = ¢(x)o(1). (3.3)
The formula holds for any non-trivial multiplicative character ¢ and any z (if z = 0, the
formula follows from Lemma 2.3). Using this formula and the fact that the Fourier transform
is a unitary operation, it is not hard to deduce that |¢(z)| = 1 for any = # 0, and ¢(0) = 0.
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Now consider the following quadratic multiplicative character

0 , a=0;
7(a) = 1 , a#0isasquare in GF(p*);
—1 , aisnot asquare in GF(p¥).

and the function k4 (z) = 1,(22). Using these two objects it is easy to show that
|fa(b)] =1 (3.4)

for any non-zero a. Indeed, |k, ()| is equal to

Tr(ax +bx)

= Y e
\F weGF \/E zeGF(p") | \F EGF(p’“)

W@ (L4 7(y))

1 .
— ﬁ Z (ay) + Z Tr(ay) = |#(a)] = 1.

yEGF (p*) yEGF(p¥)

In the second equality, the transformation z +— z — % is applied, in the third step the fact
that each non-zero square in a field of odd characteristic has two square roots, is used. In

the fifth step we make use of Lemma 2.3.

Theorem 3.2. The bases
(vz()r))[ _ inr(T[erbf)

VT
(where 1 is a base index, b is a vector index and ¢ is a component index, all elements of
GF(p*), where p is an odd prime) form a complete set of MUHs in cr*.

Proof.  Let us take two vectors from different bases, say U}E ") and UIEZ?), ry £ ro. It is

easy to see that

by — by)

’<’Ul():1 ‘ (r2 >’ P Z wTT((Tz—T‘l)éz-i-(bz—bl)@) =

1 ‘ 1 (

— KRy, —
ok P T T2—T1
LEGF (p*) VP

Other inner products can be checked easily. B

-
ol

3.2 Symmetric Informationally Complete POV Ms

A symmetric informationally complete POVM, or SIC-POVM, is defined as a set {x;} of n?
unit vectors in the n dimensional complex space C™ such that

1
[(zi|2s)| = \/ﬁ

whenever ¢ # j. Thus defined, this set, of course, is not a POVM. The corresponding POVM
is made of projectors {X|z;)(z;|}. It is not apparent at the first glance that this is indeed
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a POVM, but we will show this later in Section 5.1. But already now it is clear that a
SIC-POVM is merely a set of n? equiangular lines in C", and as such has been studied
outside the framework of quantum information science (see, e.g., [39]).

In the scope of quantum information science, this notion was first studied by Zauner in
his doctoral thesis [60]. Aside from quantum state tomography [12], SIC-POVMs are used
also in quantum cryptography [23] and theoretical foundations of quantum mechanics [24],
where they are used as a kind of “standard quantum measurement”, similar to standard
kilogram and standard meter that are kept in France and used to calibrate other measuring
apparatus.

Most of the research papers on SIC-POVMs deal with the special cases of SIC-POVMs
we are now about to describe.

3.2.1 Group Covariant SIC-POVMs

In contrast to MUBs, numerical SIC-POVMs have been found in any dimension that is
small enough to allow such a search. However few analytical SIC-POVMs are known, and
no analytical construction working in an infinite number of dimensions has been found.
Much effort has been spent on trying to narrow the search space, i.e., give a stronger
conjecture than merely the existence of a SIC-POVM. Such a conjecture, if it held in all
small dimensions, could give enough intuition to deduce a formula that would work in an
infinite number of dimensions. Also, a computer search is easier for a special case of the
problem, that makes it possible to find SIC-POVMs in large dimensions numerically. In this
section we will give some of these conjectures.

A vector |¢p) € C™ is called fiducial with respect to K where K is a subgroup of U(n)/I(n)
if the set {Uly) | U € K} forms a SIC-POVM (see Section 2.3 for the definitions of U(n),
I(n) and other groups used in this section). A SIC-POVM that can be formed in such a way
is called group covariant with respect to K. The name reflects the fact that any element of
the group K permutes, up to a phase, the elements of the SIC-POVM.

Usually this notion is used with K = GP(n). So, if the group K is not specified we will
always assume that it is the generalized Pauli group. For example, in C? fiducial vectors
are given by

1 3+ V3 and R 3-V3 (3.5)

V6 \wsV3 -3 V6 \wsV3+v3/) .
We will give more examples in Chapter 7. Another choice for K we will sometimes use is
GP(G) where G is a finite Abelian group.

The notion of a group covariant SIC-POVM is due to Renes et al, see [47]. The following
conjecture is also due to them:

Open Problem 3.3. Do group covariant SIC-POVMs exist in all dimensions?

In the same paper they have numerically found fiducial vectors in all dimensions up to
45. The list can be found at [48].
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For n = 5 the following fiducial vector is given in [48]:

0.1630948960 — 0.3554098551i
0.3048387097 + 0.0113254913i
0.2784270686 + 0.3836760386i | . (3.6)
0.6479623659 — 0.2829656308i
0.1544552195 — 0.0742890175i

A good question is: what operations preserve “fiduciality”. The first answer to this
question could be:

Proposition 3.4. If C is an element of the Clifford group C(n) and |¢p) € C™ is a fiducial
vector, then C|v) is also a fiducial vector.

Proof.  Indeed, for any U € GP(n) such that U ¢ I(n), we have:

(CYIUCY)| = [(CYICUY)| = [(]al"Y)],

for some U’ € GP(n). It is important to note that U’ ¢ I(n), because otherwise we would

have U = CU'CT € I(n), that is impossible. Hence, the inner product is equal to \/nlﬁ [ ]

This was stressed by Grassl in [27]. For instance, if  is a fiducial vector, and a, b are some
elements of Z,, with ged(a,n) = 1, then the vector y with components y; = x4 is also a
fiducial vector. In other words, permuting elements of a fiducial vector with an invertible
affine operation (that works in the index set Z,,) preserves “fiduciality”. This operation falls
within the scope of Proposition 3.4 as such permutations belong to the Clifford group.

However, there is one important operation that does not. Namely, it easy to see that if
|¢)) € C™ is a fiducial vector then

1
vn+1

for any integeres 0 < 4, j < n not equal to zero simultaneously (here [¢) is a component-wise
complex conjugate of |1)). Hence, complex conjugation also preserves “fiduciality”.

This observation led Appleby to define the extended Clifford group in [3] as follows. An
anti-linear operator L : C™ — C" is defined as a linear operator over R with an additional
property L(a|y)) = aL|y) for any vector |¢) and scalar o. An anti-linear operator L is
called anti-unitary if it is invertible and its inverse satisfies (o|L=t|¢y) = (1|L|p) for all
o), |4} € C™.

The extended Clifford group EC(n) is defined as the group consisting of all unitary
and anti-unitary operators U such that U GP(n)U~! = GP(n). Proposition 3.4 can be
strengthened in the following way:

(WIXLZI0)] = [(WIXEZn )| =

Proposition 3.5. If C is an element of the extended Clifford group EC(n) and |¢) € C™
is a fiducial vector, then C|¢) is also a fiducial vector.
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3.2.2 Zauner’s Conjecture

As we have seen in the previous subsection, any element of the Clifford group transforms a
fiducial vector into a fiducial vector. Since there are not so many fiducial vectors, it is quite
possible that some element U of the Clifford group leaves some fiducial vector unchanged
up to a phase, i.e. that this fiducial vector is an eigenvector of U.

Something of this kind was conjectured by Zauner in his doctoral thesis [60].

Conjecture A. Let U, be the element of the Clifford group C(n) that satisfies U,Z! X} =
ZI7UX U, for all i,5. Then, in any finite dimension, U, has an eigenvector that is a
fiducial vector.

(Usually the operator U, is denoted by Z, but we do not use this notation in order to
not confuse it with the operator Z,). Note that U, has order 3, i.e., U3 = I. Note also
that if |¢) is a fiducial vector and simultaneously an eigenvector of U € EC(n), and U’ is
a conjugate of U in EC(n) (say, U' = VUV !, V € EC(n)), then V|¢)) is an eigenvector of
U’ and also a fiducial vector because of Proposition 3.5.

Regarding Conjecture A, it is worth mentioning that the spectrum of U, is highly de-
generate, which is part of the reason it is not so easy to decide whether it has a fiducial
eigenvector.

Appleby in [3] by careful analysis of numerical fiducial vectors found by Renes et al.
in [47], defined a special class of order 3 unitaries of C(n), that he called canonical order 3
unitaries, and stated the following two conjectures.

Conjecture B. A fiducial vector exists in every finite dimension. FEach fiducial vector is
an eigenvector of a canonical order 8 unitary.

Conjecture C. A fiducial vector exists in every finite dimension. Fach fiducial vector is
an eigenvector of an element of C(n) which is conjugate to U,.

In fact, U, is a canonical order 3 unitary, and each element of C(n) that is conjugate to a
canonical order 3 unitary, is a canonical order 3 unitary itself. Hence, Conjecture C implies
both Conjectures A and B. No counterexamples to Conjectures A and B have been found.
Grassl [28] constructed a counterexample to Conjecture C in dimension 12, however, for
prime dimensions greater than 3, Conjectures A, B and C are known to be equivalent [21].

Thus, the leading tendency is to narrow the class of SIC-POVMs as much as possible.
We, however, are going to define in Section 5.3 a bit wider class than group covariant
SIC-POVMs, that borrows many ideas from the constructions of complete sets of MUHs.

3.3 The Space of Traceless Hermitian Matrices

We are now going to take a closer look at the space in which density matrices live and
describe how MUBs and SIC-POVMs look in this representation. We mostly follow [58]
when talking about MUBs, and [47] when talking about SIC-POVMs. We also used [52].

As we have seen in Section 2.1.2, a density matrix p is a positive semidefinite matrix in
C™ of trace 1. Consider the mapping

Tr S
n

I

p(S) =5 -
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from the set of Hermitian matrices to the set of traceless Hermitian matrices Hy. As easy
to check, the latter set is a real vector space of dimension n? — 1.

The Hilbert-Schmidt inner product is defined by (A|B) = Tr(ATB) (in Hq this is, of
course, equal to Tr(AB)). Note that this quantity is equal to the sum of all entries of Ao B.
In other words, this is nothing else but the inner product of A and B if we represent them
as elements of C"° by packing entries of a matrix into one long vector. Since A and B are
Hermitian, the (4, j)-th and (j,i)-th entries of A o B are complex conjugates of each other
for all ¢ and j, hence (A|B) is a real inner product in Hy.

The norm induced by (A|B) is called Euclidean norm (see chapter 5 of [33], also known
as Frobenius norm) ||A||g = +/Tr(ATA). Tt is easy to see that unitary operators, applied
both from the left and the right, do not change the Euclidean norm of a matrix. Hence,
from the singular value decomposition it follows that || A|| g is equal to />, o2, where {o;}
are the singular values of A. For Hermitian matrices, that are the only ones we consider
here, the singular values are equal to the absolute values of the eigenvalues.

Any normalized vector [p) € C™ can also be embedded in Hy by ¢ — |¢)(¥| — I/n.
The eigenvalues of the latter matrix are 1 — % with multiplicity 1, and —% with multiplicity
n — 1. Hence,

)@l =1/nlle = %\/(n— )2+ (n—1) = /(n—1)/n.

Mixed states, as mixtures of pure states, have strictly smaller norm. The zero point corre-
sponds to the maximally mixed state.

If n = 2 this embedding beta is equivalent to the well-known Bloch sphere representation.
In this case it is bijective, i.e., any point within the ball of radius 1/4/2 corresponds to a
density matrix. If n > 2, the mapping is injective, but not surjective. It is easy to see, since
otherwise every mixed state would be a mixture of no more than two pure states. That
clearly is not the case.

Let {M,} be a POVM. Suppose we are measuring a density matrix p with this POVM.
Then the probability of an outcome x is

I)) = (B(p)|B(M)) + TTTJLVII_

Tr(pM,) = Tr ((ﬁ(p) n i) (ﬁ(Mz) N TrTJLwI

Thus, orthogonal projections of 3(p) on 8(M, ) are uniquely determined by the measurement
outcome probabilities and vice versa. If we know the outcome probabilities exactly, then the
image of the density matrix in Hy is determined up to a vector orthogonal to span{5(M,)}.
Hence the POVM {M, } is informationally complete if and only if {3(M,)} span Hp.

Note that the condition ) M, = I implies >  G(M,) = 0, hence, the images of
elements of any POVM are always linearly dependent. Since the dimension of H is n? — 1,
the number of elements in an informationally complete POVM is at least n2. An example,
that this bound can be achieved, is provided by SIC-POVMS. Any SIC-POVM contains n?
elements and is informationally complete. Let us describe how SIC-POVMs look in this
representation. The image of an element of a SIC-POVM looks like
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where [¢)) is the corresponding normalized vector. The norm of this matrix is \/(n — 1)/n3.
The inner product of images of two different elements of SIC-POVM (with |¢1) and |)9)
being the corresponding normalized vectors) is

2 Tr 1
nd ' nd

e (Gl 75 ) (Foedval - 3 ) ) = o el on o) -

n2

1 1 1

n2(n+1) w3 nd(n+1)

Recall that a regular simplez in the real vector space R™ is the convex hull of a set of
n + 1 normalized vectors {x;} such that the inner product of any two of them is equal to
—1/n. And, as is usual in geometry, translations, rotations and dilatations of this object
are also called regular simplices. The point that corresponds to the origin in the original
formulation is called the centre of the simplex. We will call the distance from the centre
to the vertices of the simplex radius of the simplex. A regular simplex is a very symmetric
object: any permutation of its vertices can be realized as an orthogonal affine operator.

A regular simplex can be constructed recursively. In zero dimension it is just a point.
To get an n-dimensional regular simplex, put an (n — 1)-dimensional simplex of radius
v/1—1/n? in the hyperplane z,, = —1/n, centred at (0,0,...,0,—1/n) and connect its
vertices to the point (0,0,...,0,1).

It is easy to see now that the images of the elements of a SIC-POVM form a regular
simplex of radius y/(n — 1)/n? in H,.

Let us now consider the images of the elements of MUBs. Each element of an MUB is a
normalized vector, hence, its image has norm +/(n — 1)/n. If |11) and |1)9) are two different
vectors from a system of MUBs, then the inner product of 3(11) and S(v9) is

(ol - 1) (el - 1) ) = T(@walon) waleah) - 2 + 2

_f —1/n , 41 and 9 are from the same basis;
o 0 , otherwise.

Hence, each base of a system of MUBs is mapped to a regular simplex in an (n — 1)-
dimensional subspace of Hy. There are n + 1 MUBs that, in total, give n 4+ 1 subspaces.
These (n — 1)-dimensional subspaces are pairwise orthogonal, hence, they together span the
whole space Hy. This also proves that no system of MUBs can contain more than n + 1
bases. We will give another proof of this fact in Theorem 4.3. Moreover, for any set of n+ 1
MUBES, no vector can be unbiased to all of them.

This also allows to give an informal argument why MUBs are useful in quantum state
tomography. Suppose we perform quantum tomography of the mixed state p by repeatedly
performing orthogonal measurements in n + 1 orthonormal bases By, B, ..., B, that are
together informationally complete. As we have said before, the measurement outcome prob-
abilities for each base determine the projection of 3(p) onto the (n — 1)-dimensional space
spanned by the images of the elements of the base. But, if we perform only a finite number
of measurements, we cannot get the outcome probabilities exactly. In reality, the outcomes
of the measurement will give a kind of Gaussian distribution centered on the projection of

B(p).
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To make the demonstration more apparent, assume that from the measurement statistics
we get to know that the projection of ((p) is located somewhere in a box of (n — 1)-
dimensional measure S for each of n+1 bases. Then we know that 5(p) is located somewhere
in (n? — 1)-dimensional box, and its measure is minimal possible (equal to S™1) if the
subspaces spanned by the images of elements of each of the bases are pairwise orthogonal.
And this happens if and only if these bases are pairwise unbiased.

This, of course, is an informal argument. Refer to [58] for a more formal reasoning.

Nice representations of SIC-POVMs and MUBs in Hy as a regular (n? — 1)-dimensional
simplex and n 4 1 pairwise orthogonal (n — 1)-dimensional simplices, respectively, may lead
one to expect that it is easy to find MUBs ans SIC-POVMs using this representation. In
fact, this is easy only for n = 2. For larger dimensions this is not easy because only a small
fraction of all vectors of Hy with norm /(n — 1)/n are images of pure states.

Also, based on the observation that a SIC-POVM is represented by a regular simplex in
‘Ho, and it has the symmetric group Sg2 as its automorphism group, Renes et al. motivate
in [47] why we should search for group covariant SIC-POVMs as described in Section 3.2.1.



Chapter 4

Welch Bounds

In this chapter we give a short exposition on the topic of sequences with low cross-correlation
and show that they have a lot of common with the objects we defined in Chapter 3. The
main tool we gather during this exposition are the Welch bounds — the bounds on the
number of vectors in a system and their cross-correlation.

Welch bounds are applicable to our problem as well. Namely, it turns out that both
complete systems of MUBs and SIC-POVMs satisfy these bound for k = 2 with equality.
This shows that they are complex projective 2-designs, a notion introduced in Section 4.3.

4.1 Welch Bounds and Crosscorrelation

Welch bounds are the inequalities from the following theorem:

Theorem 4.1. For any finite sequence {x;} of vectors in Hilbert space C™ and any integer
k > 1 the following inequality holds:

<n i ;]: - 1) Z |(zi]5)|?F > <Z<x1|xz>k> ) (4.1)

7

The proof will be given in Section 5.1, but for now let us note that these inequalities
were first derived (in the case of all vectors having the same norm) by Welch in [57]. It is
worth becoming acquainted with his motivation.

In order to do this we should define sequences with low correlation. For a systematic
treatment of the topic see [30]. Let v and v be complex periodic sequences of equal period
n. Usually the sequences are defined as u; = wg* with a; from Z;. The binary case (with
g = 2) is the most common. The (periodic) correlation of u and v is defined as (where L
stands for the left cyclic shift function)

Ou0(1) = (L7 (u)]v) = vai+7.

The correlation of a sequence with itself is called its autocorrelation 0,,(7) = (L™ (u)|u). The
correlation of two shift-distinct sequences is usually called crosscorrelation.

23
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Informally, the correlation of binary sequences characterizes the number of places two
sequences coincide minus the number of places they differ. For random sequences magnitude
of this value is small, so it can be used as a measure of the pseudorandomness of a sequence.
The correlation is called ideal if it is as small as possible (0 or £1). It is considered low,
if it is O(y/n) (an expected value for random sequences). For example, m-sequences (the
maximal length sequences generated by a linear feedback shift register (LFSR) [50]) have
ideal autocorrelation, since for them 6(7) = —1 for any 7 # 0 (mod n). This, among other
properties, explains why they are used in cryptography (as a main building block of nearly
every stream cipher) and electronic engineering (e.g., in radars).

Families of sequences with low crosscorrelation are also well-studied. A nice property of
these sequences is that they can be transmitted through the same channel simultaneously
without mutual disturbance. By the time Welch was writing his paper there were some good
families of sequences with low auto- and cross-correlation and he got interested in obtaining
upper bounds on the number of sequences in a family.

For example, one family of sequences was proposed by Gold in [25]. For any integer k
he constructed a family of 2¥ 4+ 1 binary sequences of period 2¥ — 1 and correlation between
any two of them takes only three possible values: —1, —(2(-+1)/2 4- 1) and 2(++1)/2 _ 1.

Similarity of this family and a complete family of MUBs is apparent. Both are built of
vectors from C™, vectors are joined in blocks of size n, the number of blocks is approximately
the same and the ratios of possible inner products and norms of vectors also almost agree.
So, an attempt to apply Welch bounds to the problem of MUBs seems quite reasonable.

Even more, it turns out that Alltop in his work [2] of 1980 (i.e., one year before the
work [35] of Ivanovié) for any prime p > 5 gave a set of p sequences with period p with
elements of modulus ip, such that the crosscorrelation is given by

1 , u=vandT=0;
0 (T)] = 0 , wus#vandT=0;
ﬁ , T#0.

The corresponding sequences are defined as

1 4
bg‘) = %UJI{ +rt

(where r is the sequence number and ¢ is the component index). The proof is very similar
to that of Theorem 3.2. These sequences with different shifts and the standard basis give
a complete set of MUBs in CP. Another way to say this is that the vector {wﬁs }eez, is a
“fiducial vector” for a complete system of MUHs, as the ones we considered for SIC-POVMs
in Section 3.2.1.

This result was generalized to prime power dimensions in [38] as Wootters and Fields [58]
generalized the result of Ivanovié.

Theorem 4.2. Let p > 5 be a prime. The bases

My, _ L m(ep -y
(’U )Z - \/ﬁwp 9
where r,b,{ € GF(p*), r is the basis index, b is the vector index and { is the component
indez, form a complete set of MUHs in cr*.
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These bases do not give sequences, as in the construction of Alltop, if k¥ > 1, because ¢
is not longer an integer. But each Hadamard is still circulant, only with respect to Z’;.

4.2 Link between MUBs and the Welch Bounds

As our first application of the Welch bounds to MUBs we can apply the original approach
of Welch in the new settings. It is easy to check that a union of orthonormal bases satisfy
the Welch bound for & = 1 (it can be done either directly using (4.1) or using Theorem 5.1
further in the text). So, we should use k = 2.

Theorem 4.3. If n > 2 then the mazimal number of mutually unbiased bases in C™ does
not exceed n + 1.

Proof.  Suppose we have a system of n + 2 MUBs. Join all vectors of the system into
one big sequence {x;} of size n(n + 2). Let us fix k = 2 and calculate the left hand side
of (4.1). We have n(n + 2) vectors, each giving the scalar product 1 with itself and n(n+1)

scalar products of absolute value ﬁ with vectors from other bases. Summing up, we have:

<”;F1> ;|<x¢\xj>\4 = % {n(n+2) <1 ) 7112)}

_n(n+1)(n+2)(2n+1)
2

For the right hand side we have:

2
<Z<W|T/i>2> = (42 > ML ; 2)(2n +1)

g

if n > 2, in a contradiction with the Welch bound for £ =2. B

If we reduce the number of MUBs from n + 2 to n + 1 we don’t get an apparent contra-
diction. However, even in this case the Welch bounds prove themselves to be useful.

Theorem 4.4. Let {B;} be a set of n + 1 orthonormal bases in an n-dimensional Hilbert
space and X be the union of these bases (that is the sequence of vectors, each of them
appearing in the sequence the same number of times it appears in the bases). Then X
satisfies the Welch bound for k = 2 with equality if and only if {B;} form a complete system
of MUBs.

Proof.  If {B;} is a complete system of MUBs and X = {z;} is the union of its bases,
then calculations similar to ones in the proof of Theorem 4.3 show

(n;—l) ;I(xi\xj>l4 = w [n(n+1) (1+n2 , 1)} —2(n 4 1)?

n2

and

(Zw»?) —n’(n+ 1)

i
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And vice versa, suppose X, being a union of orthonormal bases, attains the Welch bound
for k = 2. Then, |(z|z)|* = 1 for each x in X, |(z]y)|* = 0 for two different vectors of the
same basis, and by the inequality between square and arithmetic means (Cauchy-Schwartz
inequality between the vector of all 1’s and the vector ((z|y)).) we get:

2
3 J(aly)* > % (Z <z|y>|2> = %

zEB; zEB;

for any vector y of unit length. To attain the Welch bound, this inequality must actually
be an equality, which is achieved only if |(x|y)|? has the same value for all vectors = from
B;. This means that the bases {B;} form a complete system of MUBs. B

Analysis of links between complex projective 2-designs (defined in the next section) and
MUBs was initiated in Zauner’s dissertation [60] and obtained a finished form in the work
by Klappenecker and Rotteler [37]. In particular, the ‘if” part of Theorem 4.4 is due to
them. Also they proved that any complex projective 2-design in C" with n? 4 n elements,
such that angle between any two distinct vectors is in {0, %}, is the union of n + 1 MUBs
in C™. However, this result is not what we are really interested in. It seems that the ‘only
if’ part of Theorem 4.4 first appeared later, in [49]. It is also worth mentioning the paper
by Barnum [5] where Theorem 4.4 appeared first, but in a very special case.

4.3 Complex Projective t-designs

In the previous section we saw that the vectors from a complete system of MUBs satisfy the
Welch bounds for £ = 1 and k& = 2 with equality. In fact, systems of vectors attaining the
Welch bounds have been investigated before. In the majority of papers on the subject, such
an object, i.e., a system of complex vectors attaining the Welch bounds for k = t, is called
a complex projective t-design. Because of this, we find it useful to introduce this object,
although we are not going to use it in the thesis.

Consider the (n — 1)-dimensional complex projective space CP"~1. Its points are the
1-dimensional subspaces of C™, and its k-dimensional subspace is defined as a set of 1-
dimensional subspaces contained in some (k + 1)-dimensional subspace of C™. Another
possible visualization of this space is the unit sphere CS™~! in C" factorized under the
relation =, where z = y if and only if there is an o € C* such that x = ay. An equivalence
class forms a “circle” in CS™~!. The 1-dimensional subspace of CP"~! corresponds to the
circle of CS™"~1/ = it cuts in CS™~ 1.

Since any unitary operator acting on C" transforms 1-dimensional subspaces into 1-
dimensional subspaces, we may consider unitaries as acting on CP™~!. There is a unique
normalized measure ¢ on CP"™~! that is invariant under the action of all unitaries on C".
For any measurable function f : CP"~! — R it can be defined as

1
/CPH f@)dp(x) = m/@sm fly)do(y)

where ¢ is (n — 1)-dimensional cubature on CS™ ' and f: CS"~! — R is the function that
equals f(z) on all points of CS™ ! Nz.
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Denote by hom(k, k) the set of polynomials in Clzy,2a,...,Zn;Y1,¥2,-..,Yn] homoge-
neous of degree k in both {z;} and {y;}. For any p € hom(k,k) and z € CS"~! define

p(x) :p(xla$27"'ax’n;i‘lan;-'win)

where (21,232, ...,x,) are coordinates of z in the standard basis. Note that z = y implies
p(x) = p(y), hence we can consider p as a function defined on CP"~1.

We define weighted set as a pair (X, w) where X is a finite set and w : X — R is a
weight function such that w(x) > 0 for all z and ) .y w(x) = 1. (This can be seen as
a probability space on X.) A weighted set (X,w) with X C CP"~! is called a weighted
complex projective t-design if

> wlpa) = [ plaldnto)

zeX Cpn—t

for all polynomials p € hom(¢,t). In other words, a weighted complex projective t-design is
a Chebyshev-type averaging set in CP" 1.

If we restrict the weight function to be w(z) = 1/X for all z, we obtain a more known
concept of (unweighted) complex projective t-design. Thus defined, complex projective t-
designs were first considered by Neumaier [43] as a generalization of a spherical t-design [15].

The following result shows why complex projective ¢-designs falls within the scope of our
thesis.

Theorem 4.5. A weighted set (X,w), X C CP"! is a weighted complex projective t-design
if and only if the set { ¥/w(x)Z | © € X} € C™ satisfies the Welch bounds for k = t with
equality, where & is any vector from CS™ 1 N z.

The following result is also interesting, and it is easier to formulate in the terms of
weighted designs.

Proposition 4.6. Any weighted complex projective t-design is also a weighted complex
projective (t — 1)-design.

For the proof of these two results refer, e.g, to [52].

So, we see that unweighted complex projective t-designs are exactly the sets of unit
vectors satisfying the Welch bounds for £ = ¢ (the normalization factor %/w(x) can be,
obviously, omitted). The case of weighted complex projective t-designs is more tricky. The
normalization factor ¥/w(z) depends on ¢, so, in particular, it is not possible to deduce from
Proposition 4.6 that if X C C" satisfies the Welch bounds for & = ¢, it does so for k =t —1
as well. In order to get a similar result, we should renormalise the vectors accordingly to
Theorem 4.5. This possibly makes weighted complex projective t-designs a more natural
object to investigate. However, in the case of unweighted designs this distinction disappears,
and we are going to work only with unweighted designs in the thesis.

Complex projective t-designs are well-studied objects, so it is worth being aware of the
equivalence provided by Theorem 4.5. We prefer to talk about Welch bounds, because it
is also a well-known object (especially in the engineering literature), it is more elementary
(does not require any measure theory) and is adequate for the applications we are interested
in. Also it is pretty hard to check that a system of vectors is a complex t-design using
just the definition, and this fact is usually checked using the Welch bounds (see [37], for
example).
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4.4 Link between SIC-POVMs and the Welch Bounds

It turns out that SIC-POVMs also satisfy the Welch bounds for k = 2 with equality. In fact
an even stronger result holds:

Theorem 4.7. The vectors from a SIC-POVM satisfy the Welch bounds for k =1 and for
k = 2 with equality. Conversely, any set X, of normalized vectors of C™ that attains the
Welch bounds for k = 2, consists of at least n? elements, and if it contains n? elements, it
is a SIC-POVM.

Proof.  The first part of the theorem is a counting argument. Let {z;} be a SIC-
POVM in C". It has n? vectors, each giving the scalar product 1 with itself and n? — 1
scalar products of absolute value \/nlﬁ with other vectors. Summing up, we have for k = 1:

nz (wilz ) =n-n <1+(n2—1)ni1) ot (mei))z.

i

And for k = 2:
2
n+1 (n + 1) 2 1 4 2
i 1 -1 =n = i|Ts .
( )Zixm (+<n Srme) == (ke
Conversely, suppose the set X = {x;} C C™ satisfies the Welch bounds for k = 2 with all

x; having the unit norm. From Proposition 4.6 is follows that it attains the Welch bounds
for k =1 as well. These two equalities give

n(n+1
n Y [l =152 and MO E S e = xP2
i\J 1,J

Hence:

1 2
[{@ilz)* = ~|X[* —|X| and (@ilz)|* = ———=IX|* - |X]. (4.2)
; / n ; / n(n+1)

by the inequality between square and arithmetic means (Cauchy-Schwartz) we have:

2
: (X[ — nlX])?
—_— X il [{(x;|z; =
w e X = 2 el 2 e j\ 2Nl | = e -
(4.3)

This inequality yields that |X| > n? and if |X| = n? then there is actually an equality
n (4.3). This is possible only if all |(x;|z;)| are all equal for ¢ # j. It is straightforward
then to get from (4.2) that the moduli of these inner products are equal to \/nlﬁ |

Remark 4.8. The proof we gave resembles the proof of the same result given in [47]. In
fact, this result holds also if we release the condition on the elements of X to be of unit
norm (i.e., consider a weighted design). In this case, if X is a set attaining Welch bounds
for k = 2 with n? elements, it is a scalar multiple of a SIC-POVM. In [52] it is shown how
this result can be proved using more general results of complex projective ¢t-design theory.



Chapter 5

The Criterion

In this chapter we state the criterion for attaining the Welch bounds and apply it to MUBs
and SIC-POVMs. In Section 5.3 we define the special case — homogeneous systems, for
which the criterion takes an especially nice form. It suffices to define two n X n-matrices
in order to characterize a homogeneous complete system of MUBs or a homogeneous SIC-
POVM in the space C". For both these matrices we define L-graph of the matrix. It is a
simple graph that describes how good is this matrix for constructing homogeneous systems.
In Section 5.4 we show that Fourier matrices have very good (in some sense, the best) L-
graphs. This explains, to some extent, why Fourier matrices are used in constructions of
MUBs and SIC-POVMs.

5.1 Criterion for Attaining the Welch Bounds

We will at first give a proof of the Welch bounds and then extract the equality criterion
from the proof.

Proof of Theorem 4.1. Let us construct the Gram matrix G = (a;;) with a;; = (x;|z;)
and consider its k-th Hadamard power G(*) (with k being a positive integer). The square
of its Euclidean norm is equal to

(I6915) = S ladenP = 3 22 (1)

A€o (GR))

here o is the spectrum (the multiset of the eigenvalues of a matrix). By the inequality
between square and arithmetic means, we have (let us recall that the rank of a matrix is
equal to the number of its non-zero eigenvalues):

Aea(Gk) i

We prove the upper bound on the rank of G(*) used above in the proof of Theorem 5.1. W

29
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Theorem 5.1. Let B be a matriz and X C C™ be the sequence of its columns. Let
wy,Wa, ..., W, be the rows of the matriz. Then X attains the Welch bound for a fized
k if and only if all vectors from

k
1y---5hn

are of equal length and pairwise orthogonal.

In other words, each vector of W is a Hadamard product of a k-multiset of rows of B
with a coefficient that is the square root of the multinomial coefficient of the multiset

k B !
kiyeooikn)  kilkal- - knl

Proof. At first, let us note that matrix G in (5.1) is equal to BfB. So (if each wj; is
treated as a row vector):
G = wi[wl + w;wg e wl wy,.

By the formula for a power of a sum, we obtain

G = ¥ <k1 k . > <w§’“1>o...ow;kn>)f(w§k1>o...ow;kn>).

ki Ak =k

In other words, G®) = CtC, where the rows of C are exactly the vectors from W. This
gives the bound on the rank of G*) used in (5.2), because the number of k-multisets of an
n-set equals (”'Hg_l) (see, e.g., Section 1.2 of [54]).

By observing the inequality between (5.1) and (5.2), we see that X satisfies the Welch
bound for a fixed k with equality if and only if G*) has ("Jr]]j*l) equal non-zero eigenvalues
(all other eigenvalues are automatically zeros due to the rank observations).

It is a well-known fact that for any matrices P and @ the set of non-zero eigenvalues of
matrices PQ and QP are equal whenever these two products are defined (see Section 1.3
of [33]). Hence, CCT has ("+:_1) equal non-zero eigenvalues, and because it is a Hermitian
matrix of the same size it is a scalar multiple of the identity matrix. And the latter is
equivalent to the requirement on the set W. B

We haven’t hitherto seen the pair of Theorems 4.1 and 5.1 appearing in such a general
form, however all ideas involved in the proof have already appeared in the proofs of other
results. As we have already said, Welch was the first who derived the bounds (4.1) in the
case when all vectors have unit norm and & is arbitrary. It was done in [57]. The variant of
Theorem 5.1, with k¥ = 1 and all vectors of equal length, seems first to appear in [41]. Our
proof is a generalization of an elegant proof found in [56]. In the latter paper the Welch
bounds are stated in the case of vectors of different length, but it deals with the case of
k = 1 only. The definition of a complex projective design in [52] also is quite close to our
criterion.

A system {x;} of vectors in C" is called a tight frame if ), |z;)(x;| = al for some a € R.
By taking trace of both parts, it becomes clear that a must be equal to 2 3. [|z;[[%. In
fact, we have seen this object before: the set {%|z;)(x;|} is a POVM consisting of rank-one
operators for any tight frame {z;}, and vice versa.
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Proposition 5.2. Any set {x;} C C" attaining the Welch Bounds for k = 1 is a tight
frame.

Proof.  Using the notations of the proof of Theorem 5.1, we have CCt = BBt = al
for some a € R. It remains to notice that BB = 3" |z;)(z;|. W

From this proposition and Theorem 4.7 we have the following corollary, which we
promised to prove:

Corollary 5.3. If {|z;)} is a SIC-POVM in C" then {X|x;)(x;|} is a POVM.

5.2 Application of the Criterion to MUBs

At first let us state the following easy consequence of Theorem 5.1:

Corollary 5.4. Let B be a matrix and X C C™ be the sequence of its columns. Let
Wi, Wa, ..., W, be the rows of the matriz. Then X satisfy the Welch bound for k = 2
with equality if and only if all vectors from W = {wgz)} U{V2w;ow; | 1<i<j<n} are
of

e cqual length (length condition) and
e pairwise orthogonal (orthogonality condition,).
Now we are able to prove the following theorem:

Theorem 5.5. Let {B;} (i = 1,2...,n) be a set of n Hadamards in C" and B be a
concatenation of these matrices (i.e., an n X n?-matriz having as columns all columns ap-
pearing in {B;}). Then {B;} form a complete set of MUHs if and only if all vectors from
W' ={w;ow; | 1<i<j<n} are pairwise orthogonal, where {w;} are the rows of B.

Proof.  Let us denote the n x n identity matrix by By. By Theorem 4.4, we see that
the set {Bg, B1,..., By} is a complete set of MUBs if and only if the set of columns of all
these matrices attains the Welch bound for k = 2. Now from Corollary 5.4 it follows that it
only remains to show that vectors from W, as defined in Corollary 5.4, are of equal length
and orthogonal if vectors of W' are orthogonal.

If a vector from W is multiplied by itself using the Hadamard product, the result has one
1 and all other entries equal to 0 in the part corresponding to By, and all entries in other

parts in absolute value are equal to %L Hence, the length of the vector is 4/1 4 nQ# =2.
If two distinct vectors are multiplied, the result has only zeroes in the first part, and its
length is ,/n2$ = 1. We thus see that all vectors from W have the same length.

Moreover, the part of By contributes zero to the inner product of 2 distinct vectors of
W, hence vectors of W are orthogonal if and only if the corresponding vectors of W’ are. B

Let us restate the last theorem. Suppose B is a flat n x n-matrix. Construct the
weighted graph K(B) as follows. Its vertices are all multisets of size 2 from {1,...,n}.
Semantically, a vertex {i,j} represents the Hadamard product of the i-th and the j-th row
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of B. The weight of an edge is the inner product of the vertices it joins. (Of course, thus
defined, the weight depends on the order of the vertices, but let us fix a direction of each
edge, say lexicographical). Then Theorem 5.5 can be restated by saying that Hadamards
By,...,B, form a set of MUHs in C" if and only if for each edge the sum of its weights
in K(By),...,K(By) equals 0. In fact, there is no need to consider edges between vertices
that have an element in common, since they will be weighted by 0 in each of K (B;).

It does not seem that this restatement makes the problem much easier comparing to the
initial formulation. However, careful examination of the possible configurations of weights
that can be achieved in K(B) may shed some light on the problem. In the next section
we consider a special case of systems of MUHs for which Theorem 5.5 yields a considerable
simplification.

5.3 Homogeneous Systems

In this section we will describe a special case of systems of MUHs and SIC-POVMs for which
the criterion given by corollary 5.4 gains a significant simplification. For SIC-POVMs this
construction is a generalization of group covariant SIC-POVMs we have seen in section 3.2.1.

Suppose we have two n X n-matrices A = (a;;) and B = (b; j). Consider the following
system of matrices (we do not assume normalization for a moment)

(U](:))g = ag,TbLk (53)

with 7 being a matrix index, k being a column index and ¢ being a row index (r, k,¢ €
{1,...,n}). In other words, the i-th matrix is given by diag(v;)B, where v; is the i-th
column of A. We will call such a set of matrices a homogeneous system. For MUHs, each
matrix is a Hadamard. For SIC-POVMs each matrix is a union of n elements of the SIC-
POVM, taken as columns. The name is borrowed from [8], where a set of MUHs built of
equivalent Hadamards is called a homogeneous systems of MUHs.

Note that the complete system of MUHs given in Theorem 3.2 and all group covariant
SIC-POVMs are homogeneous systems. In all of them one of matrices A, B is a Fourier
matrix. This motivates why we are interested in this construction.

Recall the result of corollary 5.4. Forget for a moment the length condition, and consider
only the orthogonality condition. We have:

1
(we, 0w, |wey 0wy, ) = - Y "ty be, k0 1Dy ke, ey ke, rbE, =
rk

1 -
= ﬁ (2”: all,rafz,Tae:g,Taf(;,T) <; bél,kbfg,ka3,kbl4,k> (5'4)

should be equal to zero for all ¢, ¢y, 03 and ¢4 such that {¢1, 0o} # {3, 04}.

Let us define the L-graph (denoted L(A)) of a matrix A as follows. It is a simple graph
with the same set of vertices as K(A), i.e., each vertex is an unordered pair of rows of the
matrix A, the pair may consist of the same row counted twice. We will denote vertices of
L(A) by unordered pair of indices of rows. Two vertices {a, b} and {c, d} are adjacent if ond
only if R, o Ry | R.o R4y where R, is the row of A with index a. We will call two L-graphs
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L(A) and L(B) isomorphic if there is a bijection ¢ from the set of rows of A onto the set of
rows of B such that, for all a, b, ¢, d, vertices {a,b} and {c,d} of L(A) are connected if and
only if the vertices {o(a),o(b)} and {o(c),o(d)} are connected in L(B).

Identity (5.4) leads to the following observation:

Proposition 5.6. The homogeneous system given by (5.3) satisfies the orthogonality con-
dition of Corollary 5.4 if and only if the graphs L(A) and L(B) together cover the complete
graph.

If we consider the complete systems of MUHs, Theorem 5.5 says what matrices A and
B should be. We will fix B to be a complex Hadamard matrix, and A to be an ordinary
flat matrix. Then Theorem 5.5 and Proposition 5.6 tell us that the system given by (5.3)
gives a complete system of MUHs if and only if L(A) and L(B) cover the complete graph.

In the case of SIC-POVMs we are not that restricted, however we will restrict us ourselves
by fixing B to be a flat matrix. We will work out conditions on A in the next chapter.

Sometimes it is more convenient to use graph L(A) instead of L(A). Its vertices are
ordered pairs of rows and two vertices are adjacent if and only if the Hadamard product of
rows in the first pair is orthogonal to the Hadamard product of rows in the second pair.
Graph-theoretically, the graph L(A) can be obtained from L(A) by splitting each vertex
{a,b} with a # b into two non-adjacent vertices: (a,b) and (b, a).

If matrices A and B satisfy the conditions of Proposition 5.6 and A’ and B’ are such
that L(A) is a spanning subgraph of L(A’) and the same holds for L(B) and L(B’), then
A’ and B’ also satisfy the conditions of Proposition 5.6. Hence, if the length condition of
Corollary 5.4 is satisfied, we may consider only matrices with maximal L-graphs. We will
call them L-mazimal matrices. We will use notion L-mazimal Hadamard matriz (L-mazimal
flat matriz) for a matrix A that is Hadamard (respectively, flat) and such that L(A) is not
a proper subgraph of L(B) for any Hadamard (respectively, flat) matrix B.

Clearly, a matrix A is L-maximal if and only if L(A) is maximal. For the study of
homogeneous systems of MUHs the following question is of great importance:

Open Problem 5.7. Describe L-maximal flat and Hadamard matrices and the correspond-
ing graphs.

In the case of homogeneous SIC-POVMs we are interested in the maximal flat matrices.
Anyway, it is already clear that L-maximal matrices cover L-maximal flat matrices, and
they cover L-maximal Hadamard matrices (because a Hadamard matrix is a special case of
a flat matrix, and the latter is a special case of a general matrix).

There is an important class of L-maximal Hadamard (and even general) matrices. These
are the Fourier matrices we have introduced in Section 2.2.

5.4 Fourier Matrices in Homogeneous Systems

Let A be a n X n-matrix and L(A) be its L-graph. The vertices of the graph correspond
to vectors of C™ and two vertices are adjacent if and only if the corresponding vectors are
orthogonal. A more general notion would be of a graph T whose vertices are arbitrary
vectors of C™ and two vertices are adjacent if and only if the vectors are orthogonal.
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Let G be a graph. Let us recall some concepts from graph theory (see, e.g. [17]). An
independent set of G is an induced edgeless subgraph of G, i.e. a subset of vertices such that
no two vertices in it are connected by an edge. On contrary, a clique is an induced complete
subgraph of G, i.e. a set of vertices that are all pairwise connected. The independence
number a(G) is the size of a largest independent set of G' and the cliqgue number w(G) is the
size of a largest clique of G.

The minimal number of colours that can be assigned to the vertices of the graph in such
a way that any two adjacent vertices are coloured in different colours, is called the chromatic
number x(G) of the graph. It is easy to see that x(G) > w(G), because all vertices of a
clique must be coloured in different colours.

The following lemma is obvious.

Lemma 5.8. Let T be a graph whose vertices are arbitrary non-zero vectors of C™ and two
vertices are adjacent if and only if the vectors are orthogonal. Then w(G) < n.

Let F' be the Fourier matrix of a group G, and {R;} be the set of its rows. Recall (Propo-
sition 2.5) that the rows of F' are pairwise orthogonal and form a group under Hadamard
product isomorphic to G. Hence, vertices {a,b} and {c,d} of L(F) are connected if and
only if a +b # c+d.

Theorem 5.9. A Fourier matriz F is an L-mazimal matriz. In particular, it is an L-
maximal Hadamard matriz. Moreover, E(F) has mazximal possible number of edges among
L(A) for all n x n-matrices A.

For any Hadamard matriz H, such that E(H) has that many edges, the graph L(H) is
isomorphic to an L-graph of a Fourier matriz.

Proof.  Let A be any n X n-matrix and F' be a Fourier n X n-matrix. From Lemma 5.8
we have w(L(A)) < n. Recall that Turdn graph T"(n) (see Section 7.1 of [17]) is the unique
complete r-partite graph on n-vertices whose partition sets differ in size by at most 1. In
particular, if 7 divides n then all partition sets are of size . Turan graph 7" (n) has the
largest number of edges among all graphs on n vertices with clique number r.

So, the L-maximality of a Fourier matrix follows from the fact that [N/(F ) is a Turan
graph T™(n?).

Let H be a Hadamard n x n-matrix. Denote the rows of H by {R;},i=0,1,...,n— 1.
Rescaling of columns by unit modulus scalars does not change the L-graph, so we may
always assume that Ry consists only of ones.

For a fixed ¢ the set {R;oR; | j =0,...,n—1} is an orthogonal basis of C". Hence, any
R, o Ry, is not orthogonal to at least one of {R; o R; | j =0,...,n—1}. If H is a Fourier
matrix, then R, o Ry is not orthogonal to exactly one of {R;oR; | j =0,...,n— 1}: the
one with ¢+ j =a+0b.

It I~/(H ) has maximal possible number of edges, then it is a Turan graph 7" (n?), hence
each vertex is not adjacent to exactly n vertices (including itself). Thus, any R, o R} is not
orthogonal to exactly one of {R; o R; | j = 0,...,n — 1} for each ¢ and, in particular, is
not orthogonal to exactly one of {R;} (since Ry consists solely of ones). This means that
R, o Ry = aR; for some i and o € C*.

Let G be the set of directions (equivalence classes of collinear vectors) defined by rows of
H with the Hadamard product operation. The set is finite, it is closed under the operation,
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Ry is the identity element, the operation is commutative and associative and for any fixed
i the operation R; — R; o R; is a bijection. Hence, G is a finite Abelian group, and L(H)
is isomorphic to the L-graph of the Fourier matrix of G. B

This result explains why Fourier matrices are so useful in the constructions of MUBs and
SIC-POVMs. Indeed, the L-graph of a Fourier matrix covers a fraction of roughly "’;1 edges
of the complete graph, so it remains to find the second matrix A that covers the remaining
fraction of % edges. It can be conjectured that Fourier matrices are the only L-maximal
Hadamard matrices. However, it is not hard to show that there are other L-maximal flat

matrices. For example, consider the Fourier matrix F and a flat matrix A in C? given by

1 1 1 1 1 1
F=|1 w3 w} A=|(1 wsy w?]. (5.5)
1 w? ws 1 ws wi

The corresponding L-graphs are given in Figure 5.1. The bold edges in the second graph

Figure 5.1: The L-graphs of matrices F' (on the left) and A (on the right) given in (5.5).

are the only edges not covered by L(F'). Thus, these two graphs cover the complete graph.
Note that none of bold edges can be covered by the L-graph of a Hadamard matrix. Indeed,
suppose edge {0,0}{1,2} belongs to the L-graph of a Hadamard matrix. Then these two
vertices together with {0,1} and {0, 2} form K, — a complete graph on 4 vertices, but this
is impossible.

In this case L(F) is a Turdn graph itself, but this is not always the case. For example,
L(F$*) has an independent set of size 2%, where F; is as in (2.3). That is why we considered
the graph L(F) in the proof of Theorem 5.9.

Inspired by the number of edges in L(F'), it may seem that the task of finding the
second matrix should be easy, but it is not. A notable property of a Fourier matrix F' is
that x(L(F)) = n (a colour of a vertex {a,b} is a + b). In particular, it means that if one
found an n x n Hadamard matrix H such that x(L(H)) > n, it would not be covered by any
Fourier matrix, and the conjecture that Fourier matrices are the only L-maximal Hadamard
matrices would be false. But we do not know any Hadamard matrix with such a property.

For a general graph G the inequality a(G) > ;Eg; holds (n(G) is the number of vertices

in G} the inequality follows from the fact that vertices with the same colour form an indepen-
dent set). Thus, small chromatic number implies large independence number, and, hence,
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the second matrix, in order to satisfy the conditions of Proposition 5.6 should have large
clique number. And that may result in troubles finding the second matrix. We will make
this observation more robust in Proposition 5.10. Thus, Hadamard matrices H with large
X(L(H)) and small a(L(H)) (if there are any) could be useful while constructing complete
systems of MUHs.

It seems worth mentioning some constructions that are similar to the notion of L-graphs
(i.e., when the adjacency relation on the set of vectors is generated using the orthogonality
relation). One example known to us is Hadamard graph defined in [34]. The set of vertices
of the Hadamard graph S(n) of order n is the set of all £1-component vectors of length
n, and two vectors are adjacent iff they are orthogonal. The famous Hadamard conjecture
is equivalent to the statement that w(S(4n)) = 4n for any positive integer n. It is proved
in [22] that there is an exponential gap between 4n and x(S(4n)). So, it is quite possible
that for some Hadamard matrix H we would have x(L(B)) > n, and it would not be possible
to covered it by a Fourier matrix.

In the absence of a better alternative we will assume further that B is the Fourier matrix
of a finite Abelian group G. In this case, it is easy to see that a matrix A and B satisfy the
conditions of Proposition 5.6 if and only if

g1+92 =93+ g4
Vag1,92,93,94 € G : — R R, LR R,,, 5.6
91,92, 33, 94 {91,92} ” {93794} } g1 © figy gs O gy ( )

where R; is the i-th row of A. This condition can be rewritten in the following way.

Proposition 5.10. Let B be the Fourier matriz of a group G and A be a matriz with rows
{Ri}icc- These two matrices satisfy the conditions of Proposition 5.6 if and only if for any
non-zero A € G the rows

{Ri+A oR; ‘ 1€ G}

of matrix Da are pairwise orthogonal.

Proof.  Suppose A and B satisfy the conditions. Let us take g1 # g3. Then
<Rg1+A ° Rigl|Rgs+A o Rigs> - <Rg1+A ° Rg3 |Rg3+A o Rg1>'

Moreover, (g1 +A) +g3 = (95 + A) + g1, 93 # g1 and g3 # g3 + A. Using (5.6) with
g2 =93+ A and g4 = g1 + A, we have Rg,4n 0 Ry, L Rg,4n 0 Ryg,.
The proof of the converse statement is similar. H

Note that if Da has orthogonal rows then D_a has orthogonal rows as well. This allows
to reduce the search in some cases.



Chapter 6

Searching for Moduli

In this chapter we will give conditions on the absolute values of elements of matrices A and
B in (5.3) in order to satisfy the length condition of Corollary 5.4. As it was noticed in the
previous chapter, Theorem 5.5 implies that in the case of homogeneous system of MUHs
it suffices to assume that A is a flat matrix and B is a complex Hadamard matrix, and
the question on the absolute values of A and B is exhausted. So, in this chapter we will
concentrate on SIC-POVMs.

Theorem 6.1. Suppose we are looking for a SIC-POVM in the homogeneous settings (5.3)
with B being the Fourier matrixz of a group G. In this case matriz A must satisfy

1. each column of A is of unit norm;
2. each row R; is of unit norm;
3. for alli,j.k such that j # k: |R?| = V2| R; o Rl|;

4. for all g1,g2,93,94 € G such that g1 + g2 = g3 + g4 and {g1, 92} # {g3, 94} the vectors
Ry, o Ry, and Ry, o Ry, are orthogonal;

where, as usually, R; is the row of A indexed with element i € G.

Proof. Condition 1 must be satisfied because of the definition of a SIC-POVM. In
notations of Corollary 5.4 let w; be the row of B corresponding to i € G. From (5.3), since
each element of B has absolute value 1, it follows that ||w; ow;|| = /n||R; o R;|| (each entry
of R; o R; is repeated, up to a phase, n times, one for each column of B). Then Condition
3 follows from the length condition of Corollary 5.4. Condition 4 is a paraphrasing of (5.6).

Condition 2 possibly requires more comments. As stated in Theorem 4.7, vectors of a
SIC-POVM attain the Welch bound for k = 1. From Theorem 5.1 we have |jw;|| = |Jw,|| for
all 4,7 € G. Then, as for Condition 3, we have ||R;|| = ||R,||. Since each column of A has
norm 1, it follows that each row is also of norm 1.l

Let us make the following remark that binds homogeneous SIC-POVMs with another
special case of SIC-POVMs.

37
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Remark 6.2. If matrix A satisfies the conditions of Theorem 6.1 and is, moreover, circulant
with respect to G, then the SIC-POVM given by (5.3) is group covariant with respect to
GP(G).

As already said, in this chapter we are not interested in Condition 4, leaving it for the next
chapter. Since all other conditions only deal with norms of vectors, we may replace A = (a;;)
by the matrix M = (m,;;) composed of its element-wise absolute values: m;; = |a;;|. All
entries of M are non-negative real numbers.

From Remark 4.8 and Corollary 5.4, Conditions 3 and 4 are sufficient for the the con-
structed system of vectors to be a scalar multiple of a SIC-POVM. We have added Conditions
1 and 2 to the list in order to narrow the class of matrices M, that corresponds to some A
satisfying Condition 4, as much as possible.

Let us start with a more detailed treatment of the problem. Denote by y;; the (4, j)-th
element of the matrix M) i.e., Yij = mfj. Then Conditions 1 and 2 of Theorem 6.1 imply,

respectively,
D vig=1 and )y =1 (6.1)
i J

Condition 3 means that

Z Y =2 Z YkjYe;
j J

for all 7, k, £ such that k # ¢. Combining it together, we get

n= Z (Z%) = nyj + 222%5%;- = (n—i— n(n;l)) nyj. (6.2)

J ] i<k j

Hence,
2 1
2 _ o
gj Vi = o and gj YkiYe] = (6.3)

Denote by y; the vector (y;1,%i2,--.,Vin), define a vector e = (l

n,ﬁ7...,%) and set y; =
y; — e. It is easy to see that (6.1) implies ; L e for all i. So,

N . o1
ol (Wilys) = (s + elgi + €) = (Falmi) + -

for all i. And for any i # j:

N N o1
= (Yily;) = (Ui +elg; +e) = (Gilg;) + e

n+1
Hence,
n—1 1
~1' ~i = — d ~i ;) = ————— fi ] ).
<y |y > TL(TL + 1) an <y |yJ> TL('I’L + 1) or a’ny ? 7é ]

So, it is easy to see that {g;} are vertices of a regular (n — 1)-dimensional simplex

n—1

n(n+1)"
spanned by {y;}, is additionally translated by e. Because all y; should be non-negative, )

embedded in the hyperplane orthogonal to e, and scaled by The simplex Y,



CHAPTER 6. SEARCHING FOR MODULI 39

must be contained in the larger regular simplex S spanned by the elements of the standard
basis of R™. The latter simplex is also centred at e and its radius is

R

Since the size of ) is smaller than the size of S, the former can always be put in the latter.
An easy way to do that is to scale S by 1/4/n + 1 with centre in e. The resulting simplex
is spanned by

1 n n—1 1 1 1 1 1 1 (6.4)
n o nyn+ln nyn+ln nyn+l 'n onyntl '
and its circular permutations.
Careful analysis of the calculations we have just made reveals the following

Theorem 6.3. Let M be a matriz satisfying Conditions 1, 2 and 3 of Theorem 6.1. Then

the rows of the Hadamard square of M form a regular (n — 1)-dimensional simplex Y, of

1 1 1

n—l e E) and contained in the (n — 1)-dimensional simplex

radius ,/m, centred at (
S spanned by the elements of the standard basis. And conversely, any such simplex Y

corresponds to a matriz M satisfying Conditions 1, 2 and 3.

Proof.  We have just shown one direction of the Theorem. For the converse statement,
note that Condition 2 follows from the fact all vertices of the simplex ) are located in the
hyperplane > ;¥ =1 Condition 3 follows from reversing our calculations after (6.3). Then

by (6.2) we have >, (32, yij)Q = n. And by the inequality between square and arithmetic
means we have

9 2
Z <Z yij) > % Zyij =n
i 5

J

with equality if and only if all )", y;; are equal. Hence, Condition 1 is also satisfied. ll

Let us now consider circulant matrices M satisfying Conditions 1,2 and 3. We are
interested in circulant matrices because, for one, such matrices appear in group covariant
SIC-POVMs. Secondly, the case of circulant M sometimes makes the analysis of Condition
4 that we do in the next chapter easier.

Let G = Zg, X Zg, X -+ X Zgq,,. We will call simplex Y circulant over G, if the cor-
responding matrix M is circulant over G (we assume also that M is non-negative). Such
simplices always exist. In particular, the simplex given by (6.4) is circulant for any group
G. We will now show how to obtain all other circulant simplices from this one.

The rows and columns of matrix M are indexed by elements of GG, so we may suppose
that the standard basis of the space in which simplex ) is located is also indexed with
elements of G. Let V; be the transformation that maps the vector of the standard basis
that corresponds to the element (a1,as2,...,a,) € G to the vector of the standard basis
corresponding to (a1, as,...,a;—1,a; + 1,a;41,...,ay) € G. In other words,

Vi=lg ®1g, @ ® 1, ® Xg, ® Id11+1 ®--- @1, (65)
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Figure 6.1: Circulant simplices for G = Zs. The circulant simplex ) is embedded in the
larger simplex S. The simplex ) can be rotated around the vector e by an arbitrary angle,
and vertices of Y fill out the circle C. In this case, )Y stays in S for any rotation, and any
simplex ) as in Theorem 6.3 is circulant.

where I, is the n x n identity matrix, and X, is as defined in Section 2.3. Note that all
{V;} are orthogonal linear operations and they commute.

Let Y be a circulant simplex with respect to G (for example, one given by (6.4)). For
simplicity, we will consider simplices Y =) — e and S = S — e, both centred at zero (i.e.,
consider vectors ¢ instead of y). Denote by H the hyperplane perpendicular to the vector
e. Note that all operators V; have e as an eigenvector with eigenvalue 1. Hence, H is an
invariant subspace for all V; and we may consider the induced operators V;|x. For simplicity,
we will still denote them by V.

Fix an arbitrary vertex v of ). Clearly, using operators Vi, V5, ..., V,, we can map v to
any other vertex of the simplex. Now suppose that w is a vertex of another circulant simplex
Y’ = Y — e centred at zero. Let U be the linear operator that maps ViV Vamy
to V" Vy2 ... Vamy for any (ai,az,...,a,) € G. This is an orthogonal operator and it
commutes with all V;. And vice versa, if U is an orthogonal operator that commutes with
all V;, then UY is also a circulant simplex as long as it fits in S. It is enough to assure that
all components of Uv + e are non-negative, because the components of other vertices of Y
are just permutations of Uv + e. In addition, we may always assume that Ue = e. This
gives the following theorem.

Theorem 6.4. Suppose U is an orthogonal operator in R™ such that Ue = e, and Y is a
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7
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Figure 6.2: Circulant simplices for G = Zs5. As we have seen, in this case all circulant sim-
plices can be parametrized using two real parameters ¢; and @9 that correspond to rotation
angles in two planes. On the axes the values of p; and ¢ are represented. The points
inside ‘circles’ correspond to simplices that do not fit in S. Also vectors, that correspond
to a fiducial vector in (3.6) and its linear permutations, are marked.

circulant simplex in R™ with respect to G (e.g., one given by (6.4)). Then UY is circulant
if and only if it fits in S and U commutes with all V; defined in (6.5).

Consider the case of Z,, that appears in the case of group covariant SIC-POVMs. In this
case we have just one operator V; = X,,. It is well known that as a real linear operator X,
performs rotations by angle 27 /k in the planes spanned by

27k 47k 2(n — 7k . 27k | Armk . 2(n— )7k
1,cos —,cos —,...,c08 ——————— and 0,sin —,sin —, ..., sin ————
n n n k n n
fork=1,..., L"T_IJ and, if n is even, negation in the space spanned by

(1,-1,1,-1,...,1,—1).

Hence, UY will give a circulant simplex for a unitary U that performs a rotation by an
arbitrary angle in the same planes and possibly, if n is even, negation in the space spanned by
(1,-1,1,-1,...,1,—1). So, all circulant simplices with respect to Z,, can be parametrised
using L";lj real parameters. The case of Zg3 is illustrated in Figure 6.1.

As n grows, the ratio between radii of S and ) grows as O(y/n). However, the ratio of
radius of & and the distance between the centre of S and the border of S grows faster —
as O(n). Indeed, (%, f%, 0,0,...,0) is the shortest vector that can be added to e to get a
point on the border of S. This means that for large n rotations of ) often will not fit in S.
As we have seen in Figure 6.1, for n = 3 the simplex ) is always contained in S, but for
n = 5 this is not always the case. See Figure 6.2.

In a similar way circulant simplices for other groups can be described.




Chapter 7

Searching for Phases

In this chapter we will be interested in the following question. Given an n x n-matrix M
consisting of non-negative real numbers and a finite Abelian group G, we want to construct
a flat matrix P such that A = M o P satisfies the condition (5.6). If such a matrix P exists,
we call matrix M satisfiable over G. Moreover, as motivated in the previous chapter, we will
consider only matrices M that are circulant with respect to G. Then matrix A is circulant
if and only if the flat matrix P is circulant over G. So, if we say that a circulant matrix M
is satisfiable over G we implicitly assume that M is circulant with respect to G.

The motivation for searching the matrix P is as follows. Suppose we want to build
a complex projective 2-design using a homogeneous construction as in (5.3). We use the
Fourier matrix of a group G as the matrix B because of its good properties. We apply
Corollary 5.4 to get the conditions on the absolute values of the entries in the second matrix
(as in the previous chapter). Suppose M satisfies these conditions. Then we want to finish
the construction by finding phases such that the conditions of Corollary 5.4 hold to the full
extent.

In particular, if we take M to have all entries equal to 1, we get a complete system of
MUHs if M is satisfiable. If M is like a matrix in the previous chapter, we get a SIC-POVM.
So, for MUHs we get one possible matrix M of very simple structure, for SIC-POVMs we
have a larger choice of matrices M, but not that simple. This is in agreement with the
actual situation. Complete systems of MUHs have been constructed in all dimensions in
which they are believed to exist; SIC-POVMs are not, but they are believed to exist in all
dimensions, which is not true for MUHs.

Let us start with a simple example of satisfiability.

Proposition 7.1. A circulant matriz with the first row (a,b,c) is satisfiable over Zs if
and only if either one of {a,b,c} is equal to 0, or a,b,c satisfy the triangle inequality, i.e.,
2max{a,b,c} < a+ b+ c. Moreover, if these conditions are satisfied, P can be taken to be
circulant.

Proof. In the group G we have g1 + g2 = g3 + g4 and {g1,92} # {9g3,94} if and
only if g1 = g2 and {g3,94} = Z3 \ {92} or vice versa. For the matrix to satisfy (5.6), the
vector Ry, o Ry, o Ry, o Ry, should sum up to zero. The vector of the absolute values of the
elements of this vector is, up to a permutation, abc(a, b, ).

42
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If abc = 0 then M o P satisfies the condition for any flat matrix P.

Otherwise, it is clear that a,b, c must satisfy the triangle inequality. Suppose they do.
In this case let g, @1, 2 € [0,27) be such that ael?o + bel¥t + cel¥2 = 0. It is now easy
to check that the circulant matrix P with the first row (el#0/3, ¢i¥1/3 ¢l#2/3) satisfies the
condition. Indeed, suppose g1 = g2 =0, g3 = 1 and g4 = 2. Then

(Ro o Ro|Ry o Rs) = abe (ae<i/3><w1+w2—2wo> 1 beli/3)(potea—201) | Ce(i/3)(¢0+tp1—2802)) -

= abee(1/3) (Poteites) (ae™1%0 4 be~i%1 4 cemi¥2) = 0.

Other cases can be checked similarly. B

Using this proposition and the analysis at the end of the previous chapter, it is possible
to build some SIC-POVMs in dimension 3. As we have seen in Figure 6.1, the vector of
squares of the absolute values of the elements of the first row of M lies on the circle C

of radius iﬁ centred at e = (%, %, %) and perpendicular to e. Moreover, this circle lies

completely inside S, hence all components of any point on the circle are non-negative. Now
we will show that the circle C consists of extreme points, whose square roots satisfy the
triangle inequality. In other words, for all points (z,y, z) € S, inside or on the border of C,
the inequality /z + \/y + z > 2max{\/z, /Yy, /z} is satisfied, for all points outside the
circle — is not.

Indeed, from equalities \/z 4 /y + /2 = 2max{\/z, \/y,/2} and  +y + z = 1 we have

Vo =£(/y £ V2).
Taking the square, rearranging and taking the square once more:
r—y—z==22/yz

— 22+ y? + 2% = 2oy + 222 + 22
= 2t 2ut+22=1,

because (x + y + z)? = 1. Dividing by 2 and rearranging the terms, we have

2 1 1

2 2 2
I 3= ==
o+ y +z 3(x+y+z)+ 975

(8) b))

Thus, we can get a SIC-POVM from any point on C using Proposition 7.1. For points
on the intersection of C and the border of S, we can even take an arbitrary P. Because we
can always take a circulant P, any point on C gives a fiducial vector.

7.1 Group Covariant SIC-POVMs

Let us return to group covariant SIC-POVMs for a moment. To get a group covariant SIC-
POVM, not only must the matrix M be circulant, so should P as well. Let x be the first
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row of A= P o M. If we reverse this vector, we get a column of A, so if the SIC-POVM is
group covariant, = is a fiducial vector.

By denoting g1 = j,92 =j+k+1,93 =7+ k,94 = j + [ in Condition 4 of Theorem 6.1
and using (6.3), it is not hard to deduce that z = (z;) is a fiducial vector if and only if

n—1

_ . 1
TjTj kT j1 Tkl = m@k,o +d1,0)

<
I
o

where 0,5 is Kronecker delta, that is equal to 1, if a = b, and equal to 0, otherwise. This
was proved independently in [4] and [36] using another techniques.

Denote X = X,,, Z=2,, F = F,, R= R, as in Section 2.3. From Proposition 5.10 we
know that matrices Da have orthogonal rows. In the case of group covariant SIC-POVMs,
the rows of Da are given by {(X**2z) o (Xiz) | i € Z,}. Notice that DA is circulant.
Hence (by Theorem 2.8), it has orthogonal rows if and only if the Fourier transform of the
0-th row Z o (X®x) is flat. Let us calculate the Fourier transform:

1 |
F(Zo(X?z)) = =(Fz)* (FX%z) = —=(RFz)« (Z*Fxz).
n n

The k-th component of this vector is nothing else but 1 (X*Fz|Z4Fz). So, the condition
on phases (Condition 4 of Theorem 6.1) says that the absolute value of the inner product
of Fa with any shift of Z/Fz depends only on £. But (6.3) implies that the norm of the

1
n+1-

not depend on ¢ as well, hence ﬁFm is a fiducial vector. But we already know this from

vector Z o (X%z) is So, it says that the absolute value of the inner product does

Propositions 2.7 and 3.4.

Hence, Condition 4 of Theorem 6.1 in the case of group covariants SIC-POVMs turns
out to be closely related to the fact that the Fourier transform of a fiducial vector is also a
fiducial vector.

7.2 Adjusting Phases for MUHs

As we have said before, in order to get a complete system of MUHs, we use construction (5.3)
with the Fourier matrix of a group G as matrix B. We have seen some nice properties of
this matrix in Section 5.4. Let us begin this section by giving one more property of Fourier
matrices, noted to be “striking” in [8]. Namely, any vector v, unbiased with respect both
to the standard basis and a Fourier matrix, can be collected into a whole unbiased basis.
It is easy to prove this if one notices that a Fourier matrix F' is symmetric and, hence, its
columns {R;} also form a group with Hadamard multiplication as the operation. The vector
v can be extended to a basis {R, ov | a € G}, and

1
[(Ry|Ra 0 )| = [(Ro—alv)| = N
But let us return to the search of phases. In the case of MUHs we are looking for a
flat matrix A satisfying (5.6). Hence, we may consider the matrix M, as described in the
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beginning of the chapter, to have all entries equal to 1. It is worth mentioning that in this
case matrices Da from Proposition 5.10 are complex Hadamard matrices.

Hadamard matrices are quite rare, and here from one flat matrix one should extract n—1
Hadamards. It explains, to some extent, why it is not so easy to find a convenient matrix
A. In practice, matrices Da are chosen to be (up to some equivalence) equal to the same
Fourier matrix. Now we will give three possible kinds of restrictions on Da and describe
the corresponding constructions in terms of functions acting from one Abelian group into
another.

Suppose matrix B (as in (5.3)) is the Fourier matrix of the group G = Zg, XZg, X+ - - X Zy,,,
and let N =Zg X Zgy X -+ X Zdin/ be a group of the same size. Suppose all matrices Da
are equal (up to a permutation of rows) to the Fourier matrix F' of N and each row of A
(that we want to construct) is a row of F. Define the function f : G — N as assigning to
the index of a row of A the index of the row of F' that stands in that place. It is easy to see
that this construction satisfies the condition of Proposition 5.6 if and only f satisfies

f(g1) + f(g2) = f(g3) + f(ga)

This is not the most general case. If we allow D to be equal to the matrix F' with rows
permuted and each column multiplied by x.(za) where a is the index of the column and xa
is some element of N (recall the definition from Section 2.2), then we can take the matrix
A= (ag.), (( € G,r € N) defined by ag. = x,(f(£)), where function f : G — N satisfies

+go=gs3+
Y91, 92, 93,94 € G : gL 92 = 93 94}:>{91,gz}—{93,94}- (7.1)

Vo0 gma € G 0 G220 0 } = o) + /(92) = flgs) = flga) €N*. (72)

Finally, from Lemma 2.3 it follows that this approach gives a complete system of MUHs
if and only if f : G — N satisfies

Vg G (DRI (0 4 flan) - Sl - flo) €7 (1)

However, in this case the matrices Da are not longer equivalent to a Fourier matrix, but
rather to a matrix mentioned in Remark 2.6.
Summarizing everything, we have the following result:

Theorem 7.2. Condition (7.3) is more general than the one in (7.2) that, in turn, is more
general than the one in (7.1). Formula

r 1
(0 = = O (0), (7.4)
(with k,¢ € G and r € N) gives a complete system of MUHs if and only if the function f
(mapping from G to N ) satisfies (7.3).

A similar result appeared in [49]. We postpone a discussion of related topics till Sec-
tion 7.2.2. In the next section we demonstrate known constructions of complete systems of
MUBES from Section 3.1.1 in the light of Theorem 7.2.
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7.2.1 Known Constructions

Now we will give two known examples of complete sets of MUHs in the terms of the previous
corollary.

A construction essentially corresponding to the following one was first obtained for GF'(p)
by Ivanovié in [35] and in the general case by Fields and Wootters in [58].

Lemma 7.3. Ifn = p* is a power of an odd prime, then the function f(z) = 2 with G = N
being the additive group of GF(n) (i.e. Z’;) satisfies (7.1).

Proof.  Let us suppose g1 + g2 = g3 + g4 and g% + g5 = g3 +g3. Then g1 — g3 = g1 — g2
and (g1 — ¢3)(g1 + 93) = (94 — g2)(ga + g2). If g1 = g3, we are done. Otherwise, we can
cancel g1 — g3 out from the last equality and get g1 + g3 = g4 + g2. Together with the first
equality it gives 2(g2 — g3) = 0. Because 2 does not divide p, go = g3 and we are done. l

This construction gives almost the same construction as in Theorem 3.2 except that we
do not use characters defined by (3.2), but ones defined in (2.2). The first definition uses
the trace function, that is specific for additive characters of GF (p*); the second one uses a
“scalar product”, that is specific for characters of the group Z’;. It is justified because this
does not change the characters, only the correspondence between elements of the group and
characters, and this results in a mere permutation of rows. Sometimes identities like (3.3)
are needed (for an example of its usage in quantum computation see [14]), but not in our
case, and we may choose any representation of characters that we like.

Remark 7.4. Thus, we have shown that for G = Z’; where p is an odd prime, the matrix M
consisting of all ones is satisfiable. In fact, from Theorem 4.2 it follows that M is satisfiable
with a circulant P if p > 5.

If n is even we have to be a bit cleverer. Let us recall that a common construction of
the finite field GF(2*) is as polynomials with degree smaller than & and coefficients from
{0,1}. All operations are performed modulo 2 and h, where h is a polynomial of degree k
irreducible over GF(2). We will treat these polynomials as integral polynomials. The next
lemma also leads to the construction first obtained by Fields and Wootters in [58].

Lemma 7.5. Let G be the additive group of GF(2¥). Then the function f : G — G defined
with
22
Fl) = = mod (2.h)

satisfies (7.2) with N = G.
Proof.  Suppose g1 +g2 = gs+g4 (mod 2,h). Then (g1 +92)* = (93 +94)* (mod 2, h).
Hence, g2 + g3 — g5 — g3 =0 (mod 2, h). This means that

2 2 2 2
Flo1) + F(92) = Fgs) = flg) = 2B I imoq (2,p)

is an integer polynomial. The only way it could not belong to N* is if it was equal to 0.
Let us suppose it is equal to zero and prove that in this case {g1,92} = {93, 94}
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Define s = (g1 + g2) mod 2. Then also g? + g5 = s (mod 2). Consider the following

equation in x:
gt +95 —a® — (s —2)?

5 =0 (mod h,2).

gi+g3—s 2
2

2
Both g1 and g are its roots. The polynomial of x can be rewritten as + sz — x”.

2, 2 2
One may notice that 972" is an integer polynomial, so taking it modulo h and 2 we

obtain an equation of the second degree in GF(2):

5 i tgs—s

- = 0.
X ST 9

If g1 # g2, no other element except these can satisfy it. If g1 = g2 then s = 0 and this
equation has only one root, because = +— z? is a bijection in GF(2*) (the Frobenius map).

Thus, f satisfies (7.2). B

Remark 7.6. Permuting the columns of the matrix A does not break the property (5.6).
Also, in GF(2*) the mapping  — 22 is a bijection. Hence, if we define A = (a;;) as

2
aij = Xj2 <Z2 mod (2,h)) ,

we still get a matrix satisfying (5.6). But note that afj = x;2(i%) = x2(j?) = a?i, S0,
additionally, A® is a symmetric real Hadamard matrix.
For example, if we take k = 2, h = 22 + = + 1, we get the matrix
1 1 1 1
, |1 i i 1
e &
1 1 i i

where rows and columns are indexed by 0,1, z,z+ 1. We will use this matrix in Section 7.3.

The last two lemmas can be combined into the following well-known result:

Theorem 7.7. If n is a prime power then there exists a complete set of MUBs in C™.

7.2.2 Related Combinatorial Structures

Observing formulas (7.1), (7.2) and (7.3) one can conclude that they, especially (7.1), are
of highly combinatorial nature. It turns out that they indeed have a strong link with some
well-studied combinatorial structures.

Suppose G and N are Abelian groups with |G| < |N| < co. Functions f : G — N such
that the equation f(z+a)— f(x) = b has no more than 1 solution, for all a,b € G not equal to
zero simultaneously, are called differentially 1-uniform [44]. If N satisfies |G|/|N|=m € N
and function f : G — N is such that [{zx € G | f(x +a) — f(z) = b} = m for any b € N
and non-zero a € G, the function is called perfect non-linear [11]. These functions are used
in cryptography to construct S-boxes that are not vulnerable to differential cryptanalysis.
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If |G| = |N| as in (7.1), these two notions coincide and function f is sometimes called
a planar function. This name is given because any planar function gives rise to an affine
plane [16]. For functions satisfying (7.2) we will use the name fractional planar.

The following planar functions from GF(p*), with p odd, to itself are known:

o f(x) = 2P"*', where a is a non-negative integer with k/ gcd(k, ) being odd. See [16].

o f(z)=2zB"+D/2 only for p = 3, a is odd, and ged(k, o) = 1. See [13].

o f(z) = 219 — uz® — u%2? only for p = 3, k is odd, and u is a non-zero element of
GF(p*). The special case of u = —1 was obtained in [13], the general case is due
to [18].

The construction with f(z) = 22 from the previous section is from the first class.
Let K again be an Abelian group and N be its subgroup. A subset R C K is called a
relative (m, n,r, \)-difference set if |K| = nm, |N| = n, |R| = r and

r , b=0;
{ri,r2 € R|r —ro =0} = 0 , be N\{0};
A, beK\N.

A relative difference set is a generalization of a classical difference set and it was introduced
in [19]. If r = m the difference set is called semiregular. A relative difference set is called
splitting if K = G x N, i.e. if N has a complement in K.

This notion is interesting to us because of the following easy observation (see, e.g.,
[45]). Let G and N be arbitrary finite groups and f be a function from G to N. The set
{(z, f(z)) | € G} is a semiregular splitting (|G|, |N|, |G|, |G|/|N|)-difference set in G x N
relative to {1} x N if and only if f is perfect nonlinear. Thus, planar functions correspond
to splitting relative (n,n,n, 1)-difference sets. We extend this result a bit:

Theorem 7.8. Let K be an Abelian group of size n® having a subgroup N = La;, X Ly, %
<+ X ZLgr, of sizen. The following two statements are equivalent:

(a) There exists a semiregular (n,n,n,1)-difference set R in K relative to N.
(b) There ezists a fractional planar function f : G — N where G = K/N.

Proof.  Suppose we have a relative difference set. Fix any G = Zg, X Zg, X -+ X Zgq,,
such that G = K/N. Let k1,...,k, € K be representatives of the elements of the basis of
G. Denote by (s14, 82, .., Smi) the element d;k; € N, i=1,...m.

Define an Abelian group K’ as follows. Its elements are from the direct product Gx N and

the sum of two elements (z1, T2, ..., Tm;Y1,Y2, - Yms) a0d (21,22, . -, Zmi 1, bo, ooy by ) 18
defined as (a1,as9, ..., am;b1,ba, ..., by ) where a; = x; + 2; and
by Y1 ty S11 S12 Sim [!El + 21 2 dl]
ba Y2 to 821 S22t Som (2 + 22 > do]
. = . + . + . (7.6)
bm/ Ym/ tm’ Sm’/1  Sm/2 Sm/m [xm + Zm Z dm]
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is equal to 0 otherwise. It is not hard to check that ¢ : K/ — K, defined with

where [z; 4+ z; > d;] is equal to 1 if the sum of z; and z;, taken as integers, exceeds d; and

m
(x17x27' .. 7xm7y) =Y+ Z‘rlk'w
i=1

is an isomorphism. As usual, we identify elements of G with the set {(z,0) | € G} and N
with {(0;y) |y € N}.
Denote by S the m’ x m-matrix whose (4, j)-th element is equal to s;;/d;. Clearly,
¢ : K' — N defined by
’(/J(J,‘, y) =y+ Sz

is a morphism. Since R is a semiregular relative difference set, for any € K/N we can find
a unique element 7, € R with projection on K/N equal to x. Define f(z) = (p 1 (ry)).

Let us prove that f is fractional planar. At first, note that for any x € G: p~1(r,) =
(x,y) for some y € N. Then suppose that g1, g2, g3, g4 € G are such that gs—g1 = go—ga # 0
and g1 # g4. Denote (z1,y1) = ¢ (rgs—7g, ) and (z2,y2) = ¢~ 1 (rg,—7,,). Wehave 21 = x5
(because g3 — g1 = g2 — g4) and y1 # yo (because r4, —rg, # 14, —7g,). From the definition
of 1 we have (f(g3) — F(g1)) — (f(g2) — Flga)) € N*. i

Suppose conversely that we have a fractional planar function f: G — N with the same
expressions for G and N. Define the function {-} that takes the fractional part of every
component of an element of N. Define also f(z) = {f(z)}. Then (7.2) yields

(a+b=c+d) = (f(a)+ f(b) = f(c) - f(d) € N).

Since the condition on f is invariant under adding a constant to the function, we may
assume that f(0) = 0. Then f(a + b) = {f(a) + f(b)}. Now it is easy to deduce that
f(x) = {Sx} where S is defined in the same way as before for some integers s,;.

Define K’ as in (7.6) and define

R ={(z; f(z) — Sz) | x € G}.
Similar reasoning as before shows that R is semiregular difference set relative to N. B

So, we have proved that if matrix B in (5.3) is a Fourier matrix, and all D are equivalent
(in some sense) Fourier matrices, then the existence of a complete system of MUHs in C™
is equivalent to the existence of a relative (n,n,n,1)-difference set. In fact, a more general
result [26] is known: the existence of a relative (n, k, n, A)-difference set implies the existence
of a set of Kk MUHs in C™. And all known constructions of complete systems of MUBs are
special cases of this construction.

It is proved in [10] that a relative (n,n,n,1)-difference set exists only if n is a prime
power. Thus, using the approach with f satisfying (7.2) it is not possible to construct a
complete system of MUBs for any new dimension. It is still not clear what can be said in
the case of general Da and, in particular, in the case of f satisfying (7.3).
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7.3 SIC-POVMs in dimensions 2¢

In this section we will talk about SIC-POVMs in dimensions 2¥ and consider some possible
construction ideas.

Analytical constructions of SIC-POVMs are known for dimensions 2, 4 and 8. In C? this
is the SIC-POVM given by (3.5). The known SIC-POVM in C* is quite complicated and it
is group covariant with respect to GP(Z4). We give a complete list of fiducial vectors [47].

Let

1-1/V5 1 1 11
o=t = (VE-Dr,  re= o lh kg2
2v/2 -2 2 v 5 Vb
and
2 .2
a = arccos ———, b = arcsin —.
5+v6 V5
Define the functions
b 2 75 +1 2k +1
9+(j7m7n):(_1>m 7_,'_9 +(m+ n+7)+ )7‘1’7 Hl(k):u,
4 2 4 2
b 2 i+ 4k +1
and 9,(j,k7m,n):(—1)m (4_;>+(m+ n+3i+ + )7'(.

Then the complete list of fiducial vectors in C* is given by

To
7‘+ei9+ (4,m,n) . .

01 (8) aeClal=1, i,n=0,...,3 and j,k,¢,m=0,1
i0_ (j,k,m,n)

aXiR:
r_e

where X4 and R4 are as in (2.5) and (2.4), respectively.
In C8 the construction is rather nice [31], and and the resulting SIC-POVM can be made
group covariant with respect to GP(Z3) [26]. We will give a description of an equivalent

SIC-POVM. Take G = Z3 and
1 1 l
a- (v w4
714/ z‘ I )
6 V3

where I is the 4 x 4 identity matrix and A’ is the matrix from (7.5). Let us prove that
matrix A satisfies all conditions of Theorem 6.1. Suppose the rows and columns of A are
indexed as (0,0,0),(0,0,1),...,(1,1,0),(1,1,1).

Conditions 1 and 2 are trivial. For Condition 3, note that

1 1 2
IR = b at =2
9 36 3
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and

4% , 4 and j are from the same block 1
|Ri o Ryl = -z

2(%) (%) , otherwise 3

For Condition 4 we will describe what the vector R = Ry, o Ry, 0 Ry, o R, looks like
and prove that it sums up to zero. There are two possibilities.

e If all g1, 92,93, g4 are from the same, say the first, block then R looks like

(Oa Oa 0) 07 a(0,0), @(0,1)> @(1,0)» a’(l,l))

and the condition is satisfied because A’ satisfies (5.6) for Z3. (This is similar to the
proof of Theorem 5.5).

e Suppose they are from different blocks, say g1, g2 are from the first block, and gs, g4
are from the second block. Note that g; + go = g3 + g4. Denote this value by d. Then
if d # 0, then R consists only of zeroes. If g1 = g2 and g3 = g4 then R has exactly

two non-zero elements, one at position g; and equal to aﬁ, o and second at position
3

g3 and equal to —af]hgé, where A = (a;;) and g5 = g3 + (1,0,0). Then R sums up to

zero because A’?) is symmetric.

Unfortunately such a nice reduction from MUHs to SIC-POVMs is possible only for Z3
because of Condition 3. Also, it was proved in [26] that there exist no group covariant
SIC-POVM with respect to Z§ if k # 1 and k # 3.

This is what was previously known. Let us give now some results that can be obtained
using our techniques. In Theorem 7.1 a necessary and sufficient condition for a circulant
matrix over Zs to be satisfiable is given. In the case of G = Zy and G = Z3 the condition
is even simpler.

Proposition 7.9. Any circulant over Zy or Z3 matriz M is satisfiable. For Zo the matrix
P can be taken to be circulant.

Proof.  Use matrices

1 1 1 1

(1 S 1 i 1 i
P_<w8 1) ad P=11 5 o1 |

1 1 i —i

respectively. In the second matrix index the rows and columns as (0,0), (0, 1), (1,0), (1,1) €
73. Straightforward but bulky computations show that this indeed works. We omit them.H

In particular, if we take M as given by (6.4) for n = 4 and the matrix P from the
previous theorem, we get a SIC-POVM in C*. We will give a complete expression for it as
the columns of the matrix

b a a a b a a a b a a a b a a a

a ib a iac —-a —-ib —a —ia a ib a iac —a —-ib —a —ia
a —ia —ib «a a —ia —-ib a —a ia ib —a —a ia ib -—a
a a ic —-ib —-a —-a —-ia b —a —a —ia ib a a ia —ib
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1 1 1 3
a=—4/1—— and b=—4/1+ —.
2\/ V5 2\/ V5

This expression is much simpler than the expression for the known SIC-POVM in C*. It is
very close to being group covariant with respect to Z3, but is not, because P is not circulant.
This shows that our approach with homogeneous systems can lead to simple constructions
of SIC-POVMs in some cases.

Matrices P that do not depend on the matrix M, as in Theorem 7.9, are interesting,
because their entries can be very simple, even if the entries in M are complicated, that
in the case of SIC-POVMs is quite possible. Let, up to the end of the section, denote by
P = (pi;) a flat matrix such that M o P satisfies (5.6) for all circulant matrices M.

Let us give a reason why for G = Z§ it becomes possible to construct such a matrix P.
Denote @ = P and let M = (M;;) be a circulant matrix over G. Note that if A = M o P
satisfies (5.6) then A®) = M@ 6@ must be a scalar multiple of a unitary matrix. So let us,
up to the end of this section, denote by @ = (g¢;;) a flat matrix such that M o @Q is a scalar
multiple of a unitary matrix for all circulant matrices M.

Consider rows of ) indexed by a and b. Note that for any d we have mqy g = Mp dtats
and my.q = Mg d4+q+b- Hence, if Q satisfies ¢,.40p.d = —qa,d+a+bTb,d1a+b for all a,b,d € G,
then M o @ has orthogonal rows for any circulant matrix M. Hence, at least theoretically,
(@ may not depend on M.

Similarly, let g1,¢92,93,94 € G be such that g1 + g2 = g3 + g4 and d be an arbitrary
element of G. Consider the 4 x 4-submatrix M’ of M given by the intersection of

where

rows {g1, g2, g3, 94} and columns {d,d + g1 + g2,d + g1 + g3,d + g1 + g} (7.7)

Matrix M’ is circulant over Z2. If for any such choice of g1, g2, 93,94 and d the submatrix
P’ of P at the intersection of rows and columns with the same indices, is like the matrix
P in Theorem 7.9 (i.e., M’ o P’ satisfies (5.6) for any circulant matrix M’), then M o P
satisfies the same condition.

Unfortunately, it is possible to show that for G = Z3 and larger groups such a matrix P
does not exist. The proof we have is computer aided. We will give a sketch of it, omitting
most of the details.

In order to prove this result, let us start with the matrix Q = P(). For any circulant
M the matrix M o Q must have orthogonal rows. Denote g,, = 2™ with ¢, € R. For
any a,b,d € G with a # b, we must have

q{l,d - qg,d = 1/2 + q;’d+a+b - ql/)7d+a+b (mod 1)

This gives a system of linear equations over reals modulo 1 with integer coefficients. Without
loss of generality we may assume that q67i = q§70 = 0 for all 7 € G. Solving this system for
G = 73, we find that this system has no solutions, hence such a matrix @ (and a fortiori
P) does not exist for G = Z§ with k > 4. For G = Z3, however, we get 16 solutions. One
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of them gives @ equal to

1 1 1 1 1 1 1
-1 -1 1 -1 1 1 -1
1 -1 -1 1 1 -1 -1
-1 1 -1 1 -1 1 -1
1 -1 -1 -1 -1 1 1
-1 -1 1 1 -1 -1 1
-1 1 -1 -1 1 -1 1
1 1 1 -1 -1 -1 -1

[ Tl e T o S S S S

But from the system we still get that all these solutions have entries in {0,1/2}. Hence, we
may assume, without loss of generality, that matrix P for G = Z3 has entries in {£1, +i}.
Then by exhaustive search it is possible to show that such P does not exist.

One possible complaint we would expect is that in a simple matrix M given by (6.4) (it
gives a circulant simplex for all groups) all off-diagonal elements are equal. Thus, in the case
of SIC-POVMs, we do not need to consider the most general case, and may assume that
M is the circulant matrix with the first row given by (a,b,b,...,b) where a,b are arbitrary
non-negative real numbers. In this case we may state the same questions: does there exist
a matrix @ such that M o @ is a scalar multiple of a unitary matrix and does there exist a
matrix P such that M o P satisfies (5.6), where M is an arbitrary matrix of the given form
and P, do not depend on M.

It turns out, that such matrix Q exists for all G = Z5. Indeed, take

Q1 — (_11 })

_ (@ Qk)
Qr+1 = <—Q£ Qr) -
Both Q and QF work for G = 7. These are “antisymmetric” (except for the diagonal
that consists only of 1’s) real Hadamard matrices.

But we get no new matrices P is such way. Indeed, such a matrix P should satisfy (5.6),
because one can take M consisting only of 1’s. Take distinct g1, g2, 93,94 € G such that
g1+ g2 = g3+ g4, and define matrix P’ as the submatrix of P at the intersection of rows and
columns indexed by {g1, 92, g3, g4} Index rows and columns of P’ = (p;;) by elements of 73.

and define

Then for any permutation (a, b, c,d) of Z2, P’ must satisfy (1);7(1)2(11);)7&)2 = f(pihb)Q(p;)’b)Q
and R, o Ry L R, o Ry, where R; is the i-th row of P’. It is possible to check using a
computer that then P’ satisfies (5.6) (we do not know an analytical proof of this fact). In
particular it means that Q = P is a general Q, i.e. M o @ has orthogonal rows for any
circulant matrix M over G. Hence, P cannot exist for G = Z3 or larger.

For G = Z3, a matrix P and any P’, as defined in the previous paragraph, must sat-
isfy (5.6). By subtracting, it follows that any submatrix P’ at the intersection given in (7.7)
must satisfy (5.6). From this it follows that M o P satisfies (5.6) for any circulant matrix
M. But we already know that such a matrix P does not exist.
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Thus, it is not possible to construct a matrix P that works for any choice of matrix M.
However, this does not mean that it is not possible to combine the ideas from this section
with some others to give nice constructions of homogeneous SIC-POVMs in dimensions 2*.



Chapter 8

Conclusion

In this thesis we have shown that constructions used in quantum state tomography (with
applications in other areas as well) have some common aspects with sequences with low
correlation. So, it turns out that classical information processing and quantum information
processing are not as distinct as it may seem. In particular, one of the famous lower bounds in
the topic of sequences with low correlation (the Welch bounds) gives a nice characterisation
of MUBs and SIC-POVMs. This connection has been known before in the terms of complex
projective t-designs. Also a construction by Alltop which was aimed to produce sequences
with low correlation, in fact, results in a construction of MUHs. It could be interesting to
try to use other constructions and bounds from one area in another.

Also, we have formulated the criterion that reduces the existence of a complete system of
MUBs or a SIC-POVM (or, more generaly, any complex projective t-design) to the condition
on orthonormality of a certain collection of vectors. We can mention the following advantages
of this approach:

Orthogonality Both definitions of MUBs and SIC-POVMs involve unobvious angles like %

or %H Our criterion allows to define them solely in the terms of orthogonal vectors.
1

Clearly, orthogonality is a much more studied notion than the angles like % and .

Modularity This approach makes it possible to characterize the contribution of each part
of the system in a concise way. This allows replacing some parts of the system by
other. For example, some Hadamards in a complete system of MUHs can be replaced
by others, if and only if the sums of weights on each arc in their K-graphs are the
same.

Homogeneous systems The modularity principle becomes most obvious in the homoge-
neous setting. In this setting which allows a unified treatment of complete systems
of MUHs and SIC-POVMs, we have only two matrices, and for each of them we are
mostly interested in the L-graph.

Separation of moduli and phases The problem of finding vectors breaks into the prob-
lem of finding the absolute values of the elements of these vectors, and then searching
phases for these vectors. Both these problems can be solved independently, that sim-
plifies the search in some cases.
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The main drawback of our approach is the complicated dependency between the elements
of a complex projective design and the system of vectors we are using in the criterion.

Another disadvantage of our criterion is that it seems not to work for non-complete
systems of MUBs. However, there are many other areas where the criterion is applicable.
For example, Scott in [52] proposes to use IC-POVMs that are simultaneously complex
projective 2-designs (he calls them tight IC-POVMs) and it is claimed that they are “as
close as possible to orthonormal bases for the space of quantum states”. In particular, in the
joint work with Roy [49], weighted complex projective 2-designs consisting of orthonormal
bases are investigated. The problem is to find such orthonormal bases By, By, ..., By of C™
and weights wg, w1, ..., w, that are non-negative real numbers so that the set {w;z | z €
B;,i=0,1,...,k} attains the Welch bound for k = 2. Such designs are proposed for use in
spaces where no complete systems of MUBs are known, i.e., in all dimensions that are not
prime powers. The following theorem is proved in [49]:

Theorem 8.1. The existence of a differentially 1-uniform function f from an Abelian group
G into an Abelian group N with |G| = n and |[N| = m implies the existence of a weighted
2-design in C™ formed from m + 1 orthonormal bases.

This allows us to build a complex weighted 2-design of n + 2 orthonormal bases in C"
when n + 1 is a prime power. This is one basis more than in the complete system of MUBs.
Our criterion is applicable in these settings as well, in particular, Theorem 8.1 can be proved
in a manner similar to the proof of Theorem 7.2.

8.1 Open problems

The main open problem that motivated this research and still remains open is the existence
problem of complete systems of MUBs and SIC-POVMs. So, what are the smaller problems
that arises from our thesis? It is hard to mention all of them, we will state ones that we
think are the most interesting.

It is interesting whether homogeneous systems of MUHs exist only in prime power di-
mensions. This question gives rise to two subquestions:

e Describe all dimensions in which the matrix consisting only of 1’s is satisfiable in the
sense of Section 7. In particular, are there interesting functions that satisfy condi-
tion (7.3), but does not satisfy (7.2).

e Decide whether Fourier matrices are the only L-maximal complex Hadamard matrices.
If they are not, what are other L-maximal Hadamard matrices and are they useful
in the constructions of complex projective 2-designs using the homogeneous systems
approach?

Another problem is to give a nice criterion for a circulant matrix M to be satisfiable.
This may a be complicated question, because the non-satisfiability of a matrix consisting
only of 1’s alone implies some deep combinatorial non-existence results.

A more promising area of investigation is construction of homogeneous SIC-POVMs that
are not group covariant. Because most of the research in the area deals with group covariant
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SIC-POVMs, some simple constructions may have been overlooked. Dimensions of the form

2% may be the easiest cases to start with.
It is also not clear to us at the moment how to deal with non-homogeneous SIC-POVMs

and systems of MUHs.
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