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Abstract

Data mining is a relatively new field of research whose major objective is to acquire
knowledge from large amounts of data. In medical and health care areas, due to regulations
and due to the availability of computers, a large amount of data is becoming available. On the
one hand, practitioners are expected to use all this data in their work but, at the same time,
such a large amount of data cannot be processed by humans in a short time to make
diagnosis, prognosis and treatment schedules. A major objective of this thesis is to evaluate
data mining tools in medical and health care applications to develop a tool that can help make

timely and accurate decisions.

Two medical databases are considered, one for describing the various tools and the
other as the case study. The first database is related to breast cancer and the second is related
to the minimum data set for mental health (MDS-MH). The breast cancer database consists

of 10 attributes and the MDS-MH dataset consists of 455 attributes.

As there are a number of data mining algorithms and tools available we consider only
a few tools to evaluate on these applications and develop classification rules that can be used
in prediction. Our results indicate that for the major case study, namely the mental health

problem, over 70 to 80% accurate results are possible.

A further extension of this work is to make available classification rules in mobile
devices such as PDAs. Patient information is directly inputted onto the PDA and the
classification of these inputted values takes place based on the rules stored on the PDA to

provide real time assistance to practitioners.
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Chapter 1

Introduction

The Healthcare industry is among the most information intensive industries. Medical
information, knowledge and data keep growing on a daily basis. It has been estimated that an
acute care hospital may generate five terabytes of data a year [1]. The ability to use these data

to extract useful information for quality healthcare is crucial.

Medical informatics plays a very important role in the use of clinical data. In such
discoveries pattern recognition is important for the diagnosis of new diseases and the study of
different patterns found when classification of data takes place. It is known that “Discovery
of HIV infection and Hepatitis type C were inspired by analysis of clinical courses

unexpected by experts on immunology and hepatology, respectively” [2].

Computer assisted information retrieval may help support quality decision making and to
avoid human error. Although human decision-making is often optimal, it is poor when there
are huge amounts of data to be classified. Also efficiency and accuracy of decisions will
decrease when humans are put into stress and immense work. Imagine a doctor who has to
examine 5 patient records; he or she will go through them with ease. But if the number of
records increases from 5 to 50 with a time constraint, it is almost certain that the accuracy
with which the doctor delivers the results will not be as high as the ones obtained when he

had only five records to be analyzed.

Structured query languages (SQL) are well known software tools with very little freedom
for manipulations and SQL is useful for finding information, as long as the user knows
perfectly what he or she is searching for. Once the user provides the Query the processor will
provide the user with the exact answer that is required for the solution. Sometimes we come

across cases where the patient has symptoms of fever and sweating. SQL cannot provide us
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with a diagnosis or decision about whether the patient is having a headache or a cold based

on the information provided.

This lead to the use of data mining in medical informatics, the database that is found in
the hospitals, namely, the hospital information systems (HIS) containing massive amounts of
information which includes patients information, data from laboratories which keeps on
growing year after year. With the help of data mining methods, useful patterns of information
can be found within the data, which will be utilized for further research and evaluation of
reports. The other question that arises is how to classify or group this massive amount of
data. Automatic classification is done based on similarities present in the data. The automatic
classification technique is only proven fruitful if the conclusion that is drawn by the

automatic classifier is acceptable to the clinician or the end user.

In this thesis we deal text data. A few of these problems like automated classification or
diagnosis can be solved with the help of context based text classification. Typical approaches
extract features out of the data that is submitted. These features are provided to machine
learning with the help of pattern extraction techniques. These features usually include some
patterns or words that can be used to extract the other words or patterns relevant to the end

user, which will help to categorize the data.

However, in this thesis we look at various data-mining tools, as all data is considered as
simple data, to perform automatic classification based on the testing data set and also provide
accuracy in terms of percentage with regard to the number of cases in the testing dataset, that

were classified correctly.

In both case studies presented in this thesis we know the categories or outcome with
respect to the different cases, thus we will concentrate mainly on supervised learning
methods in data mining. Suppose information regarding classification or outcomes of the

cases were not present, the result would be the use of unsupervised learning methods.



Although none of the data makes any sense to the complier or the machine learning
algorithms, text data are rather easier for classification and categorization than other types of
data. Also with text data, results are more accurate and are obtained more quickly than with

other types of data.

With mobile computing dominating the market it is possible to build software on mobile
or hand held devices such as a PDA or a smart phone. These devices are handier than
laptops and allow for easier access at all times. The drawback of today’s PDAs is that they
have low computing power and small storage capacity. Thus, running these algorithms on

PDA is not feasible due to these factors.

Lastly, some of the data mining algorithms make use of rules, which are required for
categorization. Rules are obtained based on patterns present in the training data set, which are
extracted by the various data mining algorithms. This rule-based stage can be performed on a
desktop. Once these rules are obtained they can be stored on a PDA. Inputs regarding the
patient can be fed to the PDA and classification of the input can take place based on the rules

stored in the device in real time.

1.1 Motivation:

There are numerous data mining tools and methods available today. Although
machine intelligence tools have been used for flying airplanes, sending rockets to space, the
use of machine intelligence with health related databases has been limited. Machine
intelligence can be used as a second opinion for clinical classification. In this thesis, we will

compare two case studies, both of which are related to health care.

The first database is used to classify data that is related to breast cancer and the
second is related to mental health care. The main case study is related to mental healthcare
and has 455 attributes for classification. The system we are trying to automate is the

minimum data set for mental health (MDS-MH). The MDS-MH system can be considered as
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the minimum number of questions that need to be answered for a proper diagnosis of mental

health.

Although there are a number of data mining tools in the market today, we use a few
of these tools to evaluate and draw to a conclusion on which is the best tool that can be used

for the MDS-MH database.

1.2 Goals and Objectives:

The application of artificial intelligence in healthcare is relatively new. The aim of
this thesis is to show that data mining can be applied to the medical databases, which will
predict or classify the data with a reasonable accuracy. For a good prediction or classification
the learning algorithms must be provided with a good training set from which rules or

patterns are extracted to help classify the testing dataset.

A number of data mining algorithms will be used in this work to show the drawbacks
and advantages. One of the tools has a built in preprocessing tool. A preprocessing tool is
used to convert raw data into a format understandable by the data-mining algorithm. The rest
of the tools require data to be sent to the algorithms in various formats. This will be

explained in detail in Chapter 2 of this thesis.

Once the testing data is classified with reasonable accuracy, the rules that are required
for classification can be extracted and placed on a mobile computing device such as a
handheld computer. Thus, once the data is inputted into the handheld, classification can be
done based on the rules that are stored in them. This will result in classification of data based

on the rules which does not require a lot of computation and is suitable for PDAs.



1.3 Thesis Outline:

Chapter 2 provides the general background and reviews the literature on data mining
models. Some of the models using similar problems are described. The background literature
of knowledge discovery, health informatics, data mining and the different types of tools that

are used in text mining are mentioned in detail.

Chapter 3 presents the system architecture and the model that was used for
implementation in the thesis. This chapter is mainly used for understanding the process in

getting the data till producing results using the data mining tools.

Chapter 4 consists of experiments that are designed for the two case studies using
different data mining tools that are described in Chapter 3. We show the accuracy obtained
for various classifications for the different tools. We draw some conclusion in Chapter 5

about the suitability of the tools for health informatics.



Chapter 2

Background and Literature Review

With the evolution of machines, we have found that some tiring and routine or
complex mathematical calculations can be done using calculators, finding specific
information in a large database can be done using machines fast and easily. We use machines
for storing information, remind us of appointments, and so on. As the size of the data was
increasing computer storage has increased. Due to the vast amount of data that was being
created humans invented algorithms that produce results once a query is supplied. Although
these tools perform very well, they can be used to perform only routine tasks. Automatic
classifications and other machine intelligence algorithms cannot be done using standard
database languages. This has led to the creation of machine intelligence algorithms that can
perform tasks supplied by humans and make decisions without human supervision. From the
evolution of machine intelligence came data mining. In data mining, algorithms seek out
patterns and rules within the data from which sets of rules are derived. Algorithms can
automatically classify the data based on similarities (rules and patterns) obtained between the

training on the testing data set.

Today, data mining has grown so vast that they can be used in many applications;
examples include predicting costs of corporate expense claims, in risk management, in
financial analysis, in insurance, in process control in manufacturing, in healthcare, and in

other fields.

Let us consider an example in health care. The number of people feeling sick and
getting admitted into clinics and hospitals are increasing proportionally. The growing number
of patients indirectly increases amount of data that are required to be stored. If a small
number of patients, visit a doctor during a given redundant, the doctor will be able to work

efficiently and provide proper care of the patient. Now consider the case when there is a large

6



number of patients’ coming to meet this doctor in the same period. We will find the quality
of care of the doctor will decrease. If the doctor has another colleague at his side he can at

times ask him for a second opinion before making decisions about the patient.

The idea of having a colleague next door at all times is not a feasible solution. Using
computers to provide a second opinion to the doctor can be a feasible solution. The
computers will search for patterns within the database and will provide the doctor with a fast

opinion of what the diagnosis of the patient could be.

2.1 Machine Learning:

Machine Learning is the study of computer algorithms that improve automatically
through experience [3]. Applications of machine learning range from data mining programs
that discover general rules in large data sets, to information filtering systems that
automatically learn users' interests. Machine learning can be used to develop systems

resulting in increased efficiency and effectiveness of the system.

Machine learning is also called concept learning. That is, computers can learn
concepts and patterns within the data. Machine learning is considered successful when it can
correctly find all the instances that consist of the right patterns and concepts. Although at
times a machine cannot categorize correctly all the instances due to high variations in

attributes present in the data.



The two important areas of application in machine intelligence are the following

¢ Knowledge discovery
o Knowledge discovery is defined as " “the non-trivial extraction of implicit,
unknown, and potentially useful information from data" [30]
e (lassification and Prediction
o Classification is probably the oldest and most widely-used of all the KDD
approaches [31]. Classification is learning a function that maps (classifies) a
data item into one of several predefined classes. [15]. Patterns that are
extracted using machine intelligence can be used to predict which class the

data falls under

A decision support system is similar to a machine learning system; it is a system that
suggests decisions based on the patterns found in the data. There are three components that

are required for a decision support system.

® The requirements of the end user
e Hardware and software products for the decision support systems

¢ [nterpreting with data mining process.

Listed below are a few applications that use machine intelligence

® Making credit decisions
¢ Increasing yield in chemical process control [25]

* Automatic classification of celestial objects [25]



2.1.1 Knowledge Discovery in databases [KDD] and data mining:

Traditional methods (Methods used before computers where introduced into
healthcare) use manual analysis to find patterns or extract knowledge from the database. For
example in the case of health care, the health organizations (E.g. The Center for Disease
Control in the US) analyze the trends in diseases and the occurrence rates. This helps health
organizations take precautions in future in decision making and planning of health care

management.

The traditional method is used to analyze data manually for patterns for the extraction
of knowledge. Take any field like banking, mechanic, healthcare, and marketing; there will
always be a data analyst to work with the data and analyzing the final results. The analyst
acts like an interface between the data and knowledge. We can, using machine intelligence

assist the analyst to produce similar results or knowledge from the data.

When we encounter patterns within a database we state the findings (patterns or rules)
as data mining, information retrieval or knowledge extraction and so on. The term data
mining is used mostly by statisticians, data analysts and the management information
systems (MIS) [7]. The difference between data mining and knowledge discovery is that the
latter is the application of different intelligent algorithms to extract patterns from the data
whereas knowledge discovery is the overall process that is involved in discovering
knowledge from data. There are other steps such as data preprocessing, data selection, data

cleaning, and data visualization, which are also a part of the KDD process.



2.1.2 The KDD Process

Knowledge discovery is the process of automatically generating information

formalized in a form “understandable” to humans [8].

Interpretation /
Evaluation

Data Mining
I .
Patterns

Iransformed
Preprocessad Data Data
cor

Preprocessing

Figure 1 Overview of the steps involved in the KDD process [1]

Three components are required for the KDD process, which are the following:

e A goal is the outcome we need to find from analyzing the data; Example: how many
people with X Y Z symptoms died with cancer?

e A database is where all the data and information about the system is located. Usually
this stage is used to know the background information. This information provided
will be related with the training data or examples provided which is used for the next
stage. Example, what does this attribute in the database stand for?

e A set of training examples, as described earlier, the system that is created is
automated, meaning the user only have to put in the database and information about
what he needs to find. First the system should be trained so that it can analyze the
similarities between various attributes of the training examples. The rules obtained
can be used to predict the outcomes in the testing examples.
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An outline of the steps that are in Figure 1 will be adequate for understanding the

concepts required for the KDD process. The following are the steps involved :

STEP 1:- The first step is to predefine our mission or a goal before discovering

knowledge. We also have to point out from which database we can obtain the knowledge.

STEP2:- Consider a case where we have millions of data points. We have to select a
subset of the database to perform the required knowledge discovery steps. Selection is the
process of selecting the right data from the database on which the tools in data mining

can be used to extract information, knowledge and pattern from the provided raw data.

STEP3:- Data preprocessing and data cleaning. In this step we try to eliminate noise that
is present in the data. Noise can be defined as some form of error within the data. Some
of the tools used here can be used for filling missing values and elimination of duplicates

in the database.

STEP 4:- Transformation of data in this step can be defined as decreasing the
dimensionality of the data that is sent for data mining. Usually there are cases where there
are a high number of attributes in the database for a particular case. With the reduction of
dimensionality we increase the efficiency of the data-mining step with respect to the

accuracy and time utilization.

STEP 5:- The data mining step is the major step in data KDD. This is when the cleaned
and preprocessed data is sent into the intelligent algorithms for classification, clustering,
similarity search within the data, and so on. Here we chose the algorithms that are
suitable for discovering patterns in the data. Some of the algorithms provide better
accuracy in terms of knowledge discovery than others. Thus selecting the right

algorithms can be crucial at this point.
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STEP 6:- Interpretation. In this step the mined data is presented to the end user in a
human-viewable format. This involves data visualization, which the user interprets and

understands the discovered knowledge obtained by the algorithms.

2.1.3 Data mining

As we said before data mining is one among the most important steps in the
knowledge discovery process. It can be considered the heart of the KDD process. This is the
area, which deals with the application of intelligent algorithms to get useful patterns from the

data.

Some of the different methods of learning used in data mining and as follows :

e (lassification learning:- The learning algorithms take a set of classified
examples (training set) and use it for training the algorithms. With the trained
algorithms, classification of the test data takes place based on the patterns and
rules extracted from the training set. Classification can also be termed as
predicting a distinct class.

e Numeric predication:- This is a variant of classification learning with the
exception that instead of predicting the discrete class the outcome is a numeric
value.[16]

e Association learning:- The association and patterns between the various
attributes are extracted are from these rules arecreated. The rules and patterns
are used predicting the categories or classification of the test data.

e C(Clustering: - The grouping of similar instances in to clusters takes place. The
challenges or drawbacks considering this type of machine learning is that we

have to first identify clusters and assign new instances to these clusters.
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There are several learning methods that can be used within each type of learning
methods (E.g. Decision Tree can be considered as a classification technique, K™ Nearest
Neighbor is considered as a clustering technique) but regardless of the learning methods,
concept is given to the notation on what is to be learned and concept description is the

outcome produced by the instance after the learning procedure.

Out of these four types of learning methods we will be only concentrating our work
on two, namely the classification learning and association rules. A number of different types
of classification and association techniques are mentioned in the next chapter. Classification
type of learning is also called supervised learning and clustering is called un-supervised

learning.

2.1.4 Text mining

Data can exist in many forms such as videos, images and text. Data mining can be
used to extract useful information from any form of data. Text mining is the application of

intelligent algorithms to extract useful information from unstructured text.

In text mining the goal is to discover unknown information. Thus to convert the KDD
process to map in the text mining process we will have to replace all the instances of the

word data in Figure 1 by text in all the steps of the KDD process.

Text mining is important given that many systems include databases with attributes
present in text format. The algorithms in data mining need not be modified for each type of
data. Typically data has to be converted either to text format or to binary format by the

compiler before being classified by the algorithms.
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Similarly to data mining, text mining has many applications. Some of them are the following:

Retrieving documents: Query processing plays a very important role in efficient
information retrieval. With the help of text mining we will be able to effectively produce
queries that generate better results with respect to the completeness and the effectiveness of

the retrieval process.

Document identification: The goal of automatic-learning algorithms is to analyze
documents based on patterns and categorize them accordingly. This goal is accomplished by
means of keywords, which are used to identify which author has written the document and
also can be used for automatic classification of research papers and journals. This is done by
comparing technical taxonomies, linguistics or even using the frequency count method

(Depending on the frequency of certain words used we can sometimes identify the author) .

Prediction or forecasting: Based on time series, we can use text mining for prediction,
which will prove useful in forecasting and finding the changes that need to be made using

time sensitive patterns.

Other advance cases for the use of text mining are in the area of genomic analysis and

DNA study.

One important issue in text mining is the existence of duplicates and inconsistencies
in the data. Usually there are cases when text is repeated or some attributes are present in two
different scales. There are cases when there are missing attributes. With the help of
preprocessing, we can eradicate to a certain extent most of the noise present in the data. Data

processing results in greater efficiency in running the intelligent algorithms.
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2.2 Health informatics [17]

Healthcare is a very research intensive field and the largest consumer of public funds.
With the emergence of computers and new algorithms, health care has seen an increase of
computer tools and could no longer ignore these emerging tools. This resulted in uniting of
healthcare and computing to form health informatics (Health informatics exists since the
1950’s). This is expected to create more efficiency and effectiveness in the health care

system, while at the same time, improve the quality of health care and lower cost.

Health informatics is an emerging field. It is especially important as it deals with
collection, organization, storage of health related data. With the growing number of patient
and health care requirements, having an automated system will be better in organizing,
retrieving and classifying of medical data. Physicians can input the patient data through
electronic health forms and can run a decision support system on the data input to have an
opinion about the patient’s health and the care required. An example in the advances in
health informatics can be the diagnosis of a patient is health by a doctor practicing in another
part of the world. Thus healthcare organizations can share information regarding a patient
which will cut costs for communication and at the same time be more efficient in providing

care to the patient.

There are other issues like data security and privacy, which is equally important when
considering health related data. Thus Health informatics "deals with biomedical information,
data, and knowledge--their storage, retrieval, and optimal use for problem solving and
decision making"[17]. This is a highly interdisciplinary subject where fields in medicine,

engineering, statistics, computer science and many more come together to form a single field.
With the help of smart algorithms and machine intelligence we can provide the
quality of healthcare by having, problem solving and decision-making systems. Information

systems can help in supporting clinical care in addition to helping administrative tasks. Thus
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the physicians will have more time to spend with the patients rather than filling up manual

forms.

First the paper forms that are filled by the physicians are converted into electronic
forms. Programs can be built around these forms to help in input validations. Some of the
validation steps can be in the form of cautions provided when fields are inputted with invalid
values; another type of validation can be to make sure attributes of high priority are not left

empty by the user.

The informatics part of health care can take care of the structuring; searching,
organizing and decision making with the emergence in health informatics came many
important research ideas and fields of study. One among them is the Resident Assessment

Instrument (RAI).

2.2.1 Inter-Resident Assessment Instrument (Inter-RAI):

The Inter-RAI is a comprehensive standardized instrument for evaluating the needs,
strengths and preferences of psychiatric patients in institutional settings [10]. Inter-RAI aims
at patients with acute care and long term needs. Inter-RAI consists of a collection of patient
assessment instruments, which are used to gather information, such as patient’s strengths and
needs, and are also used to develop individual care plans for different patients. These
assessments can be updated according to the patients’ health which should improve the care
that is provided to the patient. The Inter-RAI is basically a structured idea of how to produce
a well-defined approach to identify the problem with respect to treating a patient who
requires long-term care. There are more than eight different types of Inter-RAI assessment
instruments. These set of assessments are customized according to the patients requirements,
thus not all the patients will have the same assessment form, which means a patient with
acute care needs with regard to old age facilities will have different assessment forms as
compared to one who requires acute care in mental health. The forms have all the
information or questions that are related for a particular assessment.
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In Inter-RAI there are a number of forms that are required for diagnosis
corresponding to certain health care issues such as with some acute care or diagnosis of
patients with mental health. The Inter-RAI collection of instruments is also a kind of
minimum data set instruments. This can be considered as the minimum number of questions
that are required to make a proper diagnosis of a patient with respect to a certain acute

problem.

All well-defined problem identification process follows similar steps as mentioned

below where RAP is the resident assessment protocol.

Assessment .| Decision —-Making R Care Plan
(MDS / other) " (RAPs / other) "|  Development
Evaluation P Care Plan P
A Implementation |

Figure 2 Assessment format for the Inter-RAI system

The end result of implementing these forms is, improved resident care and better
quality of life due to the thorough diagnosis of the patient with the help of the Inter-RAI
forms. Increasing attention provided to each resident should result in the patient responding
better to treatment. Clinical staff will have a clearer picture having all the documentations of
the patient in hand and thus producing effective communication between staff members and
individual residents. The documentation of the Inter-RAI is clear and there will be only one
answer to each question. With proper documentation there should be fewer clerical errors

and, at the same time, educating new staff members will be easier.
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The RAI consists of three basic components they are as follows

e Minimum data set (MDS)

MDS, as the name suggests is the minimum data which is required to consider a
proper care of a patient with long term health care need with regard to diagnosis in mental
healthcare, acute care or assessment of chronic care/ nursing home. The patients’ needs with
respect to care, problems and conditions of medication are mentioned within this
documentation. The MDS can also be viewed as a screening questionnaire, which can be
used for initial classification or categorization of the patient. The conditions, illness and care
that were provided to the patient before his admission are considered or mentioned within
this set of documents. The questionnaire with regard to MDS Version 2.0, which is available
online, is affixed in the appendix of this thesis. With the help of this questionnaire, we have a

thorough analysis of the patient’s illness and needs with regard to his long term care.

Triggers:- Sometimes during the period of examination, it is found that some
residents respond better to one or the other combinations of MDS attributes. These triggers
are used to identify patients who have the risk in developing some specific functional

problem and require further evaluation using the resident assessment protocol (RAP).
e Resident Assessment protocols (RAP).
Every attribute in the MDS form can be considered as a question that required to be
answered to assess a patient’s needs. Some times the data that is obtained for a particular
attribute will not be sufficient for proper complete assessment, thus we need to provide more

information with regard to this particular attribute.

Thus RAPS can be used to provide individual care to each patient with respect to

social, medical and psychological problems.
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e Utilization Guidelines

This can be considered as the documentation of the RAI system. Thus there will be no
misunderstanding with regard to attributes and training that will have to be given to
newcomers for completing the RAI-MDS forms. This is very important as this will help
prevent misunderstanding or misrepresentation of attributes during the form filling

procedures.

There are many forms of RAI that have been classified for different sectors of

healthcare. These are a set of forms that will help proper assessment of a patient.

Some of the different types of assessment instruments are as mentioned below

e RAI 2.0 used for assessment in chronic care/ nursing home [10]
e RAI-HC used in home care [10]

e RAI-MH used in diagnosis of mental health [10]

e RAI-AC for Acute care [10]

e RAI-PAC Post-Acute Care- Rehabilitation [10]

The advantage of the RAI system is that they are integrated with one another. There
are a number of applications for the RAI systems. RAI/MDS data is mainly used for care
planning, determining quality indicators, outcome measurement, case-mix-based funding and

determining eligibility for services. [10]

In this thesis we are concentrating on the use of data that is obtained from RAI-MH.
The MDS-MH is an assessment instrument for psychiatric patients. The presence of an
accurate MDS-MH assessment lays the groundwork for the tasks that will follow : problem
identification, determining problem cause, consequence and specification of care goals and
necessary approach to the case [12]. The assessment form deals with all the information that

is required to give proper health care to patients with long time mental problem and care. The
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assessment forms give information regarding which of the four categories will a patient be

admitted looking at the various attributes in the assessment form.

The four categories of patient classification are
e Acute Care
e [Longer term patient
e Forensic patient

e Psychogeriatric patient

The RAI-MH has data obtained from 43 hospitals with around 4000 patients. There
are 455 attributes that are used for the classification of the patient into the four major

categories in mental healthcare.

Some of the sections that are present in the minimum data set for mental health

(MDS-MH) are the following:

e Name and identification numbers

e Referral items

e Mental health service history

® Assessment information

e Mental state indicators

e Substance use and extreme behavior
e Harm to self and others

e Behavior disturbance

e Self care

e Medications

e Health conditions and possible medication side effects

e Service utilization and treatment

20



An advantage of the MDS-MH is some of the attributes with respect to the patient are
based on time series. Thus we can refer to an attribute of importance to the clinician over a
particular period to check on the improvements and changes that need to be made with
respect to patient care. In most cases the information is obtained from the patient or a person

representing the patient, this means that all the information obtained in first hand.

2.3 Summary

This chapter provides an overview of the different components that are required for
the architecture of the PDS based system. It also overviews different components such as,
MDS-MH and machine intelligence. The case study which will be explained in the following
chapters will focus mainly on the data obtained from the MDS-MH database. The next
chapter is focused on the different types of the data mining algorithms and tools that will be
used for running different experiments described in this thesis. The next chapter also includes

the preprocessing stages, and forms the center of the thesis.
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Chapter 3

System Architecture and model

3.1 System architecture

The different components of the systems are as connected as shown in Figure 3. The
flow of the system starts with the collection or raw data, which is used for data mining. This
data is first preprocessed by the different tools and converted into formats understood by the
different tools that are used in the mining process. Missing values can be either filled in the
preprocessing stage or by using a separate tool, for example as the one shown in the WEKA
software, explained later. The training part of the cleaned data is first passed into the
different data mining tools where similarities in the patterns are extracted. Once these
similarities in the data are extracted they can be called as patterns or rules. Based on these

patterns and rules obtained classification of the testing data set takes place.

Raw Data | Preprocessing | Filling missing
the data 1 values

TOOL

Formatting data into different formats |
required for the different Tools

\ 4 \ 4 \ 4 \ 4

LVQ _PAK CRUISE WEKA DISCOVER
*E

A 4 A 4

.| Results obtained and checking |
accuracy obtained

A
4

Figure 3 System Architecture
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An objective of this thesis was to develop a tool that can be developed on a handheld
or a mobile computing device, such as a PDA. We can implement these tools to work well on
a computer say a desktop or a laptop, but integrating the same tool on a hand held can be
rather tricky. The drawback of this type of device is that they have low memory and low

computational power.

Thus, instead of storing all the data and the data mining algorithms on the tool,
handheld device, we run these tools on desktop computers and save only the inference engine
or the rule set on the PDA. We then input the data directly on the PDA and the rule set can be
run to provide the required answer. When there is need for large computing power, with the
help of an Internet service, we can send the data to the server where computation can take
place and output the results from the server to the PDA. Thus the architecture of the system

with the PDA in mind is as shown below

Server Side Program PDA Side Proeram

Rules stored on the PDA

A 4

Raw Data (Training dataset)

A

Data inputted on the PDA
Pre-process Data (Test data)

'

Classification based on the Rules

y

Result
Accurate?

A

Data Mining Algorithm or
Decision making tool

A

Rules extracted

Input obtained from the PDA NO

A

l YES

Classification based on the Rules Output the Results on the PDA

extracted

A

Figure 4 Detailed architecture of the system
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3.2 Data preprocessing

Each algorithm requires data to be submitted in a specified format. The generation of raw
data into machine understandable format is called preprocessing. Other steps that are
performed during preprocessing are the transformation of the attributes in the database into a

single scale and the replacement of all the missing values in the data.
® Machine understandable format

Raw data can be stored in several formats, including text, Excel or other database

types of files. Sometimes the raw data is not in any format.

Having data already in a format understandable by algorithms can result in better time
efficiency with respect to processing of the data. In most cases the rows represent a single
case and columns represent the attributes that are present within this case. In some of the free
databases that are available online most of them are in comma separated value (CSV) format.
That is all the attributes are separated by commas and two commas simultaneously stands for
a missing data attribute. Sometimes when attributes are missing, instead of finding an empty

space we may find a question mark in place of the missing attribute.

In the WEKA tool for example, the data should be stored in the Attribute-Relation
File Format (.ARFF format) as the data type of the attributes must be declared. The system
does not automatically classify the attribute as being real or categorical. An example of the

ARFF format will be described in the next section of the chapter.
The Wisconsin breast cancer database is described below to illustrate how the

preprocessing is done to provide inputs to each of the machine intelligent tools that were

used.
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3.2.1 Raw data

The raw data usually has a great deal of noise. Raw data cannot be used
directly for processing, with the machine-learning algorithms. They first need to be
preprocessed into machine understandable format. The breast cancer database of Wisconsin

[29] is considered as an example to demonstrate preprocessing.

The data type of the attributes with the raw data are given below

# Attribute Domain

1. Sample code number id number
2. Clump Thickness 1-10

3. Uniformity of Cell Size 1-10

4. Uniformity of Cell Shape 1-10

5. Marginal Adhesion 1-10

6. Single Epithelial Cell Size 1-10

7. Bare Nuclei 1-10

8. Bland Chromatin 1-10

9. Normal Nucleoli 1-10

10. Mitoses 1-10

11. Class: (2 for benign, 4 for malignant)

A row represents one patient’s case with values of attributes mentioned above separated by a

comma. Examples of a few cases in the data set are as follows:
1016277,6,8,8,1,3,4,3,7,1,2

1017023,4,1,1,3,2,1,3,1,1,2
1017122,8,10,10,8,7,10,9,7,1,4
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In the database the attribute ID number will not contribute any information towards
the machine intelligence in determining whether the person has cancer or not so that column

will be removed from all the cases within the database.

3.2.2 Machine understandable format in WEKA

Most data mining tools can use data in the CSV format for running the machine
intelligent algorithms. The data that is used for WEKA should be made into the following
format shown in the table below and the file should have the extension dot ARFF (.arff). The
last attribute where the classification of the patient is done is made into a categorical format,
that is, the classification attribute ‘diagnosis’ takes string values ‘a’ when cancer is benign

and ‘b’ when cancer is malignant. The missing values are replaced by ‘?” mark.

@relation 'cancer’

@attribute 'ClumpThickness' real
@attribute 'UCellSize' real
@attribute 'UCellShape' real
@attribute 'MAdhesion' real
@attribute 'SEpithelialCellSize' real
@attribute 'BareNuclei' real
@attribute 'BlandChromatin' real
@attribute 'NormalNucleoli' real
@attribute 'Mitoses' real
@attribute 'Diagnosis' {'a','b'}
@data

6,8,8,1,3,4,3,7,1,a
4,1,1,3,2,1,3,1,1,a
8,10,10,8,7,10,9,7,1,b
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3.2.3 Machine understandable format in CRUISE

Two files are required for the compilation of the database with respect to the CRUISE
software. One file contains the description of the attribute and the other file consists of all the
data that is present in the database. In the description file “bcancerwis.txt”, is the file where
the data is located and ‘? is used as a code for missing values. The rest of the data consists of
information about the different attributes, e.g. ‘c’ in vartype means the attributes is
categorical. In these cases ‘n’ means the attribute is numerical and‘d” means that the attribute

is dependent and so on.

The description file appears as follows

bcancerwis.txt

?
column,varname,vartype
1,ClumpThickness,n
2,UCellSize,n
3,UCellShape,n

4, MAdhesion,n
5,SEpithelialCellSize,n
6,BareNuclei,n
7,BlandChromatin,n
8,NormalNucleoli,n
9,Mitoses,n

10,Diagnosis,d

The data file is a CSV format file

6,8.8,1,3,4,3,7,1,a
4,1,1,3,2,1,3,1,1,a
8,10,10,8,7,10,9,7,1,b
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The data used as input in CRUISE looks similar to the one used in WEKA. The
difference between the two is that, in WEKA the descriptive file of the attributes is present
within the dataset and in the case of CRUISE there are two files which need to be inputted to
the tool, one containing the description of the attributes and another containing the dataset as

shown above.

3.2.4 Machine understandable format in Discover*E

For the Discover*E tool the data is provided in a similar format as the CSV
file with the name of the attributes at the first line of the data set. This data set is first sent
through the Importer tool which automatically converts the data into the machine
understandable format for the Discover*E tool. The file that is created has a dot mining

(.mining) as the extension of the processed file.

Raw data in CSV format provided to the importer tool.

ClumpThickness,UCellSize,UCellShape,MAdhesion,SEpithelialCellSize,BareNuclei,
BlandChromatin,NormalNucleoli,Mitoses,Diagnosis

6,8,8,1,3,4,3,7,1,a

4,1,1,3,2,1,3,1,1,a

8,10,10,8,7,10,9,7,1,b

Preprocessor tool that is present in Discover*E software.

Unlike the other tools, the data need not be stored in a particular format. The data, which
is provided above, is in the CSV format with “?” representing the missing data in the
database. This tool makes the data into a format suitable for this tool to provide data analysis

easily. Some of the functions performed in this tool are the following :
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e Data sampling
e Attribute exclusion

e Feature attribute selection

The preprocessor creates two files one in Text format and another file with the extension
‘miningdata’. The text file contains the case where the user can see what is used as an input
to the Discover *E tool. The miningdata file is used as the input to the various tools that is

present in the Discover*E tool.

3.2.5 Machine understandable format in Learning Vector Quantization

In the LVQ the data presented to the tool is not in the CSV format. The attributes are
separated by space and the missing value is represented by ‘x’. The number of attributes that
are present to make the diagnosis should also be specified. If we look at the example of the
raw data given below we see that there are 9 attributes that are required for the classification
attribute mentioned in the last column. Thus the number 9 has to be mentioned in the first
line of the dataset, which relates to the number of attributes that are present. Also all the

attributes should be given in real numbers.

The first few lines of the data looks like this :
9
6.0,8.0,8.0,1.0,3.0,4.0,3.0,7.0,1.0,a
4.0,1.0,1.0,3.0,2.0,1.0,3.0,1.0,1.0,a
8.0,10.0,10.0,8.0,7.0,10.0,9.0,7.0,1.0,b
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3.2.6 Filling up missing and incomplete values

Sometimes there are attributes that are incomplete or missing. A common method of
representing missing data, is inputting values that cannot be found in the data e.g. represent
missing data as “-1”. If an attribute is empty usually one may think that the case is less
useful than the rest of the cases in the data set. This is not true as each of the other attributes
contributes useful information towards the set of attribute category. When there are missing
values, instead of leaving them as missing, there are a number of methods that can be used

for filling these missing attributes.

Having efficient methods to fill up missing values extends the applicability in terms of
accuracy for many data mining methods. The accuracy of the tool is increased and with a
larger training set better rules and decision trees can be developed which contributes towards

better classification of the data.

The most common method of filling the attributes quickly and without too much
computation is to replace all the missing values with the arithmetic mean or the mode with
respect to that attribute. The other methods are to run a clustering algorithm and replace the
missing attributes with the attributes of cases that appear close in an n-dimensional space. In
the WEKA tool the latter method is implemented. The other tools that are used in this thesis
can handle missing values but we have not found instances where the missing values were

replaced by other quantities such as the one displayed in the WEKA tool.
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3.3 Different Data mining Algorithms and Tools

There are a number of machine intelligent tools that are available in the market but at
the same time not all tools are the best for all problems in the data set. Different data sets will
produce different results based on the algorithms used. In this thesis we will be testing some
algorithms based on decision trees, rule based classification, probability and soft computing.

Our aim is to find the best tool that is available for the RAI-MH tool.

Decision Tree

Decision tree is one of the easier data structure to understand data mining. Rules from
the training dataset are first extracted to form the decision tree which is then used for
classification of the testing dataset. A decision tree is necessarily a tree with an arbitrary
degree that classifies instances. They are a powerful tool for classification and predication
but require extensive computation. Creating the tree based on the training set takes time
although making decisions once the tree is made is not time consuming. Classification tree
algorithms may be divided into two groups: one whose result is a binary tree and other that

yields non-binary trees (also called multiway) splits [13].

In decision trees, the leaf node represents the complete classification of a given
instance of the attribute and the decision node specifies the test that is conducted to produce
the leaf node. Thus with a decision tree, the sub tree that is created after any node is

necessarily the outcome of the test that was conducted.

A decision tree is used to classify a certain instance from the root of the tree till the
leaf node which provides the outcome of that instance. A major issue in using decision tree is
to find out how deep the tree should grow and when it should stop. Usually if all the
attributes are different and lead to the same outcome, the decision tree might not be the most

effective in making decision and, at the same time, the size of the tree will be large.
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There are a number of algorithms that are based on decision trees. We will be
comparing results of different decision tree based tools to evaluate each for a given dataset.
We hope to determine the decision tree or algorithm that provides better accuracy for the
particular dataset. Some of the most common and effective types of algorithms based on
decision trees are C 4.5, FACT and Classification and Regression Tree (CART) [27].
Discover*E and Weka are based on the C4.5 learning algorithm and Cruise is based on
FACT. The C4.5 is a modified version of the basic ID3 algorithm. (See Appendix A for the
algorithm)

Hefs

Before creating the decision tree we create rules that correspond to the paths on the

Figure 5 Decision Tree

decision tree. Once the rules are created the decision tree is made. From Figure 5 it is noted
that the decision node is actually an attribute, which is characterized by the values present in

it to describe a symptom or take a decision.
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Figure 6 shows a decision tree that used in making decisions about contact lens
research. The subset of the database that is used to create this decision tree and the attributes

that are present in the database are as follows:

Example of the data that is present in the database is

111113
211122
311213
411221
512113

The attributes present in each column represent the following,

Index number

Age of the patient: (1) young, (2) pre-presbyopic, (3) presbyopic
Spectacle prescription: (1) myope, (2) hypermetrope
Astigmatic: (1) no, (2) yes

Tear production rate: (1) reduced, (2) normal

Classification (1) Hard contact lens (2) Soft Contact Lens (3) No Contact Lens

First the rules are extracted from the database. Once the rules are extracted, the rules
are converted into nodes and paths for the tree. Figure 6 represents the decision tree that is
created and the rules that are present in creating the tree can be easily understood and
visualized. This is one of the advantages of a decision tree. Created below is a binary tree
using the rules extracted or provided. Sometimes decision trees are not in binary format when

the attributes are increased and there is a lot of correlation between the data.
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Tear production rate

/

/ Reduced

Normal

Astigmatism

None

Soft Spectacle prescription

Hypermetrope

Hard None

Figure 6:- Decision tree for the contact lens data [14].

From the decision tree we can decide what prescription should be given to this person
based on the symptoms that occur to him. The decision tree is easy to analyze when the tree
is small but when the number of variables e.g. symptoms, increasess the size or height of the

tree will also increase.

3.3.1 WEKA

The WEKA software was developed in the University of New Zealand. A number of
data mining methods are implemented in the WEKA software. Some of them are based on
decision trees like the J48 decision tree, some are rule-based like ZeroR and decision tables,
and some of them are based on probability and regression, like the Naive bayes algorithm.

These are explained next.
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J48 algorithm method in Weka

The C4.5 algorithm is a part of the multiway split decision tree. C 4.5 yields a binary
split if the selected variable is numerical, but if there are other variables representing the
attributes it will result in a categorical split. That is, the node will be split into C nodes where
C is the number of categories for that attribute [13]. The J4.8 decision tree in WEKA is based
on the C4.5 decision tree algorithm. The C4.5 learning algorithm is described in Appendix

A. In section 4.1.1 more details are given on the tree that is obtained using the J4.8 tool.

ZeroR method in Weka

In the ZeroR method, the result is the class that is in majority when the attributes are
categorical and, when they are numerical. For example, when we consider the data for
Cancer if there is an attribute with just Yes and No options, if the Yes class occurs for a
majority then the output for ZeroR for this attribute is always Yes. Thus the ZeroR is always
considered as the base case for data mining. Applications that work on the principles of data

mining should not provide results worse than ZeroR.

Decision table method in Weka

Machine learning algorithms are designed to educate themselves based on the
patterns and rules extracted from the training dataset. Thus having a good training set can
improve the efficiency with respect to the extraction of rules and patterns. There are two
ways to selecting the attribute subset. The first consists of using the “filter method” where
attributes are filtered to have the best set of outcome before the learning procedure. The
second consists of the “wrapper method” where the learning method is placed within the
selection procedure. The decision table that is used in WEKA does attribute selection using
the wrapper method. Attributes are based on measuring the cross validation performance for
different subsets of attributes and choosing the best performing subset. If some of the cases

are not classified using the wrapper method in the decision table, the majority class from the
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training dataset is assigned to these cases. There is also an option in WEKA where one can

set the closest match to that instance, which improves performance of the tool significantly.

Naive Bayes method in Weka

This method is based on probabilistic knowledge. This method goes by the name
Naive Bayes, because it’s based on Bayes’s rule and “naively” assumes independence- it is
only valid to multiply probabilities when the events are independent [16]. Thus the naive
bayes rule outputs probabilities for the predicted class of each member of the set of test
instance. Naive Bayes is based on supervised learning. The goal is to predict the class of the

test cases with class information that is provided in the training data.

The Naive Bayes classification reads a set of examples from the training set and uses
the Bayes theorem to estimate the probabilities of all classifications. For each instance, the

classification with the highest probability is chosen as the prediction class.

The naive Bayesian classifier traditionally makes the assumption that a single
Gaussian distribution generates numeric attributes [12]. Two types of Naive Bayes

algorithms are mentioned below:

* Naive Bayes (NB)
e Simple Naive Bayes (SNB)

The difference between the two is that in NB the probability of the attributes are
calculated based on normal distribution’s mean, standard deviation, weighted sum, and
precision but SNB is only based on mean and standard deviation. In this thesis we use NB

method while running the experiments.
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3.3.2 C(lassification Rule with Unbiased Interaction Selection and Estimation

(CRUISE).

CRUISE is a powerful data-mining tool based on decision tree classification. It is
based on an older classification tree algorithm called Fast Algorithm for classification trees
(FACT) [28]. It has fast computational speed because it employs multiway splits; this
precludes the use of greedy search methods [11]. (In greedy methods at each stage in a
problem we don’t have to find solutions of the sub problems, we just assign what solution
looks best at the moment). There are some unique features in the FACT tree as compared to
the Binary split type of tree. For instance, unlike some decision trees the nodes in FACT are
split according to the number of classes that are present for the attribute. Therefore, there will

a path or a permutation for all possible combination of the attributes.

There are a number of different formats that can be implemented in decision
algorithm tree, for instance, there are decision trees with a univariate split and there are other

trees with a linear combination split and others with multiway split.

3.3.3 Discover* E.

The Discover*E tool is similar to WEKA in the sense that it includes number of
decision making algorithms built in. This tool is used to explore the different data mining
activities, utilizing algorithms that where developed by Pattern Discovery Software Systems
Ltd and the PAMI lab of the University of Waterloo. Algorithms that are used in this

software are based on probability, decision trees and association rules.

There are three tools that are used for classification :

e Decision tree
e Rule based

® Dependence tree
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Decision tree Classification.

Similarly to the WEKA software, the decision tree that is used in Discover*E is based
on the C4.5 algorithm with some changes. The decision tree creates a classification tree that
is based on the categorical and classification objects that are present in the database. Once the
classification tree is created, rules are extracted from the tree and the classification of the test
data is conducted. There is also a graphical image of the tree that is provided which will help
us in understanding and traversing the tree. ( See Appendix A for a description of the C4.5

algorithm.)

The decision tree for Discover*E works as follows,

The decision tree tool reads the data that is provided to it in the ‘miningdata’ file
format. The tree is created based on the rules extracted. The results obtained are stored in an
XML file where as, the rule set extracted are stored in a rule-set file in the ‘miningdata’

format.

Rule based classification

Rule based classification is another alternative in data mining to the decision tree method.
Thus a rule can be broken up into two parts, the condition (IF) can be considered as one of
the tests that are used at the decision node of the decision tree and the conclusion (THEN)
that is drawn stands for the classification of the case when this rule is considered. An
example of arule is If A =1 and B = 3 then C = True. Thus in the above example “If A =1
and B = 3” can be considered as a test and the conclusion that is drawn “C = True” is

considered as the conclusion or the classification of the test conducted.

Another point that needs to be made is that there exists another kind of rule-based
classification called the association rule. Although the association rule is very similar to the

classification rule, a difference is that association rule can predict any attribute as well as the
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final classification and it can be also used to predict any combination of attributes. Thus there
can be a number of association rules that are obtained from a small database. This is the

principle used in the Association discover tool in Discover*E.

For the rule based classification method in Discover*E there are two components that

are required simultaneously: Association discovery and rule based classifier.

® Association discovery

This is used to extract the patterns and rules that are present within the data. A
relationship between the attributes is created. For example, when attribute A has a certain
value the attribute B will have this value. Relations like this are developed and once a
relation is created between the attributes it is easy for categorization and classification.
The tool discovers higher order event association between the attributes and the algorithm

is based on the US patent 5809299.

e Rule classifier model

In this tool, the patterns are provided with weights (scores or points) and significant
patterns are converted to rules. The weights are allocated based on the number of times
each pattern is discovered. If similar patterns are discovered more than once the weights
allocated to them are increased. The rules are also provided with weights and then each
object in the test data is classified one at a time with this tool. This algorithm is also a

part of the patent mentioned above.
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Dependence Tree Classification:

The dependence tree is based on probability, which is based on the second order
mutual information and maximum spanning tree. With the obtained probabilities the tool
classifies the test data. A tree, similar to a decision tree is created but based on the
probability of occurrence of different attributes. Once the higher order probabilities and the

dependence tree is created the classification then takes place.

3.3.4 LVQ_PAK]|20]

The Learning Vector Quantization (LVQ) aims at defining the decision surfaces
between the competing classes. The decision surfaces obtained by a supervised stochastic
learning process of the training data are piecewise-linear hyper planes that approximate the
Bayesian minimum classification error (MCE) probability [19]. This tool is considered a
supervised version of the self-organizing map algorithm [20]. The goal of the algorithm is to
approximate the distribution of the class using a reduced number of class vectors, thus
resulting in minimization of classification errors. This algorithm is similar to the back

propagation algorithm in neural networks [20].

LVQ is based on feed forward neural network algorithm [20].( Feed forward Neural
network is one which has one or more inputs that are propagated through a variable number
of hidden layers where each layer contains a variable number of nodes, which finally reaches
the output layer which contains more than one or more output nodes.) The vector
quantization algorithm sets a number of reference vectors or also called codebook vectors
into a high dimensional space. This is to set the dataset supplied to the algorithm into an
orderly form. The main purpose of learning vector quantization is for statistical classification
that defines class regions in the input data space. A subset of similar vectors is placed into

each class region.
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There are a number of different implementations with respect to the Learning vector

quantization algorithm a few of them are mentioned below :

e LVQI
e OLVQI
o LVQ2.1
e LVQ3

e OLVQ3

The tool implemented in LVQ_PAK can work using most of the above algorithms.
The one used in this research is the OLVQI1, which is the optimized version of the LVQI1
method. In the LVQI method a single best matching unit is selected and moved closer or
further away from the testing data set per iteration. In the case of optimized learning vector

quantization each of the codebook vectors has its own learning rate.
A description of the LVQ method along with the formulas are given below,

Assume many of the codebook vectors are assigned to each class of x values and x is

determined to be the same class to which the nearest m,belongs. (The variable m, is a

parametric reference of code book vector for node i.) Let c¢= arg min {llx—m]ll} be

defined as the index of the nearest m, to x,.c depends on xand all the values of m, .and

where t is an integer, that is a discrete time coordinate.
The following equations define the basic LVQ process

o m(t+1)=m (t)+o(t) [x(t)—m_(t)]if x and m_ belongs to the same class
o m.(t+D)=m (t)—a(t) [x(t)—m,_(t)] if x and m_ belongs to different class

o m(t+1)=m/(t) fori+#c.Here 0<a(t) <1 where a(t) is the learning rate
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In the case of OLVQI the code book vectors have individual learning rate denoted by

o, (t) and it is assigned to each m,_and the following equations are obtained

o m(t+1)=m(t)+a.(t) [x(t) —m.(t)] if x is classified correctly
o m(t+)=m(t)—c, (t) [x(t)—m_(t)] if x is not classified correctly

e m(t+1)=m/(t) fori#c

The above equation can be expressed as |m, (t) =[1—s()c, (1) m, (t)+ s(t)cx, (1) x(t)

Where s(f)= +1 if the classification is done correctly and s(r) = -1 if they are

classified wrong.

It is important to know that the training set should be on an average four times larger
than in the testing phase because larger the size of testing set, better will be the accuracy of

the system.

3.4 Summary:

There are a number of data mining algorithms that are found useful for automatic
classification of data. Most of them produce results that are variable in nature. Some
algorithms might work better than others while running one type of data as compared to the
rest. Thus finding the best type of algorithm is an interesting and time consuming work. In
the next chapter we will be running the data mining algorithms mentioned in this chapter on
two medical data sets. One of the data sets is based on breast cancer and the other is based on

the minimum data set for mental health.
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Chapter 4

Experiments and case study

The experiments will be run on a smaller dataset before addressing the main case
study with respect to the minimum data set that consists of more than 455 attributes. This
will help in understanding the different stages that are used in various data mining
algorithms. The database used is briefed in Chapter 2 and it is related to the breast cancer
Wisconsin data. The database was obtained from the University of Wisconsin Hospitals,

Madison (From Dr. William H. Wolberg [29]).

4.1 Case study for the Wisconsin breast cancer database

The objective of this study is to predict whether the tumor or tissue is malignant or

benign from data obtained from the Wisconsin breast cancer database.

Tools that will be tested are as follows:
1. WEKA
a. ZeroR
b. Decision Tree
c. Decision Table
d. Naive Bayes
2. CRUISE
a. Univariate Split
b. Linear Split
3. Discover*E
a. Decision Tree
b. Dependence Tree
c. Association Rules
4. Learning Vector Quantization
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The Wisconson database consists of 699 cases. A section from this database will be
used for the testing stage and the rest for training. It is always a good practice to have a larger
set of data for training than for testing. In this case we divide the data set into 500 training

cases and the rest 199 cases for testing the different mining algorithms.

4.1.1 Experiments using WEKA

The front screen of the WEKA software is shown in Figure 7. All the attributes in this
database are displayed in row format in the left half of the screen and on the right side of the
screen the bar graphs represent the distributions of the different attributes that are considered

for data mining.

2 Weka Explorer ) =10l

Classif\;l Clus’[erl Azsociate | Select aﬂribuiesl \-"isualizel

Open file... | Open URL... | Open DE... {Elg[e ] Save. ., |
- Filter
Choosze INune Apply |
Current relation —Selected attribute
Relation: cancer Mame: ClumpThickness Type: Mumeric
Instances: 500 Attributes: 10 Missing: 0 (0%} Distinct: 10 Uniggue: 0 (0%
- Attribute Statistic Yalue
Mo, Mame tinirmuim 1
1 |ClumpThic 3 Macdirmuim 1a
2|UCelSize et 2D
3|UCelShape B i
4 |midhesion
3 [SEpithelialCelzize
5 |Barehuchsi
7 |BlandChramatin o : A
& Marmalruclaol Colour: Disgnosis (Mam) ;I Wisualize Al |
A|Mitozes
1 0|Diagnosis
I T 1
1 5.5 10
Status
{OK Log w x0

Figure 7 WEKA software of the main screen
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a. ZeroR method

The screen shots for the classification tool looks similar to Figure 8. Some of the

screen shots of the WEKA software are shown below. Here the classification tool that is

implemented is the ZeroR. All the classification tools will have similar screens. The bottom

right section of the screen marked with X displays the classifier output.

The classifier outputs results based on the majority class, that is, the outcome of the

experiment which is always the class with maximum number of cases. This is considered the

base case in this thesis and also takes the least computation time.

“& weka Explorer o ] |
Freprocess  Clazsity I CIuster' Associatel Select aﬂributes' Visualize'
~Clazsifier
Choose IZeruR |
-Test options ~Classifier output
" Use training set === BUNMArY === ;I
" Supplied test set Sl | Correctly Classified Instances 155 77.8834 %
 Cross-walidation Folds Im Incorrectly Classified Instances 4d ZZ2.1106 %
Kappa statistic a
- ; I
eleetioue sl G Mean absolute error 0.4411
Mare options... | Root mean sgquared error 0. 4497
Relative absolute error 100 %
) ) v| Root relative squared error 100 %
(o) Disgriosis Total Nuwber of Instances 199
Sl St | === Detailed Accuracy By Class ===
~Result list (right-click for options)
TP Rate FP Rate Precision Recall F-Measure Class
1 1 0.779 1 0.576 a
a a a i} 1} b

Confusion Matrix ===

a b <-- rclassified as
155 0l a=a
44 o1 b =nh

i Stetus
Ok

‘ Log .ﬁh x0

Figure 8 Classifier output of the ZeroR method
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b. Decision Tree

The decision tree used in WEKA is termed as J 4.8 which is a modification of the

C4.5 algorithm. Classification of data and the confusion matrix will be displayed in the

classifier output screen below the decision tree as shown in Figure 9.

The details of the decision tree used in WEKA are explained in detail in section 3.3.1.

For the decision tree to be created, rules are required to be extracted from the training data.

Once the rules are extracted, the decision tree is created based on the rules and the

association between the attributes. The decision tree with respect to breast cancer research is

shown in Figure 9. Classification on the test data is done based on the decision tree that is

created.

[ Classifier autput —

J45 pruned tree

TCelliize <= 2

| BarelMuclei <= 2: a [(251.93/1.0)

| Bareluclei > 2

| | Normalluacleoli <= 2: a (23.07/4.0)
| | Normalluacleoli = 2: b [(7.0)
TCelliize > 2

Bareluclei <= 3

| UCelliize <= 4

| | Normallacleoli <= 1: a (12.0)
| | MNormalMucleoli > 1

| | | ClumpThickness <= 4: a (9.051.0)
I

I

| | ClumpThickness > 4: b (10.45/Z.23)
TCellfize > 4: b [(17.6870.45)

I
I
I
I
I
I
I
| BareMuclei > 3: b (165.87s10.32)

Nunber of Leaves 3

Size of the tree : 15

Time taken to build model: 0.22 seconds

Figure 9 Classifier output based on decision trees.
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The tree in Figure 9 is similar to the one shown in the Figure 10 shown below

>2
pd
<=3 / L >3 /

Figure 10 Decision Tree created using WEKA

From Figure 10 we see that the size of the tree given by the number of nodes is 15

and the number of leaves (Classification nodes) that is present in the tree is eight both of

which are available from Figure 9.

Also from the tree it is seen that only 4 of the attributes are required to create the tree

which means the rest six attributes are not used for classification of the dataset. This is called

“pruning of the tree”.
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c. Naive Bayes method

Naive Bayes algorithm is a kind of concept learning method. It uses the Bayes
theorem to find the probability of all the classification in the database. Figure 11 shows the
classification output that was generated from the WEKA software. For each of the attributes,
the normal distribution mean, standard deviation and weighted sum are calculated to estimate

the probability of each class. The highest probability for each class is chosen for prediction.

In the case of Naive Bayes Algorithm in WEKA the following is the classifier output.

~Classifier output -

]

HNaive Bayes Classzsifier
Class a: Prior probability = 0.61

ClunpThickness: HNormal Distribution. Mean = 2.8449 StandardDew = 1.7059 Weig
UCell3ize: HNormal Distribution. Mean = 1.3993 StandardDev = 1.035Z Weight3um
UCellihape: MNormal Distribution. Mean = 1.4953 3tandardDew = 1.0927 Weightiu
Midhe=sion: MNormal Distribution. Mean = 1.4257 StandardDew = 1.1229 WeightSum
JEpithelialCelliize: MNormal Distribution. Mean = Z2.178Z 3tandardbew = 1.0347
BareMuclei: MNormal Distribution. Mean = 1.4517 Standardbev = 1.3669 Weightiu
BElandChromatin: Normal Distribution. Mean = 2.264 StandardbDew = 1.156 Weight
NormalWucleoli: HNormal Distribution. Mean = 1.3762 StandardDew = 1.1845 Weig
Mitoses: MNormal Distribution. Mean = 1.1881 StandardDev = 0.4386 Weightium =

Class b: Prior probability = 0.39

ClumpThickness: Normal Distribution. Mean = 7.3655 StandardDev = 2.42833 Weig

UCell5ize: MNormal Distribution. Mean = 6.3096 StandardDey = 2,715 Weightium

UCellihape: MNormal Distribution. Mean = 6.4061 3tandardbew = 22,5385 Weightiu

Midhesion: Normal Distribution. Mean = 5.2995 StandardDevy = 33,2206 Weightlum

3EpithelialCell3ize: HNormal Distribution. Mean = 5.3507 StandardDew = E.Sii}:J
k

1] |

Figure 11 Classification output for the Naive bayes method.

As mentioned before, we used the Naive Bayes method mentioned in the WEKA tool

similar to the one explained in section 3.3.1
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d. Decision Table

Given a training data Table (R,c) try to reduce the number of features and the number

of samples without reducing accuracy.

The decision rule is

Find all reduced R = reduced x, predict majority of R class.

Search techniques are used to reduce the number of features. If reduced x does not

match any R in that table, the majority class is predicted. In the decision table, a selection of

features and instances are done using theoretical measures and searching is done using the

best-fit technique. From Figurel2, the classification output shows that only 19 rules are

required for the classification of the training data.

Classifier output

Diagnosis
Test mode: user supplied test set: 199 instances

=== [Classifier model (full training set) ===

Decision Table:

Number of training instances: 500

Humber of Bulez @ 19

Non matches cowvered by Majority class.

Best first search for feature set,

terminated after 5 non inproving subsets.

Ewvaluarion (for feature selection): CV [leawve one out)
Feature set: 2,6,10

Time taken to build model: 0.34 seconds

=== Ewaluation on test set ===

i 51_;|I[|mar'_i‘1' e

Correctly Classified Instances 197 95.995
Incorrectly Claszified Instances 2 l.005
Eappa statistic 0.9708

Mean absolute error 0.0266

A

o

Figure 12 Classifier output of the decision table
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The experiments are run and the output obtained by the Weka tools is displayed in
Figures 8 through 11. The accuracy in terms of percentage is obtained from the classifier

output which is similar to the one shown in Figure 8.

Table 1 presents the accuracy obtained while running the various algorithms present
in Weka. As mentioned earlier the tools have to perform better than the base case. (ZeroR in

all the experiments)

ZeroR Decision Tree | Decision Table | Naive Bayes

77.88% 98.995% 98.995% 98.49%

WEKA

Table 1 Accuracy for the WEKA software

A confusion matrix is a matrix showing the predicted and actual classifications.
Suppose we have m attributes then the confusion matrix is of size m x m. In this experiment
we have two types of classification. The outcome of the experiment is either the tumor or
tissue is benign or malignant. a and d in the table, represents the number of cases where the
actual outcome and the predicted outcome is similar. ¢ and b represent the number of cases
where the actual and the predicted outcomes are not similar. Thus ¢ represents the number of
cases where the outcome was benign but it was predicted as malignant by the data mining
tools. Thus a confusion matrix with two classification, that is m = 2, will look like the table

given below. Here there are two outcomes of classification, namely, benign and malignant.

Predicted
Actual Benign (A) |Malignant(B)
Benign (A) a b
Malignant (B) c d

Table 2 Example of Confusion matrix
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In Table 3, 5 and 7, ‘A’ represents class where tumor is benign and ‘B’ represents
class where tumor is malignant. Also From Table 2 it is seen that in the table (matrix) shown

the columns represent the predicted result and the rows represent the true or actual result.

For example, from Table 3, for Decision tree tool the number 153 and 44 indicates
the number of cases where the actual and predicted values are similar. The number 2
represents the number of cases where the actual outcome was benign but was classified as
being malignant by the WEKA Decision tree tool. Similarly the rest of the predictions are
shown in the Table 3.

Zero R Decision Tree | Decision Table | Naive Bayes
A B A B A B A B
WEKA
A 155 0 153 2 154 1 152 3
B 44 0 0 44 1 43 0 44

Table 3 Confusion matrix of the WEKA software
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4.1.2 Experiments using CRUISE

As mentioned in Chapter 3, the CRUISE tool is a modification of the FACT decision
tree. There are two options in the CRUISE tool, where one uses the univariate split of the

CRUISE algorithm and the other uses the linear split. The default setting for the CRUISE

algorithm is the one with the univariate split.

The following are the accuracy obtained when running the sets of experiments on the

various data sets.

Univariate Split
CRUISE

Linear Split

98.492%

98.492%

Table 4 Accuracy obtained with respect to the CRUISE software

The confusion matrix for the CRUISE software is predicted in Table 5.

Univariate Split Linear Split
A B A B
CRUISE
A 152 3 152 3
B 0 44 0 44

Table 5 Confusion matrix of Cruise Software
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4.1.3 Experiments using Discover * E

The Discover*E tool is implemented by the Pattern Discovery Systems company. As

in WEKA, there are several algorithms implemented in this tool.

The raw data is first pre-processed into the format that is acceptable for the machine
intelligent algorithms of this software. The importer tool is used to convert the raw data
which is in CSV or other database format, such as Access, Oracle or Excel into mining data
format, the one used by the different tools in the Discover*E software. This tool is the

importer tool, which is displayed in Figure 13 below.

4§ Import Utility - discover*e Tools = =10l x|

Configuration I Executionl Hesultsl Help | About |

‘ Configuration File ‘ _syzlmportSettings xml

—Input
ODBC CSV |45 | MData)

| Input C5% Data File | C:ADocuments and SettingshageapentD esktophBOWABCW small. sy
Calumng Selected Colurnng

ClumpThickness [V Create Primary Key
UCelSize

UCellShape 5 ;
Wadhison Frmaied |
SEpithelialCellSize ==z
BareMuclei Digcrete |
BlandChromatin
mﬁgg:gq ielenl — High Dizcrete |
Diagnogis

Continuaus |

— Output
‘ Output Mining D ata File C:ADocuments and SettingshageapentDesktiophBCWSE Cwismall
|C:\Documents and SettingshageapensDesktophBOw |Complete i

Figure 13 Importer tool for Discover*E software.
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a. Decision Tree

The decision tree creates a classification tree based on categorical and classification
objects present in the database. Once the classification tree is created rules are extracted
from the tree and the classification of the test data is conducted. A graphical image of the
tree is also provided which will help us in understanding and traversing the tree. The
decision tree tool is created on the basis of the C4.5 decision tree. Figure 14 provides a
screen shot of the decision tree tool box (the training data for the Classification tree is

provided in this tool box).

@ Decision Tree - discover*e Tools L (=] B3]

Eonfigurationl Execution Decision Tres | HypperBolic Viewl Elassificationl Claszification Verificationl Claszification Detailsl Help I About |

i Decizsion Tree Rule Set

Primary | ClurnpT hickne | LICelSize | UCelShape | tadhesion | SEpithelialCell | BareMucle | BlandChromati | Mormal ucleol | Mito:ﬂ
» i ; 1 ; ; ; 1 ; 1 ;

1 1 10 1

2 1 2 1

3 1 3 1

4 ; 1 4 1

5 1 1 5 1

5 10 1 5 1

7 2 1 ; ; ; ] ; 1 ;

g 3 1 ; ; ; 1] ; 1 ; o
o ° : : - i _’l_I

— Decision Tree

Mode Properties

o - Mormalbucledl 1. Mode Mame : "Mormaltucleal
e 2. Dividing Criteria : "UCl5ize"=1
[#- BareMuclei
[+ BareMuclei 3. Class Destribution:
[# Clurnp T hickness Total Weighted Record; 247
i Clazs Mame="a"; Record Count=243; Percent=98.3806%
. Class Mame="b"; Record Count=4; Percent=1.61943%
[#- BareMuclei
[#- BareMuclei
- BareMuclei
- Mitoses
|D:4PDS Complete 7

Figure 14 Decision tree using Discover*E
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The tool represented in Figure 15 is called the hyperbolic visualizer tool where multi
dimensional scaling on hyperbolic space is done to illustrate the data set. The GUI

interface allows the user to change viewpoints on the high dimensional space.

The hyperbolic viewer can be used in terms of finding correlations between the
attributes. When moving the trees towards the corners of the viewer the attributes with
higher correlation will be closer or will appear together. The hyperbolic viewer displayed
below shows how the different attributes are connected together to form a decision-
making unit. Figure 15 displays the tree resulting from running the breast cancer
Wisconsin database. Hyperbolic visualizer is just a tool that helps us view the decision

tree created for classification in a very high dimensional surface.

! 48 Decision Tree - discover*e Tools =10 x|
Configuration EHecutionI Decision Tree  HyperBolic View Classificationl Clazzification Yerification | Clazsification Detailsl Help | About I
—Wiew Setting
Yiew Zooming ID
Le le Le:Le; f.e.:-F 1
Lear Leaf )
== Leaf
Leaf
Barebucled Leaf M ouze Senzitivity IU
eaf Leaf’ BareMuclei et 1
& dhesio A
s e S
TCellShaps ‘ BareMuclei
Leaf @ ChimpThickness
Leaf’
Leaf e
Leaf TCellfize |
e
|
. zaf’ (= Hormaltfucleoli S
Leaf
BareMuclai
| 7
{ af
Leaf of Hermalllucleali
o = afaf af el
" |EADocuments and SettingstageapentD ezklop B W |Verification .. Complete. G

Figure 15 Hyperbolic visualizer for the decision tree.
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b. Dependence Tree

The dependence tree is based on probability. The tree is based on the second order mutual
information and maximum spanning tree. With the probabilities obtained the tool classifies
the test data. The dependence tree created for the breast cancer case is shown in Figurel6
where the left text box is where all the roots or the attributes of the data file are located. The

right hand side of the Figure 16 shows all the information that contains the dependence tree

created with the diagnosis attribute as its root.

From Figure 16, we notice that the tool provides functions that can be used to change
the root of the tree. Thus a dependence tree can be created with respect to the user. The

different trees displayed in the right screen can be saved for further computation and

classification can be done based on the tree that is saved.

‘ DependenceTreeForm b

Eonfigurationl Execution Dependence Tree | Elassificationl Classification Hesultl Clasgification Verificationl Classification Detailsl Help I A bout I

=1ol ]

—Maxium Dependence Tree

Select Root |

Save Changes |

Diaghoziz
UCellSize
UCelShape
ClurmpThickness
Madhesion
SEpithelialCelSize
Mitozes
BareMuclsi
BlandChromatin
MormalMucleal

El- Diagnosis
- UCel3ize

[=- UCelShape

L ClumpT hickness
- Madhesian

=1- SEpithelialCellSize
- Mitozes

- BareMuclei

i~ BlandChramatin

‘- NomalMucleol

|E: \Documents and SettingshageapensDesktophBCw

“erification :: Complete.

Figure 16 Dependence tree used in Discover*E software
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c. Rule Classifier

As mentioned in Chapter 3 there are two components of the rule-based classification.
The first one is the Association Discovery tool and the other is the rule based classifier.
Figure 17 shows the main screen of the Association Discover tool. By default, the
number of rules and patterns that are extracted using this tool is 1000. Weights are
provided to each rule depending on the number of times that a rule is used. The rules that

are repeatedly used have higher weight than the other and the rules with the most weights

are extracted using the association discover tool.

4 Association Discovery - discover*e Tools

Canfiguration I E:-cecutionl Hesultsl Help | About |

Configuration File ‘ _syshssociationDiscoveryS etiings. «ml

=0l

tiningD ata, Rule and Pattern Files

‘ Chaoose IhputtdD ‘ C:\Documents and 5 ettingshageapenhDeskiophE CwhBCWlarge
‘ Chooge Pattern FileMame ‘ C:ADocuments and S ettingshageapen'DeskiophBOwWSB Ciwlarge._patterns
‘ Chaooze Rule FileMame ‘ C:\Documents and 5 ettings\ageapentDeskiop\BOWHBCWlarge rules

Dependent Attibutes

Upper Order m

Estimated Percentage 1.00 .
ohe
Estimated 0 ClumpThickness DUtth ST
stimated Oecurance 010 UCelSize pasitive
i ) UCelShape negative
Eztimated Confidence ISE_DD M adhesion
SEpithelialCellSize | ;
: ; : Dependent Attribute ; Default Yalus = Nonel
Estimated Fesidual Baretuclei
b BIandEhromatin Fattern Sort By
Max Rules Reported l1 ooo MarmalNucleol probabilty
arder
Max Patterns Reported I1 ooo
Rule Sort by
: probability
Uze Standard Residual B Sisnir
Prune Results | order
Process Missing Data | |
|C:\Documents and SettingshageapenDeszkiophB Cw |E0mplete 4

Figure 17 Association Discover Tool classifier
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® RuleClassifer(Model) - discover*e Tools

Corfiguration l Execution 1 Classffication Results 1 Classffication Verfication | Rule Usage 1 Object Details 1 Help ] About ]

‘ Configuration File | _sysRuleClassifierSettings xml

MiningData, Rule and Result Files

Input MiningData Rules File | C:\fork files\ArunFiles\BCW\BC\large_rules

Todl Settings | Rule Bxclusion ]

Classification Algorithm Attribute To Classify
g ump Thickness
UCellSize
UCellShape
MAdhesion
SEpithelialCell Size
BareMuclei
BlandChromatin
MNomalNucleol
Create Detailed Output V¥ Mioses
Include Full Rules i’
Include Results For Each Value 7
Create Summary Statistics v
Handle Unclassified Objects |
i = B -
&  Batch Classification Mode Choose Batch Objects | C:\werk files\ArunFiles\BCWABCWsmall
‘ Qutput MiningData File ‘ Cwork files\ArunFiles\BCWABC\Wsmall_results
‘ Output XML Details File ‘ Cwfork files\ArunFiles\BCWIBCYsmall_ClassificationDetail 2oml
:C:\W.oi'k. files\Anun Files\BCWY [Verfication :: (fﬁmﬁlete.

Figure 18 Rule based classifier.

Once the rule set is extracted from the association discovery, the testing data set along
with the rule set is passed through the second component in the rule based classifier model as
shown in Figure 18. Classification of the testing data is then made based on the rules that are

obtained.

In brief, rule based mining in Discover *E consists of two tools, Association discovery
tools which extracts rules and patterns from the training set based on the association between
the different attributes present in the data, where classification takes place and rule based
classifier where once the rules are extracted these rules are implemented on the testing data

set.
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A number of small changes can be made in the system to improve the accuracy rate for
classification. All changes that are present are in the tool box. An example of such a change

is explained below.

¢ Input, estimated percentage as 1.0, Estimated Occurrence as 0.1, Prune results was

unchecked and upper order as 6 the result obtained was 99.49% accuracy.

¢ Input, estimated percentage as 3.0, Estimated Occurrence as 1.0, Prune results was

checked and upper order as 3 the result obtained was 97.98% accuracy.

Thus there are a number of tools that are present in the tool box that will help improve

results with respect to the classification.

In all the classification tools that are present in the Discover*E software, there exists a
classifier verification tool. This tool is used to display the result that is obtained from the
different data mining tools in the software. Another thing that can be obtained from the
classifier tool is the creation of the confusion matrix. The confusion matrix that is created
will help in understanding the variations that is present in the data and hopefully will help the
end user understand why the data was classified wrong and into which category it was
actually put in during classification. A misclassification is caused when data is classified into

a wrong class.
The classification based on the rule based mining algorithm is shown in the classifier

verification tool in Figure 19. Similarly the rest of the results using the other data mining

tools that are present in the Discover*E software can be displayed.
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® RuleClassifer(Model) - discover*e Tools
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Original MiningData

i Results

‘ Cwlork files\ArunFiles\BCWABC \Wamall_results
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|

ClasslD =1 Label =a Comect = 154 (89.35%) Incomect = 1 (0.65%).0
ClasslD = 2 Label =b Comect = 43 (100.00%) Incomect = 0 (0.00%).0
Totals - Comect= 1597 (99.45%) Wrong = 1 {0.51%) Unclassified = 0 (0.00%).0

Go

C:\Work filesArunFiles\BCW

Verfication :: Complete.

Figure 19 Classification tool in discover *E

The results based on the classification and confusion matrices are displayed in the

table below. As mentioned before, the training set is first provided to the data mining

algorithms and then the rules or the tree generated will be applied to the testing data set to

obtain the results shown below. Table 6 shows the accuracy obtained and Table 7 consists of

the confusion matrix that is generated when running these tools on the breast cancer

database.
Decision Tree Dependence Tree | Association Rules
Discover*E
99.49% 97.98% 99.49%
Table 6 Accuracy of the Discover*E software
Decision Tree Dependence Tree | Rule based Classifer
A B A B A B
Discover*E
A 154 1 153 2 154 1
B 0 43 2 41 0 43

Table 7 Confusion matrix with respect to the Discover*E tools
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4.1.4 Experiments using learning vector quantization (LVQ)

LVQ algorithm is based on neural networks [20]. The main purpose of this learning
method is for statistical classification, that is to define class spaces within the input data
space. A subset of the similar vectors is placed into a class region. Then the testing data is
sent to this region and, based on the similarities between the test vector and the train vector
for the classification, the test cases are pulled towards different regions and classification is

done based on this.

In this thesis we will be testing only one type of LVQ algorithm, namely, the
optimized LVQ algorithm. The accuracy of the tool is mentioned in table 7 and the confusion

matrix is mentioned in Table &.

Experiment
LVQ
98.99%
Table 8 Accuracy of the LVQ algorithm
Experiment
A B
LVQ

A 153 2

B 0 44

Table 9 Confusion matrix for the LVQ algorithm
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4.1.5 Conclusion.

In Figure 20 we show the bar graph of the accuracy obtained for the different tools. The

lowest accuracy is found by the ZeroR method. Thus it is considered also the base case. All

the other tools tested have performed much better than the ZeroR method. The accuracy on

an average for the rest of the tools are 98.80%.

Accuracy obtained
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o
o

N

=
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C Univariate Split

C Linear Split

D*E Decision Tree

Experiments

Figure 20 Accuracy for the different tools tested
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Another way to show the accuracy is to show the incremental accuracy over the base
method, ZeroR.

Method accuracy - ZeroR accuracy . . .
Incremental accuracy = in percentage, and it is shown in

ZeroR accuracy

Table 10
Data mining Method Incremental Accuracy in Percentage

WEKA Decision Tree 27.10%
WEKA Decision Table 27.10%
WEKA Naive Bayes 26.46%
CRUISE Univariate Split 26.46%
CRUISE Linear Split 26.46%
Discover*E Decision Tree 27.74%
Discover*E Dependence Tree 25.80%
Discover*E Rule based Classifier 27.74%
Linear Vector Quantization 27.10%

Table 10 Incremental accuracy of the various methods
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4.2 Minimum Data Set — Mental Health Case
Study

A major objective of this thesis is to evaluate data mining techniques in the area of
medical informatics. The data we are considering in this case is related to the Minimum data
Set (MDS) with respect to the mental health patients. The MDS-MH is a standard assessment
tool for evaluating patients having problems related to mental health. There are a number of
MDS tools as mentioned in Section 2.2.1 One of their advantages is that they are cross
applicable to the other forms of MDS databases, so that with this knowledge we can apply
the same tools to all the different types of data that are obtained and expect to get the same

outcome in terms of accuracy.

There are 455 attributes present in the MDS-MH system, which was considered for a
proper assessment of a patient with respect to mental health. The outcome of the diagnosis is
mentioned at the last column of the dataset. As mentioned in section 2.2.1, there are four
final classifications. In the database that was provided for research purpose there were 4000
cases. For all the experiments the data set is divided into 500 cases for testing the data and

the rest is used for training the dataset.

There are nine experiments that are conducted
* Experiment 1:- The MDS-MH is used for classifying, patients into four
categories. The four categories to predict are Acute care, Longer-term patient,
Forensic patient or Psychogeriatic patient.
* Experiment 2:- Classification is based on the attribute cc3a (Under referral

items- Current Problem — Patient is Threat or danger to self), in which, we check

the prediction of whether the patient is a threat to himself or not.
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* Experiment 3:- Similarly to the above case study, we classify patients based
on cc3b (Under referral items — Current Problems — Patient is a threat or danger to

others), i.e., the prediction of whether the patient is a threat to others.

* Experiment 4:- Experiments 3 & 4 are based on the referral data and not
actual facts. The variable dla is based on actual facts (Self injury). Classification

here is to predict this variable.

* Experiment 5:- Similarly to Experiment 4, here the test is made on variable

d2a which is an actual fact. Classification prediction is done on this variable.

* Experiment 6:- This experiment is the same as Experiment 4, except that in in
this case, the classification attribute is divided into two i.e if the patient is violent

to self or not.

* Experiment 7:- This experiment is the same as Experiment 5. The only change
here is the classification attribute is divided into two i.e if the patient is violent to

others or not.

* Experiment 8:- In this Experiment we included the variable cc3a, that is threat
to self (referred result) and removed attribute dl1a (Under harm to self or others —

Self injury, which is based on the actual fact).

* Experiment 9:- Similarly to the above experiment we have removed the
attribute d2a (Under harm to self or others- Violence to others) which is based on
the actual fact and run the experiment to classify the data based on the referred

result (cc3b).

Experiments 8 and 9 are expected to be the most difficult ones.
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The tools that will be used for this case study will be similar to the ones that are used

in the case study for breast cancer described in Section 4.1.

4.2.1 Base case for Experiments using MDS-MH

Similar to the above breast cancer database case, the ZeroR is considered as the base
case in the MDS-MH data set. The experiments run on with similar setups as the ones
performed in the breast cancer database. Here however, the data size with respect to the

training set and the testing set are much bigger.

The ZeroR algorithm is applied to the nine experiments that are described in the
previous section and the accuracies obtained for running this machine intelligence algorithm

on them are displayed in Table 11.

WEKA ZeroR

Experiment Accuracy
Experiment 1 75.75 %
Experiment 2 70.74 %
Experiment 3 75.69 %
Experiment 4 62.72 %
Experiment 5 66.53 %
Experiment 6 62.72 %
Experiment 7 66.53 %
Experiment 8 70.74 %
Experiment 9 75.75 %

Table 11 Accuracy obtained for MDS-MH database using ZeroR
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The graph in Figure 21, shows the accuracy of the ZeroR algorithm on the nine

experiments.
Accuracy obtained
100 -
90 -
80 A
70 7 W
o 0601
o
3 50 - ——Zero R
]
< 40 -
30 1
20 A
10 A
0
— (Q\ o <t Up) O o~ o0 @)}
N N N N N N N N N
¥ o ¥ o, ¥ ¥ o, ¥ o,
> > > > > > > > >
8 & 8 A A S A A A

Experiments

Figure 21 Graph with respect to the accuracy obtained using ZeroR

The average accuracy of the tool when the experiments are done was equal to
69.68%. This is the base case for the experiments that are conducted. The rest of the tools

evaluated in the coming sections are expected to perform better than the ZeroR tool.
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Algorithms similar to those used with the Breast cancer database are used in the

MDS-MH dataset. The list of the algorithms other than the ZeroR method is listed below.

1. Using the WEKA software
a. J48 algorithm in Weka
b. Decision table in Weka

c. Naive Bayes in Weka

2. Using Discover*E software
a. Decision tree
b. Rule based

c. Dependence tree

3. Using Learning Vector Quantization method.

4. Using the Cruise tool
a. Univatiate Split

b. Linear combination split

In the MDS-MH database we are categorizing the tools based on the method being used. The

categories and the intelligent algorithms that are implemented are displayed below.

o Decision Tree
o Cruise one of the variation of the decision Tree ‘FACT’
o Discover*E based on the C 4.5 decision Tree

o WekaJ 4.8 based on the C 4.5 decision Tree

e Rule based Classifier

o Rule based classification for Discover *E
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¢ Probability and Regression
o Dependence Tree classification in Discover *E

o The Naive Bayes method in the Weka tool.

¢ Neural network.

o Using Learning Vector Quantization Method (LVQ)
4.2.2 Classification of MDS-MH

e Using Decision Trees:

The following are the tests that were run using Decision tree with various tools. The

various tools used for decision trees are

1. Cruise one of the variation of the decision Tree ‘FACT’
2. Discover*E based on the C 4.5 decision Tree

3. Weka J 4.8 based on the C 4.5 decision Tree

TOOLS
Cruise Cruise Linear Discover*E Weka J4.8
Univarient Split | combination Decision Tree decision Tree

Experiment split
Experiment 1 80.56 % 87.71 % 87.71 % 78.16 %
Experiment 2 76.55 % 77.15 % 73.74 % 73.35 %
Experiment 3 78.48 % 88.84 % 81.48 % 82.27 %
Experiment 4 77.35 % 80.96 % 67.07 % 71.94 %
Experiment 5 83.66 % 82.16 % 80.33 % 84.17 %
Experiment 6 88.17 % 86.77 % 85.11 % 86.77 %
Experiment 7 86.17 % 83.97 % 83.90 % 81.16 %
Experiment 8 79.16 % 77.95 % 69.92 % 71.74 %
Experiment 9 79.63 % 88.77 % 79.45 % 80.76 %

Table 12 Accuracy for the Decision tree based tools for MDS-MH
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Table 12 shows the accuracy obtained while running tools and algorithms based on
decision trees and the graph shown in Figure 22 shows the degree of accuracy of the tools.
As mentioned earlier, Experiments 8 and 9 are the toughest to predict and the highest

accuracy for Experiment 8 is 79.16 % and for Experiment 9 is 88.77%.

Accuracy obtained
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Experiments

Figure 22 Accuracy with regard to decision trees.

From the graph in Figure 22 we see for all the experiments the accuracy obtained for
decision tree is more than the ZeroR method shown in bold in the graph. Thus all the tools

perform better than the base case.
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e (lassification based on rule based classifier

The following are the test results using association rules. The tool for analyzing the

rule based classifier is

1. Rule based classification for Discover *E
Experiment Discover*E
Experiment 1 79.95 %
Experiment 2 65.38 %
Experiment 3 66.30 %
Experiment 4 53.59 %
Experiment 5 69.12 %
Experiment 6 69.50 %
Experiment 7 64.57 %
Experiment 8 67.00 %
Experiment 9 72.40 %

Table 13 Accuracy obtained for the rule based classifier.

Among the tools we used for testing only one tool has a data mining algorithm
that is based on rule based classification. This rule based classification is implemented in the
Discover*E software. Table 13 provides the results of the experiments run with the rule
based classifier. The graph displayed in Figure 23 is based on the comparison between the

rule based classifier and the ZeroR method.
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Figure 23 Accuracy obtained for the Rule based classifier.

From the graph we see that the ZeroR method at times perform better than the rule based
classifier. The ZeroR cannot be considered as an ideal, machine intelligent algorithm, as it is

based on the majority class distribution, and we have considered this to be the base case.
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The reason why rule based classification performed worse is explained with an example
below. For Experiment 1, 31236 rules were extracted from the dataset using the association
discover tool. In the configuration screen shown in Figure 17 of the Association Discovery
tool we have set the tool to extract the best 1000 rules and patterns and classification is based
on these 1000 rules extracted. We see in Figure 24 the total number of rules and patterns

(31236) that were extracted and exported (1000).

Increasing the number of rules extracted increases the accuracy of the system. (Appendix

D) Figure 24 shows the output screen obtained from the association discovery tool.

@ Association Discovery - discovere Tools

Configuration Results I Help I About I

4572004 B:30:56 AM 2 Engine Message -= Processing Order 3 99% Complete ;l
4M 552004 B:30:56 AM ;2 Engine Message -= Processing Order 3 99% Complete

44572004 6:530:56 AM - Engine Message -= Processing Order 3 99% Complete

4572004 6:530:56 AM 2 Engine Mezsage -» Processing Order 3 99% Complete

41552004 6:30:57 AM 2 Engine Message -= Processing Order 3 99% Complete

41552004 530,57 AM :: Engine Message -= Processing Order 3 99% Complete

4572004 6:534:45 AM 2 Engine Message -= Processing Order 3 99% Complete

4MS/2004 B:34:52 AM 2 Engine Meszage -= Processing Order 3 99% Complete

4M 552004 B:34:52 AM :: Engine Message -= Processing Order 3 99% Complete

4572004 6:534:52 AM 2 Engine Message -= Processing Order 3 99% Complete

4572004 6:534:52 AM 2 Engine Mezzage -» Processing Order 3 99% Complete

41552004 6:34:53 AM 2 Engine Message -= Processing Order 3 99% Complete

41552004 5:34:53 AM :; Engine Message -= Processing Order 3 99% Complete

4572004 6:534:53 AM 2 Engine Message -= Processing Order 3 99% Complete

4MS/2004 B:34:53 AM 2 Engine Message -= Processing Order 3 99% Complete

4M 552004 B:34:53 AM :: Engine Message -= Processing Order 3 99% Complete

44572004 6:534:53 AM - Engine Message -= Processing Order 3 99% Complete

4572004 6:534:53 AM 2 Engine Mezzage -» Processing Order 3 99% Complete

41552004 6:34:54 AM 2 Engine Message -= Performing Pattern Pruning....

41552004 5:39:51 AM :; Engine Message -= Associstion Engine finished running Pattern Discovery!

44572004 6:39:51 AM 2 Engine Message -= Tatal 31236 candidate patterns found

4572004 B:39:52 AM :: Engine Meszage -= Exporting 0OArunPDS test data Aruniblankreplacebyguestiontbig'FILE02big_petterns

4M 552004 6:39:53 AM :: Engine Message -= Total 31236 patterns exracted

44572004 6:40:02 AM 2 Engine Message -= Tatal 1000 patterns exported

4572004 6:40:02 AM :: Engine Meszage -= Exporting 0WArunPDS test data Aruniblankreplacebyguestionbig'FILED2big_rules

41552004 6:40:03 AM 2 Engine Message -= Total valid 31236 rules extracted

41552004 540,05 Al Engine Message -= Total 1000 rules exported
4f ete

lete

[ Show Debug Messages
b

Terminate Enging Execution

Pt arimi POS teck daka arondhlankrenlarshsenne<kinnt hin |ann|P|‘P -

Figure 24 Association discovery tool in Discover*E
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¢ (lassification based on Probability and Regression

The machine intelligence algorithms based on probability and regression are the
following
1. Dependence tree in Discover*E software

2. Bayes method present in the WEKA software.

Experiment Discover * E method this is | Weka method that is based
based on Dependence tree on Naive Bayes method
Experiment 1 75.75 % 81.56 %
Experiment 2 76.35 % 74.75 %
Experiment 3 75.07 % 89.24 %
Experiment 4 56.51 % 37.27 %
Experiment 5 78.16 % 73.34 %
Experiment 6 88.18 % 54.71 %
Experiment 7 84.57 % 79.16 %
Experiment 8 67.74 % 74.75 %
Experiment 9 75.75 % 89.19 %

Table 14 Accuracy of the tools that are based on Probability and regression

Table 14 provides the accuracy of the tools based on Probability and regression. The
dependence tree proved to be better in 5 sets of experiments as compared to the Naive Bayes
method. The average accuracy when considering the 9 experiments for Dependence tree is

75.34% and using Naive Bayes algorithm is 72.66%.
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Figure 25 Accuracy obtained with respect to probability and regression.

Figure 25 presents a comparison between the three algorithms namely ZeroR,
dependence tree and Naive Bayes method. Both algorithms performed better in the majority

of the cases when compared to the ZeroR method.
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Classification based on the Neural Network method

The Learning Vector Quantization Method (LVQ)

Linear vector quantization is the only tool we use based on neural network methods
and can be considered as a soft computing tool. At present neither the Discover*E nor
WEKA have algorithms based on neural networks. Although Linear vector quantization
supports different types of LVQ algorithms the experiments were conducted using the
optimized learning vector quantization method (OLVQ). This LVQ tool is also implemented
as a built in function in MATLAB, under the neural network tool box (A scientific
mathematical tool). Table 14 displayed below shows the accuracy obtained with respect to

the OLVQ method. The average obtained when considering the 9 experiments using the

OLVQ method is 70.77%.

Experiment Linear Vector Quantization
Experiment 1 73.95 %
Experiment 2 72.34 %
Experiment 3 78.69 %
Experiment 4 58.69 %
Experiment 5 67.13 %
Experiment 6 63.53 %
Experiment 7 70.94 %
Experiment 8 72.75 %
Experiment 9 78.96 %

Table 15 Accuracy obtained while running the LVQ tool.
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Figure 26 Accuracy obtained using the LVQ tool

Figure 26 shows a comparison between the ZeroR and the linear quantization method.
From the graph we see that the tools don’t have too much variation in terms of the accuracy
with respect to the experiments conducted. Comparing the accuracy of the LVQ tool and the
ZeroR tool we see that the LVQ tool performed only slightly better in seven out of nine

experiments
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4.2.3 Different partitions in the dataset for decision trees experiments.

+Some decision trees produce results based on the dataset supplied. Thus they are
assumed to be biased with respect to the training set. The better the dataset, the better are the

results in terms of classification that is obtained using decision trees.

To help understand that there is not much variation with respect to classification, the
data set provided for Experiment 9 (Considered in section 4.2) is taken into consideration.
This database is partitioned into seven different test and training data sets to conduct this test.

Therefore in each case 500 was the test set and the rest were used for training.

The different machine intelligent tools based on the decision tree are used for these

experiments

¢ (CRUISE linear Split
e WEKA using decision tree

¢ Discover*E using the decision tree

The accuracy with respect to the classification is described in the following tables.
The average in terms of the accuracy for classification when the seven experiments are
conducted together for CRUISE is 81.19% , decision tree using WEKA is 78.74% and for
Discover*E is 79.37% .
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CRUISE

Segmentation Number of Corrects Accuracy
1* 500 402 — 499 80.56%
2500 409 - 501 81.6%
3500 404 - 500 80.8%
4™ 500 403 — 500 80.6%
5™ 500 409 -500 81.8%
6™ 500 413 -500 82.6%
7" 500 402 - 500 80.4%
Mean = 81.194
Standard deviation = 0.8215
Table 16 Experiment using Cruise
WEKA
Segmentation Number of Corrects Accuracy
1* 500 390 — 499 78.16%
2500 406 — 501 81.04%
3500 403 -500 80.6%
4™ 500 381 -500 76.4%
5™ 500 391 -500 78.2%
6™ 500 396 -500 79.2%
7" 500 388 -500 77.6%
Mean = 78.742

Standard deviation = 1.651

Table 17 Experiment using WEKA
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PDS ( Discover *E )

Segmentation Number of Corrects Accuracy
1* 500 438-499 87.71%
2" 500 389 -501 77.80%
3500 378-500 75.60%
4™ 500 387 -500 77.40%
5™ 500 402 — 500 80.40%
6™ 500 422 -500 84.40%
7" 500 361 -500 72.20%
Mean = 79.358

Standard deviation = 5.289

Table 18 Experiment using Decision tree in Discover*E

The decision tree created by the Discover*E software is shown in the hyperbolic
viewer in Figure 27. The decision tree is not as clear as the one shown in Figure 15 due to

the high number of attributes that are present in the MDS-MH dataset.
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Figure 27 Decision tree created using Discover*E
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From the above tables the graph mentioned in Figure 28 was obtained. From also the

graph we can draw the conclusion that there is not much fluctuation with respect to

classification.
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Figure 28 Experiment using the different tools available in decision tree

A similar study was conducted to the breast cancer Wisconsin (BCW) database. The
dataset consists of 699 cases. Here the dataset was partitioned into 7 sets. Therefore in each
case 100 was the test set and the rest were used for training. Dataset 7 has only 99 cases used
for testing and the rest is considered for training. The accuracy of the various tools are

mentioned in Table19.
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WEKA CRUISE Discover*E
Data Set 1 90% 84% 91%
Data Set 2 95% 96% 93%
Data Set 3 95% 94% 90%
Data Set 4 92% 94% 90%
Data Set 5 95% 97% 94%
Data Set 6 99% 95% 99%
Data Set 7 96.96% 95.95% 97.97%

Table 19 Experiments conducted using decision trees.

From the above table the graph mentioned in Figure 29 is obtained.
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Figure 29 Experiment using the different tools available in decision tree for BCW database.
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To give an example of computation time with regard to the above experiments the
time elapsed with regard to computation are given below for the 7 dataset mentioned in
Section 4.2.3. CRUISE took 47 seconds to build the decision tree and classify the instances.
The decision tree based on WEKA produced results in 34.12 seconds. Decision tree based in
Discover*E produced the tree in 25 seconds while classification of the decision tree took 110

seconds.

4.3 Summary

A comparative study was conducted in this project, for two types of medical
databases. Results have shown that most of decision tree based methods implemented have
outperformed the base case we used i.e. WEKA’s ZeroR method. An added advantage of
decision tree based methods is that it is easier to produce interpretrability for the medical
practitioners and may help in both the validation of the method and in developing further
knowledge of the problem. Also in this chapter the CPU time of some of the experiments

were presented.
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5. Conclusion and future work

5.1 Conclusion

Machine intelligence algorithms are improving as the number of data mining tools
and algorithms increase. Healthcare data is a good test bed for data mining. A great deal of
data in health care is still being gathered and organized using pen and paper. In this thesis,
we have used the MDS-MH as the case study that consists of 455 attributes and over 4000

cases.

The minimum dataset that was analyzed is in the area of mental health. There are a
number of other tools that are based on MDS and have been made mandatory in different
parts of Canada. The advantage of the MDS assessment tools is that they can be integrated
with each other, resulting in a much bigger set of data. Thus soon there will be a number of

other integrated tools in the MDS system for data mining.

In this thesis, we used ZeroR as the base case. Some times it outperformed some of
the other data-mining algorithms and one reason being that ZeroR implements the majority
class to be the output with regard to the final output of the tool. If we can classify the testing
data set into 2 categories say X and Y, and in the test data set there are more cases present in
category X than Y, then the ZeroR tool will be trained to predict the category for any test
case as X as the tool is trained to classify all the outcomes based on the majority class.
Similarly in experiment 1 in table 9, 75.75% was the accuracy obtained for ZeroR method,
which means 75.75% of the test data, represents the majority class of the training set. Thus

the time required for computation and classification in this method is minimal.

An Example where the ZeroR could perform better is, consider a case where 99 out of
100 cases belong to the majority class of the training dataset. In this the prediction rate of the
ZeroR tool is 99%. But incase in the testing dataset there is only one instance of the majority
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class of the training dataset then the prediction of this tool will be 1%. Thus the tool is

completely biased on the distribution of the training dataset.

The Naive Bayes algorithm provides very fluctuating results in the MDS-MH data
set. This is an algorithm commonly used to produce classified results at a very high speed.
Accurate prediction with the Naive Bayes algorithm comes when all the independent
variables are statistically independent of each other. Accuracy with respect to the rule based

classification can be increased by using more rules for the classification of the test data.

The decision tree experiments that were conduced were the most useful and
informative experiments. One of the questions was whether the number of attributes in the

database could be decreased.

To answer the above question we look at the experiments conducted by WEKA on
using decision tree in section 4.1.1 . We find here that for the breast cancer research the total
number of attributes used were four out of the ten that were available which provided an
accuracy of 98.995% as mentioned in Table 1. Also for the MDS-MH data set for
Experiment 9 that is provided in Appendix B and C the number of attributes that where used
for the experiment were 163 out of 455 present in the database, which provided an accuracy
of 80.76% as shown in Table 12. The number 163 was obtained from the tree using a Java

program.
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5.2 Future work.

Mobile computing plays a very important role in today’s information retrieval system.
Some of the new handheld devices, cellular phones, PDAs, the Blackberry and others can be

connected to the Internet and information can be received and sent from servers.

There are a number of different data mining algorithms that produce rules that can be
stored in mobile devices and used for data classification. A possibility for future work could
be to implement a local interface for the device where user can input data directly into their
mobile devices, and based on the rule set, can deliver the answer back, i.e. classification is
done using rules stored in the database of the PDA. This can be a handy tool for medical

practitioners.
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Appendix A

Naive bayes algorithm

Assumption:- Let x=<x,...,x, > be an instance of the example language and ce Ca

possible classification. Then Prob (xlc)=II. € () Prob(x;c)

This assumption is justified, if the attributes are independent from each other.

Using this assumption the classification ce C with maximum posterior probability

Prob (clx) is the one that maximizes the expression P(c)*II. € (o} Prob(x;Ic)

The learner estimates the required probabilities by calculating the corresponding frequencies

observed in the example set.

ID3 decision tree

This is based on a tree induction algorithm.
The basic idea is to pick an attribute A with values a,, a,, ..., a,, split the training instances
into subsets S,;, S, ..., S, consisting of those instances that have the corresponding attribute

value.

If a subset has only instances in a single class, that part of the tree stops with a leaf node

labeled with the single class.

If not, then the subset is split again, recursively, using a different attribute.
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C4.5 decision tree algorithm.[24]

1. Build the decision tree from the training set (conventional ID3)

2. Convert the resulting tree into an equivalent set of rules. The number of rules is
equivalent to the number of possible paths from the root to a leaf node.

3. Prune each rule by removing any preconditions that result in improving its accuracy,
according to a validation set.

4. Sort the pruned rules in descending order according to their accuracy, and consider

them in this sequence when classifying subsequent instances.
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Appendix B

Few of the pages that are taken from the RAI MDS version 2.0. This is similar to the
ones that are used in the RAI-MH
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Appendix C

Given below is a pruned decision tree that was created using the Weka J 4.8. The
attributes that are correlated to each other are connected by an edge in the tree. The decision

tree shown below is for Experiment nine for the MDS-MH system.

| e2<=0.341138
| d2c<=1
adc <=0
| tSab<=5
| f3¢<=0
| k2b <=0: b (1406.0/37.0)
k2b>0
k4b <=0.431102: b (42.0/1.0)
k4b >0.431102
| 1ldb<=0
| 1 ddl <=7:a(5.0)
| 1 ddl1>7:b(2.0)
| 11db>0:b (4.0)
f3c>0
olb <=108
| k2p <=0:b (80.0/5.0)
I kK2p>0
I | ccd<=2:b(3.0)
Il ccd>2:a(2.0)
olb > 108: a (5.0/1.0)
Sab > 5
ccSja<=0
| blt<=1
| I h2<=1:b(30.0)
I 1 h2>1:a(3.0/1.0)
| blt>1:a(2.0)
cc5ja>0:a(3.0)
4c >0
i2a<=0
| nli<=0
fla<=1
| dd8 <=0:b(33.0)
| dd8 >0
| | 11db<=0:b (4.0)
| | 11db>0:a (2.0)
f3a>1:a(3.0/1.0)
nli>0: a(4.0/1.0)
i2a>0:a (4.0/1.0)

|
|
I
I
|
|
I
I
|
I
I
I
I
I
I
t
|
I
I
|
|
I

a
|
|
I
I
I
I
I
I
I
|

glg<=1

| i2b<=0

| ull<=0

2a<=2

| cc6<=0:b(18.0)
| cc6>0

| | aa5<=26:b(2.0)
| | aa5>26:a(2.0)
2a>2:a(2.0)
ull>0: a (2.0)
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| i3a>0

I 1 ddl <=2:a(4.0)
I 1 ddl>2:b(2.0)
nli>0

| dd4 <=2:b(3.0)

| dd4>2:a(2.0)
cc3j>0:b(2.0)

elkb >0
|

|

|

|
|
|
|
|
|
|
|
| | bbSa<=0
| | llec <=35:a(25.0)
| | 1lec >35:b (2.0)
| | bb5a>0:b(3.0)
l4e>1
I jlo<=0
| 1 bldd<=1
I 11 blo<=0:b(76.0/3.0)
I 11 blo>0
I 111 bb6<=13:a(2.0)
I 111 bb6>13:b(2.0)
| | bldd>1
I 11 bly<=1:a(3.0)
I 11 bly>1:b(2.0)
| jlo>0
| I mli<=0
I 11 jld<=0:2a(2.0)
I 11 jld>0:b(4.0)
I I mli>0:a(8.0)
cSia>0
jll<=0
| 14n<=0
|1 e2<=0
| 11 dd6<=2:b(3.0)
I 11 dd6>2:a(3.0)
I 1 e2>0:a(39.0/2.0)
| 14n>0: b (3.0/1.0)
J

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I 11> 0: b (3.0/1.0)

I
|
|
I
I
|
|
I
I
|
|
I
|
|
I
I
|
|
I
I
|
I
I
|
|
I
I
c
|
I
I
|
I
I
|
|

abh >0
| e2<=0.341138

| | bb5c<=0:b(8.0/1.0)

| | bb5c>0:a(3.0)

| e2>0.341138

| | g2e<=4:a(42.0/1.0)

| | g2e>4:b(3.0/1.0)

Number of Leaves : 209

Size of the tree : 417

Time taken to build model: 110.45 seconds

=== Evaluation on test set ===

=== Summary ===

Correctly Classified Instances 403 80.7615 %
Incorrectly Classified Instances 96 19.2385 %
Kappa statistic 0.4385

Mean absolute error 0.2016

Root mean squared error 0.4148

Relative absolute error 55.2763 %

Root relative squared error 96.7713 %

Total Number of Instances 499

=== Detailed Accuracy By Class ===
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TP Rate FP Rate Precision Recall F-Measure Class
0.504 0.095 0.629 0.504 056 a
0.905 0496 0.851 0905 0877 b

=== Confusion Matrix ===

a b <--classified as
61 601 a=a
363421 b=b

The tree displayed in this Appendix is similar to the one displayed in Figure 9. The
number of nodes present in this tress is 417 and the number of leaf nodes is 209.

Using code written in Java the following was extracted from the above tree. The
number of unique attributes in the tree is 163. The table below shows the number of times the
different attributes are repeated.

bld 2 d2d 2 abb 2 blw 2 l1eb 2
ull 2 k2p 2 s6 4 bbSm 2 ddé 2
cc3k 2 elba 2 ulc 2 blh 2 clb 2
aas 4 bb5e 2 elkb 2 nlw 4 olb 2
b3e 2 elka 2 ilq 2 g2d 2 r4a 2
ccSch 2 c5b 2 bb5c 4 jlb 2 g2e 2
tlba 2 dd8 2 bbb 2 ccSeb 2 14e 2
14b 2 i3a 2 ccSca 2 j2c 2 k2a 4
11bc 2 sSf 2 k2d 2 b3d 4 k20 4
nli 4 bli 2 jld 4 cc5da 6 i6 2
cc3d 2 bly 2 elda 4 i2a 2 bb4 4
blo 4 rlb 2 blp 2 06d 2 s5b 2
llcc 2 k2b 2 jll 2 elcb 2 b3b 2
cch 4 ccSfa 2 cc3h 2 11ac 4 o4 2
d2c 2 dla 2 blc 2 bldd 2 llec 4
u2a 4 ilt 2 cc2 2 a4b 2 dd4 2
ccSbb 2 ulj 4 abh 2 ulg 2 cc3i 4
elaa 2 r5b 2 blcc 4 elgb 2 d2a 4
k21 2 c3 4 mla 2 a3 2 vla 4
cc3j 2 blbb 2 glg 2 11db 4 ccd 4
k4b 2 blt 2 dlb 2 i2b 2 ccSia 4
nls 2 13 4 f3b 2 14n 4 bb3 2
dd3 2 mli 2 mlb 2 cc3a 2 ila 2
g2a 2 eldb 6 clc 2 blf 2 k2u 2
bb5i 2 e2 6 glh 4 jli 6 llea 2
k6 2 ql 2 b3a 2 glf 2 2b 2
jlo 4 f3c 2 uli 2 ilb 2 blaa 4
bln 2 bb5a 4 sS5g 2 jla 2 blk 2
tleb 2 l1cb 2 dd1 4 h2 4 adc 2
tSab 2 22b 2 11dc 2 f3a 2 gld 2
ccSja 2 ccSba 2 jlg 2 r4b 2 cc3c 2
ccSea 2 02b 2 tlaa 2 a6j 4
b2 2 bb5d 2 bb5k 2 12a 8
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Appendix D

An example to show how increasing the number of rules extracted from the training
set using the Association Discovery, increases the accuracy with regard to classification of

the test data set.
CASE 1

This appendix uses the breast cancer database from Wisconsin. 500 cases are used as
the training data set and 198 cases are used as the test data set. Using Association Discovery
tool it is found that there are 508 patterns within the training data set. From the 508 rules the
tool is made to extract 121 of the best rules. Figure 30 shows the accuracy obtained when 11

Rules where used to classify the 198 test data set.

@ RuleClassifer{Model) - discover*e Tools ]

Eonfigurationl EHecutionl Classifization Fesults  Classification Verfication | Rule Usagel DbiectDetaiIsl Help I Ahout I

r— Canfiguration
Attribute Ta Classify
Results MiningData [:APDENECw small_results Madhesion ;I
SEpithelialCellSize
BareMuclei
BlandChromatin
Original MiningData CoAPDSABCW zmall N_ormaIN ucleali
Mitozes
Results

ClazzlD =1 Label = a Comect = 155 (100.00%) Incomect = 0[0.003%).1 d
ClazzlD = 2 Label = b Carrect = 0[0.00%] Incorect = 43 [100.00%).1
Totals - Correct= 155 [78.28%) Wiong = 43(21.72%) Unclassified = 0[0.00%].1

Go

D:WPDS erification ©: Complete. A

Figure 30 Accuracy when eleven rules are used for Classification
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CASE 2

Similar to the above case, here out of 508 rules, 121 of the best rules are used for
classification.

# RuleClassifer{Model) - discover*e Tools

_ =0 x
Configuration | Execution | Classification Results  Classification Yerfication | Ryle Usage I Object Details I Help | Ahout I
—Configuration
Attribute To Clazsify
Resultz MiningD ata DAPDSABCwWsmall_results MAdhesion ;l
SEpithelialCelSize
BareMuclei
BlandChromatin
Original MiningD ata DAPDEBCWsmal HomeHugkol
Itoges
—Results
ClassID =1 Label = a Carrect = 155 (100.00%) Incorrect = 0 (0.00%]1 ;l
ClagslD = 2 Label = b Comect =33 [30.70%] Incarrect = 4 [9.30%).1
Totals - Comect= 194 [37.98%) Wiong = 4(2.02%] Unclazsified = 0[0.00%).1

Go

[VHY=hs

Ierfication :: Comolate. AI

Figure 31 Accuracy when 121 rules are used for Classification
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CASE 3

All the 508 rules where used for classifying the test data set.

@ RuleClassifer{Model) - discover*e Tools

] ]
Configurationl EHecutionI Classification Resulty  Classification Yerfication | Rule Usage | Object Details | Help | About |
r— Configuration
Attibute To Clagsify
Results MiningD ata D:APDENBC W emall_result: Madhesion ;l
SE pithelialCellSize
BareMuclsi
BlandChromatin
Driginal MiningD ata D:APOSSECWSsmall L)
ihozes
—Results
Clazs|D =1 Label = a Comect = 154 [99.35%) Incomect = 1 (0.652)1 ;l
Clazs|D = 2 Label = b Cormect = 43 [100.00%) Incomect = 0 (0,003
Totals - Comect= 197 [99.49%) Wiong = 1[0.51 %) Unclassified = 0[0.00%].|

Go

JAFDS

Werification ;; Complete,

Figure 32 Accuracy when 508 rules are used for classification

From the above three cases it is found that in CASE 1 the accuracy of the rule based
classification was 78.28%, similarly CASE 2 produced an accuracy of 97.98% and in CASE
3 an accuracy of 99.49% was obtained. This suggests that increasing the number of rules

will increase the accuracy of the system during classification.
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