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Abstract

This thesis investigates three areas of the theory of graph homomorphisms: cores of graphs,
the homomorphism order, and quantum homomorphisms.

A core of a graph X is a vertex minimal subgraph to which X admits a homomorphism.
Hahn and Tardif have shown that, for vertex transitive graphs, the size of the core must
divide the size of the graph. This motivates the following question: when can the vertex set
of a vertex transitive graph be partitioned into sets which each induce a copy of its core?
We show that normal Cayley graphs and vertex transitive graphs with cores half their size
always admit such partitions. We also show that the vertex sets of vertex transitive graphs
with cores less than half their size do not, in general, have such partitions.

Next we examine the restriction of the homomorphism order of graphs to line graphs.
Our main focus is in comparing this restriction to the whole order. The primary tool we
use in our investigation is that, as a consequence of Vizing’s theorem, this partial order can
be partitioned into intervals which can then be studied independently. We denote the line
graph of X by L(X). We show that for all n ≥ 2, for any line graph Y strictly greater than
the complete graph Kn, there exists a line graph X sitting strictly between Kn and Y . In
contrast, we prove that there does not exist any connected line graph which sits strictly
between L(Kn) and Kn, for n odd. We refer to this property as being “n-maximal”, and
we show that any such line graph must be a core and the line graph of a regular graph of
degree n.

Finally, we introduce quantum homomorphisms as a generalization of, and framework
for, quantum colorings. Using quantum homomorphisms, we are able to define several other
quantum parameters in addition to the previously defined quantum chromatic number.
We also define two other parameters, projective rank and projective packing number,
which satisfy a reciprocal relationship similar to that of fractional chromatic number and
independence number, and are closely related to quantum homomorphisms. Using the
projective packing number, we show that there exists a quantum homomorphism from X
to Y if and only if the quantum independence number of a certain product graph achieves
|V (X)|. This parallels a well known classical result, and allows us to construct examples of
graphs whose independence and quantum independence numbers differ. Most importantly,
we show that if there exists a quantum homomorphism from a graph X to a graph Y ,
then ϑ̄(X) ≤ ϑ̄(Y ), where ϑ̄ denotes the Lovász theta function of the complement. We
prove similar monotonicity results for projective rank and the projective packing number
of the complement, as well as for two variants of ϑ̄. These immediately imply that all
of these parameters lie between the quantum clique and quantum chromatic numbers, in
particular yielding a quantum analog of the well known “sandwich theorem”. We also
briefly investigate the quantum homomorphism order of graphs.
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4.4 The graph Ŷ (left) and its line graph (right). . . . . . . . . . . . . . . . . . 57

4.5 A portion of the graphs Y (left) and T (Y, y) (right). . . . . . . . . . . . . . 59

4.6 Example of Vy and corresponding Ei for i ∈ {0, 1, . . . , d} for d = 5. . . . . . 63

4.7 The graph M3 (left) and its line graph (right). . . . . . . . . . . . . . . . . 66
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Chapter 1

Introduction

A graph homomorphism is a map between the vertex sets of two graphs which preserves
adjacency. From this simple definition springs forth a rich and varied field of study. In this
thesis we will investigate the following three areas of the field of graph homomorphisms:
cores of graphs, the homomorphism order, and quantum homomorphisms.

A core of a graph X is a vertex minimal subgraph of X to which X admits a homomor-
phism. In some sense, the core of a graph X is the smallest possible graph which retains
all of the homomorphic information of X, such as chromatic number, clique number, etc.
We will mainly focus on cores of graphs which have a high degree of symmetry, specifically
those of vertex transitive graphs. For a vertex transitive graph X, a result of Hahn and
Tardif [23] states that the number of vertices in the core of X must divide the number of
vertices in X itself. This result raises the question: Can the vertex set of a vertex tran-
sitive graph be partitioned into sets which each induce copies of its core? It is precisely
this question that we investigate in Chapter 3. We will see that, though in general the
answer is no, there exist some interesting classes of graphs which do have such partitions.
In particular, we show that any vertex transitive graph whose core is half its size must
simply be two disjoint copies of its core along with some edges between the copies. We
then see that this result cannot be extended to vertex transitive graphs whose core is less
than half its size by exhibiting a family of vertex transitive graphs Xn for n ≥ 3 such that
the core of Xn is 1/n the size of Xn but none of the Xn can be partitioned into copies of
their core. However, we are able to prove that an important class of Cayley graphs, known
as normal Cayley graphs, always admit partitions into copies of their cores. The majority
of the work in this chapter is from [43].

Using the composition of maps it is not hard to see that graph homomorphisms are
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transitive, i.e. ifX has a homomorphism to Y , and Y has a homomorphism to Z, thenX has
a homomorphism to Z. Moreover, the identity map is a homomorphism from X to itself for
any graph X. This implies that the relation “has a homomorphism to” is a preorder. This
relation is not a partial order since it is possible for graphsX and Y to have homomorphisms
between them in both directions but not be isomorphic. However, if we define such graphs
to be “homomorphically equivalent”, then the relation “has a homomorphism to” can be
thought of as a partial order on classes of homomorphically equivalent graphs. This partial
order is known as the “homomorphism order of graphs” and there has been a great deal
of work on this order, including a book by Hell and Nešetřil [26] which gives an excellent
introduction to the topic. In Chapter 4, we investigate the restriction of this order to line
graphs. One interesting and useful feature of this restriction is that it can be partitioned
into the intervals [Kn, Kn+1) consisting of the line graphs above Kn and strictly below
Kn+1. This partition is a consequence of the fact that the clique and chromatic numbers
of a line graph differ by at most one, which follows from Vizing’s theorem.

One of the main focuses of Chapter 4 is to compare the restriction to line graphs to
the full homomorphism order of graphs. Our primary basis for comparison of these orders
is a property known as density. A partial order is dense if for any two elements X and Z
such that X is strictly less than Z in the partial order, there exists an element Y sitting
strictly above X and strictly below Z in the order. The homomorphism order of graphs
is known to be dense everywhere above the graph K2. In contrast to this, we show that
when restricted to line graphs there are an infinite number of “gaps” in the order. A gap
is essentially a counterexample to density. In other words, a gap is a pair of elements X
and Z such that X is strictly less than Z but there does not exist any element Y strictly
between them. The gaps we exhibit all lie between the graphs K2 and K3, and so it is
possible that the homomorphism order of line graphs is still dense everywhere above K3.
However, we also show that for odd n ≥ 5, there does not exist any connected line graph
strictly above the line graph of Kn and strictly below Kn (which is a line graph). On the
other hand, we prove that if Y is any line graph strictly above the graph Kn, then there
exists a line graph X strictly between Kn and Y . Lastly, we show that if X is a connected
graph whose line graph is strictly less than Kn+1, but no connected line graph lies strictly
between the line graph of X and Kn+1, then X must be regular of degree n and its line
graph is a core.

In Chapter 6 we introduce quantum homomorphisms, which were originally motivated
by a game played between two players, Alice and Bob, and a referee. The purpose of the
game is for Alice and Bob to convince the referee that they have a homomorphism from a
graph X to a graph Y . To play, Alice and Bob each receive a vertex of X from the referee
and then respond with a vertex of Y . Alice and Bob are not allowed to communicate
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during the game, though they can agree on a strategy beforehand. To win, they must
respond with the same vertex of Y if they were given the same vertex of X, and they must
respond with adjacent vertices of Y if they were given adjacent vertices of X. It is easy
to see that this game can be won with certainty if there exists a homomorphism from X
to Y . It is not much more difficult to see that, for classical strategies, this condition is
also necessary. Thus the existence of a perfect classical strategy of this game encodes the
existence of a homomorphism.

It is known that allowing two separated parties to share, and perform measurements on,
a quantum state can sometimes enable them to perform certain tasks that are impossible
to perform classically. Considering this, it is natural to ask if the above described “ho-
momorphism game” can sometimes be won by a quantum strategy even if no appropriate
homomorphism exists. The answer turns out to be yes, as was shown in [6, 5]. Inspired
by the equivalence between classical strategies and homomorphisms, we say that a graph
X has a quantum homomorphism to Y if there exists a winning quantum strategy for the
corresponding homomorphism game. It has been shown [8] that the existence of such a
strategy is equivalent to the existence of an assignment of projectors to the elements of
V (X) × V (Y ) satisfying certain orthogonality and completeness conditions (in fact, we
define quantum homomorphisms in terms of such assignments and then show that this is
equivalent to the existence of a winning quantum strategy).

Fascinatingly, quantum homomorphisms seem to behave very similarly to homomor-
phisms. For instance, quantum homomorphisms are transitive, cannot map larger complete
graphs to smaller ones, and a connected graph X has a quantum homomorphism to a graph
Y if and only if it has a quantum homomorphism to one of its components. On the other
hand, many graph parameters which are homomorphism monotone, i.e. f(X) ≤ f(Y ) if
X has a homomorphism to Y , are not quantum homomorphism monotone. Some exam-
ples are the chromatic and clique numbers. This is not surprising as these parameters are
defined in terms of homomorphisms and not quantum homomorphisms. Somewhat surpris-
ingly however, we are able to show that the Lovász theta function of the complement [34],
which can also be defined via homomorphisms, is quantum homomorphism monotone. We
also prove analogous theorems for two variants of the Lovász theta function, introduced
respectively by Schrijver [47] and Szegedy [48].

Motivated by the definition of quantum homomorphisms, we define and investigate two
graph parameters, α̃ and ξf , which are based on assigning projectors to vertices of a graph
such that adjacent vertices receive projectors which are orthogonal to each other. These
parameters turn out to somewhat reciprocal to each other similarly to how independence
number and fractional chromatic number are related to one another. More specifically, we
show that |V (X)|/α̃(X) ≤ ξf (X) with equality if X is vertex transitive. We also prove

3



that ξf and α̃ of the complement are quantum homomorphism monotone.

Using quantum homomorphisms, we define quantum analogs of several well known
graph parameters. We primarily study the quantum independence number, denoted αq,
and the quantum chromatic number, denoted χq, which was previously defined in [3].
Using the parameter α̃, we show that there exists a quantum homomorphism from X to Y
if and only if the quantum independence number of a certain product graph achieves value
|V (X)|. This parallels a well known classical result, allowing us to construct examples of
graphs X such that α(X) << αq(X). We are also able to obtain effective bounds on αq
and χq using the monotonicity results mentioned above. These bounds allow us to show
that the quantum odd girth of a Kneser graph is equal to its odd girth.

Lastly, we briefly discuss the quantum homomorphism order of graphs. We show that
this partial order is a homomorphic image of the homomorphism order of graphs, and that
it is isomorphic to an induced suborder of the homomorphism order of infinite graphs.
We further show that the quantum homomorphism order of graphs is a lattice with the
same meet and join operations as the homomorphism order. We also discuss what quan-
tum homomorphism equivalence classes “look like”, noting that they must be unions of
homomorphism equivalence classes. Several results of Chapter 6 are from a joint work with
Laura Mančinska [42].

To prepare the reader for the main results of this thesis mentioned above, we have
given the relevant background material on homomorphisms in Chapter 2, as well as an
introduction to the basics of quantum information in Chapter 5.
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Chapter 2

Background on Homomorphisms

The central notion of this thesis is the graph homomorphism. As graph homomorphisms
have been extensively studied, the field contains a broad array of results and ideas. We
have no hope of covering the whole of them here, but rather we will provide a subset
designed to prepare the reader for the results presented in the remaining chapters. As this
is background material, the results presented are not new, nor are they due to the author
of this thesis. For a more thorough introduction to the theory of homomorphisms, we refer
the reader to [19, 23, 26].

Though we have endeavored to be efficient, not all material presented here is necessary
for our results. However, everything is intended to benefit the reader in their understanding
of our work. The rest of this chapter is outlined as follows:

In Section 2.1, we introduce the basic definitions and a few simple properties of ho-
momorphisms which will be ubiquitous throughout this thesis. Section 2.2 introduces the
various special cases of homomorphisms one obtains by adding additional constraints, such
as isomorphisms and retractions. We then give examples of some well known graph pa-
rameters which can be formulated naturally in terms of homomorphisms in Section 2.3.
We also introduce the concept of homomorphism monotone parameters in this section.

Section 2.4 defines the equivalence relation known as “homomorphic equivalence”, and
uses this to define the homomorphism order of graphs which is central to the ideas of
Chapter 4. In Section 2.5 we introduce the notion of cores, which are the focus of Chapter 3,
and prove several basic properties of these objects. We, in particular, focus on their relation
to homomorphic equivalence. Cores will also play a role in some results of Chapter 4.

Section 2.6 introduces several well known graph products and other constructions that
will be used throughout the thesis. We also give some details about each of these construc-
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tions and discuss some of their basic properties. In Section 2.7, we define various types
of transitivity such as vertex and arc transitivity. We also prove the no-homomorphism
lemma and use it to prove the clique-coclique bound for vertex transitive graphs. In Sec-
tion 2.8, we introduce Cayley graphs as natural examples of vertex transitive graphs, and
prove a theorem of Sabidussi which states that any vertex transitive graph is homomor-
phically equivalent to some Cayley graph. We then use this result to give another proof of
the clique-coclique bound.

We present several results on the cores of various types of transitive graphs in Sec-
tion 2.9. In particular, we give a theorem of Hahn and Tardif which states that the size of
the core of a vertex transitive graph must divide the size of the graph, as well as a result of
Cameron showing that non-edge transitive graphs are either cores or have complete cores.
We end the section by giving a proof that Kneser graphs are cores. Finally, Section 2.10
focuses on the homomorphism order of graphs. Specifically, we show that it is a lattice
with meet and join operations corresponding to categorical product and disjoint union of
graphs, respectively.

2.1 Basic Definitions and Properties

In this thesis, we will always use “graph” to mean “simple finite graph”, unless explicitly
stated otherwise. Given graphs X and Y , a function ϕ : V (X)→ V (Y ) is a homomorphism
if ϕ(x) ∼ ϕ(y) whenever x ∼ y, where ∼ denotes “is adjacent to”. Note that this definition
implies that if ϕ(x) = ϕ(y), then x and y are not adjacent in X. Thus the preimage ϕ−1(y)
of a vertex in Y is necessarily an independent set in X. We will refer to the preimages
ϕ−1(y) for y ∈ V (Y ) as the fibres of ϕ. We will use X → Y to denote the existence of
a homomorphism from X to Y , and we write ϕ : X → Y to specify that ϕ is such a
homomorphism. An example of a homomorphism has been given in Figure 2.1.

Note that if ϕ is a homomorphism from a graph X to a graph Y , it need not be
surjective, i.e. there may be vertices in Y to which ϕ maps no vertices of X. We define the
image of ϕ, denoted Im(ϕ), to be the subgraph of Y induced by the vertices

{y ∈ V (Y ) : ∃x ∈ V (X) s.t. ϕ(x) = y}.

An important property of homomorphisms is that they are transitive: if X → Y
and Y → Z, then X → Z. To see this, consider homomorphisms ϕ1 : X → Y and
ϕ2 : Y → Z, and adjacent vertices x, y ∈ V (X). By definition, ϕ1(x) ∼ ϕ1(y), and
similarly ϕ2(ϕ1(x)) ∼ ϕ2(ϕ1(y)). Thus, ϕ2 ◦ ϕ1 is a homomorphism from X to Z.
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Figure 2.1: Example of a homomorphism.

2.2 Types of Homomorphisms

By imposing extra constraints on homomorphisms, we can obtain many other types of
graph morphisms, some of which have been studied thoroughly in their own right. We take
some time here to introduce some of these that will be used throughout this thesis.

An isomorphism is a bijective homomorphism which also preserves nonadjacency. Equiv-
alently, a homomorphism is an isomorphism if and only if it is surjective and its inverse
is also a homomorphism. If there exists an isomorphism from graph X to graph Y , then
we say that X and Y are isomorphic and write X ∼= Y . Note that the inverse of an
isomorphism is also an isomorphism and thus X has an isomorphism to Y if and only if Y
has an isomorphism to X. Isomorphisms have received attention mostly due to the graph
isomorphism problem: deciding if two graphs are isomorphic to each other. This problem
is one of only a few problems in NP which is neither known to be either polynomial time
solvable nor NP-complete.

An automorphism is an isomorphism from a graph to itself. The set of automorphisms
of a graph X, denoted Aut(X), forms a group under composition. We will discuss the
automorphism group of a graph in more detail when we introduce vertex transitive graphs,
which will be the focus of Chapter 3.

An endomorphism of a graph X is a homomorphism from X to itself. These differ
from automorphisms in that their image need not be all of X. Since the inverse of a
homomorphism need not be a homomorphism (or even a function), the set of endomor-
phisms of a graph X, denoted End(X), is not necessarily a group. However, End(X) is a
monoid (a set with an associative binary operation and an identity element) under com-
position. Note that Aut(X) ⊆ End(X) as an automorphism is exactly an endomorphism
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which is also an isomorphism. We will refer to endomorphisms which are not bijective as
proper endomorphisms . Note that an endomorphism is an automorphism if and only if it
is bijective.

A retraction is a homomorphism from X to a subgraph Y that acts as identity on
its image, i.e. ϕ : X → Y is a retraction if ϕ(ϕ(x)) = ϕ(x) for all x ∈ V (X). For a
homomorphism ϕ : X → Y , we denote by ϕ|X′ the restriction of ϕ to the subgraph X ′ of
X. Using this notation, an endomorphism, ϕ, of X is a retraction if and only if ϕ|Y = id
for Y the image of ϕ. We say that a subgraph Y of X is a retract if there exists a retraction
whose image is Y . Note that, since a retraction acts as identity on its image, any retract
of a graph X must be an induced subgraph of X. Endomorphisms and retractions are
essential in the study of cores, which we will introduce in Section 2.5, and are the focus of
Chapter 3 as well as an important part of Chapter 4.

2.3 Graph Parameters Defined Via Homomorphisms

One of the nice things about the theory of homomorphisms is that many graph parameters
which are normally defined in a combinatorial way, also admit definitions purely in terms
of homomorphisms. This in some sense unifies the study of these parameters as a special
case of the study of homomorphisms. In this section we will introduce several such graph
parameters, giving both the usual definition and the equivalent formulation in terms of ho-
momorphisms. Many of the parameters we see will play an important part in the following
chapters, in particular Chapter 6.

Probably one of the most well known graph parameters is the chromatic number . To
define this parameter we must first define what a coloring of a graph is. For a graph X,
a coloring of X is an assignment of “colors” from a given set to the vertices of X such
that adjacent vertices receive different colors. An n-coloring is when the set of colors from
which to choose has size n. More formally, a function f : V (X) → S is a coloring of X
if f(x) 6= f(y) whenever x ∼ y, and f is an n-coloring if |S| = n. Typically, the set S is
taken to be [n] := {1, 2, . . . , n}. We say that a graph X is n-colorable if there exists some
n-coloring of X. The chromatic number of X, denoted χ(X), is then defined to be the
minimum n such that X is n-colorable. For a given coloring f : V (X) → S, we will refer
to the sets f−1(s) for s ∈ S as the color classes of f .

It turns out that an n-coloring is equivalent to a homomorphism to the complete graph
Kn. To see this, note that inequality and adjacency are the same relation on V (Kn),
and thus a function f : V (X) → V (Kn) is an n-coloring if and only if it is a homomor-
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phism. With this equivalence, we can define the chromatic number of a graph in terms of
homomorphisms as follows:

χ(X) = min{n ∈ N : X → Kn}.

A clique of a graph X is a subset of V (X) which induces a complete subgraph of X,
i.e. a subset of vertices which are all pairwise adjacent. An n-clique is simply a clique of
size n. The size of the largest clique in a graph X is known as the clique number of X,
and is denoted ω(X). An independent set of a graph X is a subset of V (X) such that
no two vertices in the subset are adjacent. It is easy to see that a subset S ⊆ V (X)
is an independent set in X if and only if S is a clique in X. One important property
of independent sets, as they relate to homomorphisms, is that the inverse image of any
independent set must be an independent set. If this were not the case, then adjacency
would not be preserved. The independence number of a graph X, denoted α(X), is the
size of the largest independent set in X. Both independent sets and cliques naturally arise
in many different problems, and they are closely related to graph colorings as well.

To see how one can define ω(X) in terms of homomorphisms, consider a homomorphism
ϕ : Kn → X for some graph X. Since every vertex of Kn is adjacent to every other vertex,
no two of its vertices can be identified by ϕ. Furthermore, every pair of vertices in the
image of ϕ must be adjacent for the same reason. Therefore the image of ϕ must be an
n-clique. Using this, we can define both clique and independence numbers in terms of
homomorphisms:

ω(X) = max{n ∈ N : Kn → X}
α(X) = ω

(
X
)
.

The odd girth of a graph X, denoted og(X), is the length of the shortest odd cycle in
X. One can define odd girth in terms of homomorphisms from odd cycles, similarly to
clique number. However, unlike complete graphs, the image of an odd cycle need not be
an odd cycle of the same length. For instance, Figure 2.2 shows a homomorphism from
C5 to C3 = K3. On the other hand, the image of an odd cycle under a homomorphism
must contain an odd cycle of equal or lesser length. To see this, note that if C is an odd
cycle and ϕ is a homomorphism from C such that Im(ϕ) does not contain any odd cycle,
then Im(ϕ) is bipartite and thus Im(ϕ) → K2. By the transitivity of homomorphisms,
this implies that C → K2 which is a contradiction since no odd cycle can be 2-colored.
Therefore the image of an odd cycle C under a homomorphism must contain an odd cycle,
and this odd cycle must be of equal or lesser length since its image cannot contain more
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vertices than C. Due to this property of odd cycles, we can define odd girth as follows:

og(X) = min{n ∈ N, n odd : Cn → X}.

ϕ

Figure 2.2: Homomorphism from C5 to K3.

There are many other graph parameters that can be defined via homomorphisms like
the above. However, unlike the above it is sometimes nontrivial to show that the homo-
morphism definition is equivalent to the usual definition. An example of a parameter for
which this is the case is the fractional chromatic number , denoted χf .

The fractional chromatic number of a graph X is defined by the linear program (LP)
below, where I(X) denotes the set of all independent sets in X, and I(X, x) is the set of
all independent sets in X containing the vertex x.

min
∑

I∈I(X)

wI

s.t.
∑

I∈I(X,x)

wI ≥ 1 for all x ∈ V (X)

If we further restrict the variables wI in the above to be integer valued, then we obtain
an integer program whose value is equal to the chromatic number of X. Solutions to the
above LP are referred to as “fractional colorings”, and solutions to its dual given below
are known as “fractional cliques”. By LP duality, the values of these two LPs are equal.

max
∑

x∈V (X)

wx

s.t.
∑
x∈I

wx ≤ 1 for all I ∈ I(X)
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To define the fractional chromatic number using homomorphisms, we must first introduce
what are known as the Kneser graphs . The Kneser graph, Kn:r, has the r-subsets of [n] as
its vertices such that two are adjacent if they are disjoint. These graphs are related to the
Erdős-Ko-Rado theorem which states that, for n > 2r, a family of pairwise intersecting
r-subsets of [n] has size at most

(
n−1
r−1

)
, and the only families meeting this bound are those

which consist of all r-subsets containing some element fixed element i for i ∈ [n]. The
Kneser graphs are of interest to us due to the following formulation of fractional chromatic
number:

χf (X) = min
{n
r
∈ Q : X → Kn:r

}
.

The proof that this minimum is obtained and that it is equal to the value of the LP above
is nontrivial and we omit it, but it can be found in [19].

The utility of defining these parameters in this manner lies in the following observation:
if Y is n-colorable, then Y → Kn, and if X is a graph such that X → Y , then X → Kn and
thus X is n-colorable. Therefore X → Y ⇒ χ(X) ≤ χ(Y ). Similarly, X → Y ⇒ ω(X) ≤
ω(Y ) and χf (X) ≤ χf (Y ). We say that a graph parameter f for which X → Y implies
f(X) ≤ f(Y ) is homomorphism monotone. Note that under this definition, odd girth is not
homomorphism monotone since X → Y implies og(X) ≥ og(Y ) as opposed to the reverse
inequality. The above implications are often of more use in their contrapositive forms,
e.g. if χ(X) > χ(Y ) then X 6→ Y . Statements of this form (sufficient conditions for the
nonexistence of a homomorphism) are often referred to as “no-homomorphism lemmas”.
We will investigate this idea further in Section 2.7.

We take a moment here to note that the above discussion of homomorphisms from odd
cycles implies that C2n+1 → C2m+1 ⇒ m ≤ n. To prove the converse, consider the cycles
C2n+1 with vertices {u1, u2, . . . , u2n+1} and C2n−1 with vertices {v1, v2, . . . , v2n−1} where
the indices indicate the order the vertices appear on the cycle. The map ϕ : V (C2n+1) →
V (C2n−1) given by

ϕ(ui) =


vi if i = 1, 2, . . . , 2n− 1
v1 if i = 2n
v2 if i = 2n+ 1

can easily be seen to be a homomorphism. Therefore C2n+1 → C2n−1 and by transitivity
of homomorphisms, C2n+1 → C2m+1 whenever m ≤ n.

In Chapter 6, we will see some more graph parameters which have formulations in
terms of homomorphisms. As with the above, these parameters will easily be seen to be
homomorphism monotone. But, unlike the parameters we have defined here, they will also
be quantum homomorphism monotone, a concept we will define in Chapter 6.
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2.4 Homomorphic Equivalence and the Homomorphism

Order

The material in this section requires the following definition.

Definition. A partially ordered set , or simply poset , is a set P equipped with a binary
relation “≤” satisfying the following properties:

• Reflexivity: x ≤ x for all x ∈ P ;

• Transitivity: x ≤ y and y ≤ z implies x ≤ z for all x, y, z ∈ P ;

• Antisymmetry: x ≤ y and y ≤ x implies x = y for all x, y ∈ P .

We refer to the relation “≤” as a partial order on P . For a partial order “≤”, we will
sometimes use the notation x < y as shorthand for x ≤ y and x 6= y.

It is useful to consider the properties that “→” has as a relation on graphs, and fur-
thermore to consider whether it is a partial order. We have already seen above that “→”
is transitive. It is easy to see that it is reflexive as well, since the identity function is a
homomorphism and thus X → X for all graphs X. We have also already seen examples
that show that “→” is not symmetric; two odd cycles of different lengths only have a
homomorphism between them in one direction. One could also consider whether “→” is
antisymmetric, i.e. that X → Y and Y → X together imply that X ∼= Y . This is, in
fact, not the case. It is easy to see that if X is a bipartite graph, then X → K2 since
X is 2-colorable. Furthermore, if X contains at least one edge, then K2 → X. Therefore
X → K2 and K2 → X for any nonempty bipartite graph X, and there are clearly many
such graphs which are not isomorphic to K2.

Since “→” is not antisymmetric, it is not a partial order. However, one can remedy
this with the notion of homomorphic equivalence. We say that two graphs X and Y are
homomorphically equivalent if X → Y and Y → X. We will denote this by writing X ≡ Y .
It is not hard to see that “≡” is in fact an equivalence relation on the class of all graphs.
It is clearly reflexive since X → X for all graphs X as noted above. It is also clearly
symmetric by design, and it is transitive by the transitivity of “→”. Since “≡” is an
equivalence relation, it partitions the class of graphs into equivalence classes. We refer to
these classes as homomorphic equivalence classes , and we denote the class to which a graph
X belongs by H (X).
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Using homomorphic equivalence classes, we can construct a partial order induced by
“→”. We say that H (X) ≤ H (Y ) if X → Y . Though “→” was not antisymmetric, this
relation is since H (X) = H (Y ) if and only if X ≡ Y if and only if H (X) ≤ H (Y ) and
H (Y ) ≤ H (X). Note that “≤” is well defined since X → Y if and only if X ′ → Y ′ for
all graphs X ′ ∈ H (X), Y ′ ∈ H (Y ). Also note that it is easy to see that “≤” inherits the
reflexivity and transitivity of “→”. Since “≤” is antisymmetric as well, it is a partial order
on the set of homomorphic equivalence classes of graphs. We refer to this partially ordered
set as the homomorphism order of graphs and denote it by G. We will explore the poset G
in more depth in Section 2.10 and it will be central to the focus of Chapter 4.

Homomorphic equivalence also relates to certain graph parameters like those discussed
in Section 2.3. For example, if X ≡ Y , then by definition we have that χ(X) ≤ χ(Y ) and
χ(Y ) ≤ χ(X). Of course this implies that χ(X) = χ(Y ), and similarly we can see that
ω(X) = ω(Y ), χf (X) = χf (Y ), etc. More generally, if f is any homomorphism-monotone
graph parameter, then X ≡ Y ⇒ f(X) = f(Y ). In fact, any parameter g such that
X → Y ⇒ g(X) ≥ g(Y ) (for example odd girth), will also have this property.

2.5 Cores

An important notion in the theory of graph homomorphisms, and in particular regarding
homomorphic equivalence, is that of cores. A graph X is said to be a core if all of its
endomorphisms are automorphisms. Equivalently, X is a core if it has no proper endomor-
phisms. Some examples of graphs which are cores are listed below.

• The complete graphs Kn

• The odd cycle C2n+1

• The odd wheel W2k+1

• The Kneser graph Kn:r for n > 2r.

It is not too difficult to see that the first two examples above are cores, however the third
requires much more work. We will see a proof that the Kneser graphs are cores which uses
the Erdős-Ko-Rado theorem in Section 2.9. In general, it is NP-hard to determine whether
a graph is a core [25].

Recall from Section 2.4 that there exist graphs X and Y such that X ≡ Y but X and
Y are not isomorphic. For cores however, this cannot happen.
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Lemma 2.5.1. Suppose graphs X and Y are cores. Then X ≡ Y if and only if X ∼= Y .

Proof. One direction is straightforward. If X ∼= Y , then there exist isomorphisms from X
to Y and from Y to X. Since an isomorphism is a homomorphism, we have that X → Y
and Y → X and thus X ≡ Y . This direction does not even require that X and Y are
cores.

Now suppose that X and Y are cores such that X ≡ Y . This implies that there exist
homomorphisms ϕ1 : X → Y and ϕ2 : Y → X. We will show that these must in fact
be isomorphisms. Suppose that ϕ1 is not injective. Then ϕ2 ◦ ϕ1 is an endomorphism of
X which is not injective, and thus not a bijection. This contradicts the fact that X is a
core. Similarly, ϕ2 must be injective. Together these imply that |V (X)| ≤ |V (Y )| and
|V (X)| ≥ |V (Y )| and thus |V (X)| = |V (Y )|. Since ϕ1 is injective and |V (X)| = |V (Y )|, it
is also surjective and thus a bijection. Similarly, ϕ2 is a bijection. All that is left to show
is that ϕ1 preserves nonadjacency.

Since ϕi is a bijection for i = 1, 2, the endomorphism ϕ2 ◦ ϕ1 is also a bijection from
V (X) to itself. Since ϕ2 ◦ϕ1 also preserves adjacency, it induces a bijection from E(X) to
itself. This implies that no nonedge of X is mapped to an edge of X. This in turn implies
that ϕ1 must preserve nonadjacency, and is thus an isomorphism. Therefore X ∼= Y .

Note that we have actually proven a stronger statement:

Lemma 2.5.2. Suppose graphs X and Y are cores such that X ≡ Y . Then any homo-
morphism from X to Y must be an isomorphism.

We typically will only need Lemma 2.5.1, but Lemma 2.5.2 will be used below to help
prove Lemma 2.5.10.

The above lemma implies that each homomorphic equivalence class contains at most
one core (up to isomorphism). We will see later that each homomorphic equivalence class
in fact contains exactly one core.

We say that a graph Y is a core of X if Y is a core, Y is a subgraph of X, and X → Y .
The first thing to note about this definition is that if X is a core, then X is a core of X.
Another important property of this definition is given in the following lemma:

Lemma 2.5.3. If Y is a core of a graph X, then Y ≡ X.

Proof. By definition, X → Y , so we only need to show that Y → X. However, any
subgraph of X has a homomorphism to X, in particular the inclusion map is such a
homomorphism. Therefore Y ≡ X.

Combining the above lemma with Lemma 2.5.1 we obtain the following corollary:
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Corollary 2.5.4. If Y and Y ′ are cores of a graph X, then Y ∼= Y ′.

Proof. By Lemma 2.5.3, Y ≡ X and Y ′ ≡ X and thus Y ≡ Y ′. However, both Y and Y ′

are cores and thus by Lemma 2.5.1 we have Y ∼= Y ′.

Note that this does not mean that a graph has only one core; it may contain many
distinct cores, but they all must be isomorphic. Also note that we have not shown that
every graph has a core. To show this, we will prove the following stronger statement:

Lemma 2.5.5. Let M = min{|V (Z)| : Z is a subgraph of X such that X → Z}. Then a
subgraph Y of X is a core of X if and only if X → Y and |V (Y )| = M .

Proof. Suppose that Y is a subgraph of X such that X → Y and |V (Y )| = M . To show
that Y is a core of X we only need to show that Y is a core. Suppose not, and let ϕ be
a homomorphism from X to Y . Since Y is not a core, there exists an endomorphism ψ
of Y such that ψ is not a bijection. This is implies that the image of ψ has strictly fewer
vertices than Y . However, that would imply that ψ ◦ ϕ is a homomorphism from X to a
subgraph of X with strictly fewer vertices than Y , which is a contradiction.

Now suppose that Y is a core of X such that |V (Y )| > M . Then there exists a subgraph
Z of X such that X → Z and |V (Z)| < |V (Y )|. Let ϕY and ϕZ be homomorphisms from
X to Y and Z respectively. Then the restriction of ϕY ◦ϕZ to Y is an endomorphism of Y
whose image necessarily has fewer vertices than Y . This contradicts the assumption that
Y was a core of X.

The above lemma can be phrased as follows: a core of a graph X is a vertex minimal
endomorphic image of X. As a corollary to this lemma and Corollary 2.5.4 we obtain the
following:

Corollary 2.5.6. Every graph has a unique core up to isomorphism.

Proof. Since X → X and V (X) is finite for all graphs X, Lemma 2.5.5 implies that every
graph has at least one core. On the other hand, Corollary 2.5.4 states that any two cores
of a graph X are isomorphic.

Due to the above corollary, we can refer to the core of X, which we will denote by X•.
Note that when we say that X• is the core of X, we do not mean that X• is a subgraph
of X, but rather a representative of the isomorphism class of a core of X. In contrast,
when we say that Y is a core of X, we always mean that Y is a subgraph of X which is
isomorphic to X•. As mentioned above, if X is a core, then X is a core of X, and now we
can even say that X is the core of X.
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As we have seen through some of the lemmas above, cores relate nicely to the notion
of homomorphic equivalence. This is perhaps best emphasized by the following result:

Lemma 2.5.7. If X and Y are graphs, then X ≡ Y if and only if X• ∼= Y •.

Proof. Suppose that X ≡ Y . By Lemma 2.5.3 we have that X• ≡ X and Y • ≡ Y and
thus X• ≡ Y • since “≡” is transitive. Therefore, since X• and Y • are cores, we have that
X• ∼= Y • by Lemma 2.5.1.

Conversely, suppose that X• ∼= Y •. Then, using Lemma 2.5.3 again, we have that
X ≡ X• ≡ Y • ≡ Y and thus X ≡ Y .

A special case of the above lemma gives us a useful corollary.

Corollary 2.5.8. Suppose that X and Y are graphs such that Y is a core. Then X ≡ Y
if and only if X• ∼= Y .

Proof. Suppose that X and Y are graphs and Y is a core. Then by Lemma 2.5.7, X ≡ Y
if and only if X• ∼= Y •, but of course Y • ∼= Y .

Earlier we gave some examples of graphs which are cores. Here we give some examples
of graphs which are not cores, along with the cores of those graphs.

• The empty graph (on more than one vertex) whose core is K1.

• The even cycles C2k, k ∈ N, whose core is K2.

• The even wheels W2k, k ∈ N, whose core is K3.

• Any nonempty bipartite graph other than K2, whose core is K2.

Note that these examples are in fact all special cases of graphs whose core is a complete
graph. This case arises quite a lot in the study of cores and we can characterize the graphs
having this property with the following lemma.

Lemma 2.5.9. If X is a graph, the core of X is Kn if and only if ω(X) = n = χ(X).

Proof. Suppose X• = Kn. Then X ≡ Kn and thus

ω(X) = ω(Kn) = n = χ(Kn) = χ(X).

Conversely, if ω(X) = n = χ(X), then Kn → X → Kn and therefore X ≡ Kn. Since Kn

is a core, applying Corollary 2.5.8 gives that Kn is the core of X.
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Above we mentioned that we would see that every homomorphic equivalence class
contains exactly one core (up to isomorphism). In fact, we have seen more than that, and
the following statement is an apt summary of the results of this section: For any graph
X, the unique (up to isomorphism) core contained in H (X) is X•. Furthermore, X• is
the unique vertex minimal graph contained in H (X). Due to this, the partial order “≤”
defined on homomorphic equivalence classes in the previous section could equivalently be
defined on cores.

Before we move on, we present one more important property of cores of graphs which
will be useful in later chapters:

Lemma 2.5.10. If Y is a core of a graph X, then Y is a retract of X.

Proof. It suffices to exhibit a retraction of X whose image is Y . Let ϕ be a homomorphism
from X to Y , and let σ be the restriction of ϕ to Y . Then σ is a homomorphism from Y to
itself. Since Y is a core, by Lemma 2.5.2, the map σ must in fact be an isomorphism from
Y to itself and thus σ ∈ Aut(Y ). Therefore, there exists σ−1 ∈ Aut(Y ) such that σ−1 ◦ σ
is the identity map on Y . Now consider the map σ−1 ◦ϕ. Clearly this is a homomorphism
since both ϕ and σ−1 are homomorphisms. Furthermore, it is a homomorphism to Y since
ϕ is a homomorphism to Y and σ−1 ∈ Aut(Y ). Since σ = ϕ|Y , we have that

(σ−1 ◦ ϕ)|Y = σ−1 ◦ ϕ|Y = σ−1 ◦ σ = id.

Therefore, σ−1 ◦ ϕ is a retraction from X to Y and therefore Y is a retract of X.

This lemma makes life a bit easier when working with cores, since working with an
arbitrary endomorphism is usually more cumbersome than working with retractions. Re-
call that a retract of a graph X is necessarily an induced subgraph of X, and therefore
Lemma 2.5.10 gives the following corollary.

Corollary 2.5.11. If Y is a core of X, then Y is an induced subgraph of X.

Though this corollary is simple, it will be important in Chapter 4. We will return to
the notion of cores and homomorphic equivalence in Sections 2.8, 2.9, and 2.10. Cores in
particular will be a central feature of Chapters 3 and 4.

2.6 Graph Products and Other Constructions

In this section we will define several graph products and other graph constructions that
will show up throughout this thesis. We will also discuss some of the basic properties of
these constructions which will be important in later sections.
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Given graphs X and Y , we define the following five graph products which all have
vertex set V (X)× V (Y ):

• Cartesian product (X � Y ): (x, y) ∼ (x′, y′) if either x = x′ and y ∼ y′, or x ∼ x′

and y = y′.

• Categorical product (X × Y ): (x, y) ∼ (x′, y′) if x ∼ x′ and y ∼ y′.

• Strong product (X � Y ): (x, y) ∼ (x′, y′) if x ∼ x′ and y ∼ y′, or x = x′ and y ∼ y′,
or x ∼ x′ and y = y′.

• Disjunctive product (X ∗ Y ): (x, y) ∼ (x′, y′) if x ∼ x′ or y ∼ y′.

• Lexicographic product (X[Y ]): (x, y) ∼ (x′, y′) if x ∼ x′, or x = x′ and y ∼ y′.

Note that if we want to take the, say, Cartesian product of r graphs X1, X2, . . . , Xr,
then we can denote this by

�r
i=1Xi,

and similarly for any of the other first four products given above. In the special case where
Xi = X for all i, we write X�r, or the analogous notation for the other products.

We first consider the Cartesian product. An important property of this product is that
for any fixed x ∈ V (X), the set {(x, y) : y ∈ V (Y )} induces a subgraph of X � Y which
is isomorphic to Y . Similarly, for fixed y ∈ V (Y ), the set {(x, y) : x ∈ V (X)} induces
a subgraph which is isomorphic to X. In fact, it is easy to see that the same is true
for the strong, disjunctive, and lexicographic products. This, in particular, implies that
X → X � Y and Y → X � Y . Given this fact, a natural question to ask is for which
graphs X does X �X → X? A result of Larose, Laviolette, and Tardif [33] states that a
graph X satisfies X �X → X if and only if X is homomorphically equivalent to a normal
Cayley graph, which will be defined in Chapter 3.

The categorical product appears in various places in graph theory, and is of particular
importance to the homomorphism order of graphs as we will see in Section 2.10 below. One
of the most important properties of this product is that X × Y → X and X × Y → Y for
all graphs X and Y . To see this, consider the map (x, y) 7→ x for all (x, y) ∈ V (X ×Y ). If
(x, y) ∼ (x′, y′), then x ∼ x′ and therefore this map is a homomorphism from X ×Y to X.
The map (x, y) 7→ y analogously is a homomorphism from X × Y to Y . As a consequence
of this, we see that

χ(X × Y ) ≤ min{χ(X), χ(Y )}.
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Perhaps the most well known unsolved problem in the theory of graph homomorphisms
is the resolution of a conjecture of Hedetniemi [24] stating that equality holds above. As
the above inequality also holds for any homomorphism monotone graph parameter, many
different versions of it have been conjectured since the original. Perhaps most significantly,
Zhu [53] recently proved the fractional version of Hedetniemi’s conjecture, i.e. that

χf (X × Y ) = min{χf (X), χf (Y )}.

The strong graph product, also sometimes referred to as the normal product, arises
in Shannon theory when considering asymptotic capacities of noisy channels. Note that
vertices (x, y) and (x′, y′) are adjacent in X � Y if and only if they are adjacent in either
X � Y or X × Y .

The disjunctive product, also sometimes referred to as the co-normal product, can be
used to define fractional versions of various graphs parameters. For example, the fractional
chromatic number can be defined as follows [46]:

χf (X) = lim
n→∞

n
√
χ(X∗n) = inf

n

n
√
χ(X∗n).

The disjunctive product is actually related to the strong product through the following
identity: X ∗ Y = X � Y . To see this, suppose that (x, y) and (x′, y′) are distinct and
adjacent in X ∗ Y . This implies that x 6∼ x′ in X and y 6∼ y′ in Y and either x 6= x′ or
y 6= y′. Without loss of generality suppose that x 6= x′. Then x ∼ x′ in X and either
y = y′ or y ∼ y′ in Y . In both cases, (x, y) ∼ (x′, y′) in X � Y . The reverse implication is
similar. The disjunctive product also has a relationship to the edge union of two graphs,
which we will define below.

We will not be using the general lexicographic product, but rather the special case in
which Y is the empty graph Kn for some n ∈ N. In this case, we refer to X

[
Kn

]
as a

multiple of X, as this graph can be obtained from X by creating n − 1 clones of each of
the vertices in X. To be more explicit,

V
(
X[Kn]

)
= {(x, i) : x ∈ V (X), i ∈ [n]},

and (x, i) ∼ (x′, j) if and only if x ∼ x′ in X. It is not hard to see that the map (x, i) 7→ x
for all x ∈ V (X) and i ∈ [n] is a homomorphism from X

[
Kn

]
to X. Furthermore, if

f : V (X) → [n] is any function, then the vertices {(x, f(x)) : x ∈ V (X)} induce a copy
of X in X

[
Kn

]
. Therefore X → X

[
Kn

]
and thus X ≡ X

[
Kn

]
. This property will be of

importance in Section 2.7 when we see that any vertex transitive graph is homomorphically
equivalent to some Cayley graph.
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Note that the notation for the first three products above is designed to resemble (a
typical drawing of) the product of K2 with itself. For example, K2 �K2

∼= C4 which can
be drawn with its vertices and edges forming the corners and sides of a square, respectively.
This allows one to easily remember and distinguish the notation for these three products.

The products above all interact with homomorphisms in different ways, but one prop-
erty they have in common is the following:

Lemma 2.6.1. Let · be any of the five products defined above. Suppose that W,X, Y, Z are
graphs such that X → W and Y → Z. Then

X · Y → W · Z.

Proof. We give the proof for the lexicographic product; the proofs for the other products
are similar. Suppose W,X, Y, Z are graphs such that ϕ1 : X → W and ϕ2 : Y → Z. Define
ϕ : V (X[Y ])→ V (W [Z]) as follows:

ϕ(x, y) = (ϕ1(x), ϕ2(y)).

We claim that this is a homomorphism. Indeed, if (x, y) ∼ (x′, y′) in X[Y ], then either
x ∼ x′, or x = x′ and y ∼ y′. In the former case, ϕ1(x) ∼ ϕ1(x

′) in W and therefore
ϕ(x, y) ∼ ϕ(x′, y′) in W [Z]. In the latter case, ϕ1(x) = ϕ1(x

′) and ϕ2(y) ∼ ϕ2(y
′) in Z,

and thus ϕ(x, y) ∼ ϕ(x′, y′) in W [Z].

Though this lemma is simple, it can be useful for various purposes. For example, one
can easily show that χ(X ∗ Y ) ≤ χ(X)χ(Y ) by using the above lemma to note that

X ∗ Y → Kχ(X) ∗Kχ(Y )
∼= Kχ(X)χ(Y ).

There are two more graph constructions that will be of use to us throughout this
thesis. The first is the disjoint union (or sometimes simply union) of graphs. For graphs
X1 and X2, the disjoint union of X1 and X2, denoted X1 ∪ X2, is the graph with vertex
set (V (X1)×{1})∪ (V (X2)×{2}) such that vertices (x, i) and (x′, j) are adjacent if i = j
and x ∼ x′ in Xi. Equivalently, we can assume that X1 and X2 have disjoint vertex sets
(and thus edge sets) and take X1 ∪ X2 to be the graph with vertex set V (X1) ∪ V (X2)
and edge set E(X1)∪E(X2). It is quite obvious that both X and Y have homomorphisms
to X ∪ Y , but we will see in Section 2.10 that this is also the minimal (in terms of the
homomorphism order) graph with this property. In this way, the disjoint union is related
to the categorical product, which, as we will also see in Section 2.10, is the maximal graph
that has homomorphisms to both X and Y .
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The last construction we will present here is only defined for graphs with the same
vertex set. For graphs X and Y with the same vertex set V , the edge union of X and Y ,
denoted X + Y , is the graph with vertex set V , such that vertices z, z′ ∈ V are adjacent if
z ∼ z′ in X or z ∼ z′ in Y . As an example, we noted above that for graphs X and Y , two
elements of V (X)× V (Y ) are adjacent in X � Y if and only if they are adjacent in either
X � Y or X × Y . Therefore, X � Y = (X � Y ) ∪ (X × Y ).

In the special case where Y = X, we see that X + Y ∼= Kn where n = |V (X)|. As
mentioned above, the edge union and disjunctive product are related: Suppose that X and
Y have the same vertex set V . The vertices {(z, z) : z ∈ V } induce a subgraph in X ∗ Y
which is isomorphic to X + Y .

Note that if we desire we can define the edge union of two arbitrary graphs, by simply
relabeling the vertices of one of the graphs and adding any possibly missing vertices.
However, this obviously depends on how the relabelling is done and is therefore not unique
given two graphs X and Y .

It is worth pointing out that both the disjoint union and edge union can be viewed as
special cases of the same construction. Given two graphs X and Y , consider the graph
with vertex set V (X)∪V (Y ) and edge set E(X)∪E(Y ). In this case, V (X) and V (Y ) may
intersect nontrivially, and so may E(X) and E(Y ). Then the disjoint union is the special
case where V (X) and V (Y ) are disjoint, and the edge union is the special case where
V (X) = V (Y ). We will not use this construction in its full generality, but we mention it
for completeness.

2.7 Transitive Graphs

In this section and the next two we investigate graphs with a high degree of symmetry. We
will mainly focus on vertex transitive graphs, though we will also spend some time dealing
with arc transitive graphs and non-edge transitive graphs in Section 2.9. It is not obvious
how the symmetry of a graph should relate to homomorphisms to or from that graph, but
we will see several examples below of how these two aspects interact.

We begin by defining vertex transitive graphs. Recall that for a graph X, the group
of automorphisms of X is denoted Aut(X). This group acts on the vertices of X, and if
it acts transitively, we say that X is vertex transitive. To be more explicit, a graph X
is vertex transitive if for all x, x′ ∈ V (X), there exists σ ∈ Aut(X) such that σ(x) = x′.
Some examples of vertex transitive graphs are listed below.
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• The complete graph Kn.

• The empty graph Kn.

• The Kneser Graph Kn:r.

• The cycle Cn.

• Cayley graphs (defined in Section 2.8).

Note that the first two graphs listed above are complements. More generally, a graph X
is vertex transitive if and only if X is vertex transitive.

An arc of a graph X is an ordered pair of adjacent vertices in X. This is distinguished
from an edge of X which is an unordered pair of adjacent vertices in X. Since automor-
phisms map edges to edges, they also map arcs to arcs. Therefore, Aut(X) can also be
viewed as acting on arcs, or edges, of X. As with vertices, we say that X is arc transitive
if Aut(X) acts transitively on the set of arcs of X. Again, to be explicit, a graph X is arc
transitive if for any two ordered pairs (x, y) and (x′, y′) of adjacent vertices of X, there
exists σ ∈ Aut(X) such that σ(x) = x′ and σ(y) = y′.

Similarly, X is edge transitive if for any two unordered pairs {x, y} and {x′, y′} of
adjacent vertices, there exists σ ∈ Aut(X) such that either σ(x) = x′ and σ(y) = y′,
or σ(x) = y′ and σ(y) = x′. A graph can also be non-edge transitive, which is defined
analogously to edge transitive except that we replace unordered pairs of adjacent vertices
with unordered pairs of distinct nonadjacent vertices. Obviously, a graph X is non-edge
transitive if and only if X is edge transitive. There are many more types of transitivity
that arise in graph theory, but those mentioned above are the most relevant for the work
here.

Though the definition above does not imply this, when we say a graph is arc transitive,
we will implicitly mean that it has no isolated vertices (or is an empty graph). Since remov-
ing isolated vertices does not change the homomorphic equivalence class, this assumption
does not make much difference, but it ensures that all arc transitive graphs are also vertex
transitive. Note that the converse is not true: there exist vertex transitive graphs which
are not arc transitive. For example, the vertices and edges of the truncated tetrahedron
form a vertex but not edge transitive graph.

The first result we present deals with homomorphisms to vertex transitive graphs.
Recall that in Section 2.3, we mentioned a type of result known as a “no-homomorphism
lemma”. These are essentially sufficient conditions for showing that no homomorphism

22



exists from a graph X to another graph Y . A simple example of such a condition is
χ(X) > χ(Y ), since if X → Y , then any n-coloring of Y can be translated into an n-
coloring of X via the composition of homomorphisms. The more involved example we
will see below considers a parameter known as the independence ratio of a graph. The
independence ratio of a graph X, denoted i(X), is simply equal to α(X)/|V (X)|. This
parameter is somewhat related to the chromatic number by the well known lower bound
1/i(X) = |V (X)|/α(X) ≤ χ(X). The following lemma is known as “the no-homomorphism
lemma”, and was originally proved (in a stronger form) in [2], but the proof we present
here comes from [23]. Note that the lemma is given in the contrapositive form, i.e. as a
necessary condition for the existence of a homomorphism.

Lemma 2.7.1. Suppose that X and Y are graphs and Y is vertex transitive. If X → Y ,
then i(X) ≥ i(Y ).

Proof. Let S(Y ) denote the family of independent sets of size α(Y ) in Y . Since Y is vertex
transitive, every vertex of Y is contained in the same number, say m, of elements of S(Y ).
Counting ordered pairs of the form (S, y) where y ∈ S ∈ S(Y ) in two different ways yields

α(Y )|S(Y )| = m|V (Y )|. (2.1)

Now suppose that ϕ : X → Y . Recall that for any homomorphism, the inverse image of
an independent set must be an independent set. Therefore, for all S ∈ S(Y ) we have that
|ϕ−1(S)| ≤ α(X). Summing up this inequality for all elements of S(Y ), we obtain∑

S∈S(Y )

|ϕ−1(S)| ≤ α(X)|S(Y )|. (2.2)

However, each x ∈ V (X) contributes exactly m to the sum above, since ϕ(x) belongs to
exactly m members of S(Y ). Therefore,∑

S∈S(Y )

|ϕ−1(S)| = m|V (X)|. (2.3)

Combining (2.1), (2.2), and (2.3), we obtain

i(X) =
α(X)

|V (X)|
≥ m

|S(Y )|
=

α(Y )

|V (Y )|
= i(Y ). (2.4)

One application of the no-homomorphism lemma is a quick proof that C2`+1 6→ C2k+1

if ` < k. Since α(C2`+1) = ` and α(C2k+1) = k, we have

i(C2`+1) =
`

2`+ 1
<

k

2k + 1
= i(C2k+1),
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and the result follows.

If we consider the special case of when the graph X above is a complete graph, we
can obtain what is known as the “clique-coclique bound” for vertex transitive graphs.
Originally proven in [11], this result has many different proofs including one which uses
Cayley graphs that we will see later.

Lemma 2.7.2. If Y is a vertex transitive graph, then

α(Y )ω(Y ) ≤ |V (Y )|.

Proof. Let n = ω(Y ). Then Kn → Y , and by the no-homomorphism lemma we have that
i(Kn) ≥ i(Y ). Since i(Kn) = 1/n = 1/ω(Y ), we obtain

1

ω(Y )
≥ α(Y )

|V (Y )|
⇒ α(Y )ω(Y ) ≤ |V (Y )|.

If we consider the proof of the no-homomorphism lemma in the case where i(X) = i(Y ),
we see that something quite strong can be said about the homomorphisms from X to Y :

Lemma 2.7.3. Suppose X and Y are graphs such that Y is vertex transitive and i(X) =
i(Y ). If ϕ : X → Y , then

|ϕ−1(S)| = α(X)

for all S ∈ S(Y ).

Proof. Since i(X) = i(Y ), the inequality in (2.4) must be satisfied with equality, and
therefore (2.2) must be satisfied with equality. Since (2.2) was the sum of the inequalities
|ϕ−1(S)| ≤ α(X) for all S ∈ S(Y ), we must have that all of those inequalities are satisfied
with equality, thus yielding the result.

Applying this lemma to the clique-coclique bound scenario we obtain the following:

Lemma 2.7.4. Let Y be a vertex transitive graph such that α(Y )ω(Y ) = |V (Y )|. If S is
a maximum independent set and T is a maximum clique of Y , then

|S ∩ T | = 1.

Proof. Let n = ω(Y ). Since T is a maximum clique of Y , there exists a homomorphism
ϕ : Kn → Y whose image is the subgraph induced by T . Since S is a maximum independent
set of Y , by Lemma 2.7.3 we have that |ϕ−1(S)| = α(Kn) = 1. Therefore, exactly one
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vertex of Kn is mapped to a vertex of S. However, since the image of ϕ is T , this implies
that exactly one of T is contained in S.

In Section 2.9 we will see that Lemma 2.7.3 can be used to prove that the Kneser graph
Kn:r for n > 2r is a core.

2.8 Cayley Graphs

In this section we will introduce a natural subclass of vertex transitive graphs known as
Cayley graphs. Though there are vertex transitive graphs which are not Cayley graphs, we
will see that every vertex transitive graph is homomorphically equivalent to some Cayley
graph. This emphasizes the importance of considering Cayley graphs when investigating
homomorphisms of vertex transitive graphs in general.

For a group G and subset C ⊆ G \ {1} such that g−1 ∈ C for all g ∈ C, we define the
Cayley graph, X(G,C), to be the graph with vertex set G such that g ∼ h if gh−1 ∈ C. We
typically refer to C as the connection set of X(G,C), and the property g ∈ C ⇒ g−1 ∈ C is
referred to as being “inverse closed”. Note that this is equivalent to saying that C−1 = C,
where C−1 = {g ∈ G : g−1 ∈ C}.

For a ∈ G, define fa : G → G to be the map given by fa(g) = ga for all g ∈ G. This
map is clearly bijective, and fa(g)fa(h)−1 = (ga)(ha)−1 = gaa−1h−1 = gh−1. Therefore
g ∼ h if and only if fa(g) ∼ fa(h) and thus fa is an automorphism of X(G,C) for all
a ∈ G. Furthermore, if g, h ∈ G, then fg−1h(g) = gg−1h = h, and thus X(G,C) is vertex
transitive. The maps fa for a ∈ G are known as right translations. It is important to note
that the left translations are not necessarily automorphisms. Indeed, if gh−1 ∈ C, then
(ag)(ah)−1 = agh−1a−1 need not be in C. In Section 3.3, we will investigate the subclass
of Cayley graphs for which the left translations are in fact automorphisms.

In order to present the main result of this section, we first need to define the stabilizer
of a vertex. For a graph X and subgroup G of Aut(X), the stabilizer of x ∈ V (X) with
respect to G is denoted by Gx, and is defined as follows:

Gx = {σ ∈ G : σ(x) = x}.

In other words, it is the set of automorphisms of X which fix the vertex x. Note that
the stabilizer of a vertex is not just a subset of Aut(X), but is also a subgroup. Further-
more, if σ ∈ G is such that σ(x) = x′, then the left coset σGx consists of exactly those
automorphisms of X in G which map x to x′.

The theorem below was originally proven by Sabidussi in [44].
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Theorem 2.8.1 (Sabidussi). Let X be a vertex transitive graph. Then some multiple of
X is a Cayley graph.

Proof. We will construct a Cayley graph which is isomorphic to a multiple of X. Let
x∗ ∈ V (X), G = Aut(X), and define

C = {σ ∈ G : x∗ ∼ σ(x∗)}.

Note that C is inverse closed since if x∗ ∼ σ(x∗), then σ−1(x∗) ∼ x∗, since σ−1 is an
automorphism. Also, since x∗ 6∼ x∗, the identity automorphism is not contained in C.
Therefore, the graph Y = X(Aut(X), C) is a Cayley graph.

Define G(x) = {σ ∈ G : σ−1(x∗) = x} for all x ∈ V (X). Then σ1 ∈ G(x1) is adjacent to
σ2 ∈ G(x2) in Y if and only if σ1σ

−1
2 ∈ C if and only if x∗ ∼ (σ1σ

−1
2 )(x∗) in X if and only if

σ−11 (x∗) ∼ σ−12 (x∗) in X if and only if x1 ∼ x2 in X. Since X is vertex transitive, the G(x)
are nonempty for all x ∈ V (X) and they form a partition of Aut(X). Furthermore, the
G(x) all have the same size since G(x)−1 is a left coset of Gx∗ for all x ∈ V (X). Therefore,
the vertex set of Y can be partitioned into the equal sized sets G(x) for x ∈ V (X), such
that a vertex of G(x1) is adjacent in Y to a vertex of G(x2) if and only if x1 ∼ x2 in X.
Thus Y is isomorphic to a multiple of X, specifically X

[
Kn

]
where n = |Gx∗ |.

Recall from Section 2.6 that all multiples of a graph X are homomorphically equivalent
to X. Therefore we have the following corollary.

Corollary 2.8.2. If X is a vertex transitive graph, then X is homomorphically equivalent
to some Cayley graph.

The advantage of Theorem 2.8.1 and Corollary 2.8.2 is that it allows one to generalize
certain results on Cayley graphs to all vertex transitive graphs. Since the concrete algebraic
structure of Cayley graphs often makes them easier to work with than vertex transitive
graphs in general, this can be a significant help.

As an example of this type of application of these results, we give a second proof of the
clique-coclique bound we proved above.

Lemma 2.7.2. If Y is a vertex transitive graph, then

α(Y )ω(Y ) ≤ |V (Y )|.

Proof. We first prove the result for Cayley graphs, then apply Theorem 2.8.1 to prove it
for vertex transitive graphs in general.
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Let Y be a Cayley graph. Thus Y = X(G,C) for some group G and some inverse
closed C ⊆ G \ {1}. Let S ⊆ G be an independent set of Y of size α(Y ), and let T ⊆ G
be a clique of size ω(Y ) in Y . We claim that the sets S−1g = {h−1g : h ∈ S} for g ∈ T
are pairwise disjoint. If not, then there exists distinct g1, g2 ∈ T and h1, h2 ∈ S such
that h−11 g1 = h−12 g2 ⇒ g1g

−1
2 = h1h

−1
2 . However, g1 ∼ g2 for distinct g1, g2 ∈ T and thus

g1g
−1
2 ∈ C, whereas h1h

−1
2 6∈ C since h1 6∼ h2. Since the S−1g are pairwise disjoint, we

must have that
|V (Y )| ≥ |S||T | = α(Y )ω(Y ).

Now suppose that Y is a vertex transitive graph. By Theorem 2.8.1, there exists an
m ∈ N such that X = Y

[
Km

]
is a Cayley graph. Therefore, by the above,

α(X)ω(X) ≤ |V (X)|.

We now simply rewrite the above parameters for X in terms of the corresponding param-
eters for Y . First, and most obviously, we have that |V (X)| = m|V (Y )|. Second, since
X and Y are homomorphically equivalent, we have that ω(X) = ω(Y ). Lastly, we can
see either directly from the definition of the lexicographic product, or by applying the
no-homomorphism lemma for X → Y and Y → X, that α(X) = mα(Y ). Therefore the
above equation becomes

mα(Y )ω(Y ) ≤ m|V (Y )|,

and canceling the m produces the desired result.

In Section 6.12 we will prove a “quantum” version of the clique-coclique bound through
a proof similar to the above.

2.9 Cores of Transitive Graphs

In this section we will introduce some results concerning the cores of various types of
transitive graphs. In particular, these results will allow us to reduce the possibilities for
the cores of specific graphs.

The first theorem we present is a result due to Welzl [50], and states that the vertex
transitivity of a graph is inherited by its core.

Theorem 2.9.1. Let X be a graph. If X is vertex transitive then so is X•.
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Proof. Let Y be a core of X and let ρ be a retraction from X to Y . Let x, y ∈ V (Y ).
Since X is vertex transitive, there exists σ ∈ Aut(X) such that σ(x) = y. Consider the
homomorphism ϕ = (ρ ◦ σ)|Y . Since ρ has Y as its image, the map ϕ is a homomorphism
from Y to itself, and is therefore an automorphism since Y is a core. Furthermore, since ρ
is identity on Y , we have that

ϕ(x) = ρ(σ(x)) = ρ(y) = y.

Therefore Y is vertex transitive.

It is not hard to see that the above proof can be generalized to many other types of
transitivity such as arc and edge transitivity. We will use this theorem and its arc transitive
cousin in Chapter 3 to help determine the structure of the cores of a certain class of graphs.

A nice application of the above theorem is the following sufficient condition for a vertex
transitive graph to be a core.

Corollary 2.9.2. If X is a vertex transitive graph such that |V (X)| and α(X) are relatively
prime, then X is a core.

Proof. By the no-homomorphism lemma, the independence ratios of X and X• are equal.
However, as |V (X)| and α(X) are relatively prime, no ratio of integers with a denominator
less than |V (X)| can be equal to i(X). Since |V (X•)| ≤ |V (X)| trivially, we must have
equality here and thus X ∼= X•.

Though determining the independence number of a graph is NP-hard (even given that
the graph is vertex transitive [10]), if a nonempty vertex transitive graph has a prime
number of vertices, then we can immediately deduce that it is a core.

The next theorem is the basis of our work in Chapter 3. It was originally proven in [23]
by Hahn and Tardif, and we give (a modified version of) their proof here.

Theorem 2.9.3. If X is a vertex transitive graph and ϕ is an endomorphism of X whose
image is a core Y of X, then all of the fibres ϕ−1(y), y ∈ V (Y ), have the same size and
thus |V (Y )| divides |V (X)|.

Proof. Let y∗ ∈ V (Y ), G = Aut(X), and set

S = {(y, σ) : y ∈ V (Y ), σ ∈ G, ϕ ◦ σ(y) = y∗}.

We proceed by counting the elements of S in two different ways. First, for any σ ∈ Aut(X),
the map (ϕ◦σ)|Y is an automorphism of Y , so it must be bijective. Therefore, there exists
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a unique y ∈ V (Y ) such that ϕ ◦ σ(y) = y∗, i.e. (y, σ) ∈ S. Thus |S| = |Aut(X)|. Second,
for any y ∈ V (Y ) and x ∈ ϕ−1(y∗), the set of automorphisms of X mapping y to x is a left
coset of Gy, and has cardinality |Aut(X)|/|V (X)|. Thus,

|S| = |V (Y )| · |ϕ−1(y∗)| · |Aut(X)|
|V (X)|

.

Combining these two expressions for |S|, we obtain |ϕ−1(y∗)| = |V (X)|/|V (Y )|, which
clearly does not depend on y∗.

In light of this theorem, a natural question to ask is what can be said about vertex
transitive graphs X, such that |V (X)| = 2|V (X•)|. This is in some sense the simplest
nontrivial case, and so it seems possible that graphs satisfying this property may have
some special structure. In Section 3.1, we address precisely this question and find that
very much can be said about the structure of such graphs, and even more can be said if
we further assume arc transitivity.

Note that the above theorem can be modified to show that the number of arcs in the
core of an arc transitive graph must divide the number of arcs in the graph, but this does
not seem to be a particularly useful result. Instead, the following theorem shows that arc
transitivity actually gives us something stronger, as well as more interesting. In the proof
below we will use NX(x) to denote the set of vertices adjacent to vertex x in graph X.
This theorem was originally proved by Godsil in [18].

Theorem 2.9.4. If X is an arc transitive graph, then the valency of X• divides the valency
of X.

Proof. First note that if X is arc transitive and G = Aut(X), then Gx acts transitively on
NX(x), for all x ∈ V (X). Now suppose that ρ is a retraction from X to a core Y of X.
Furthermore, let y1, y2 ∈ V (Y ) such that y1 ∼ y2, and let

S = {(y, σ) : y ∈ NY (y1), σ ∈ Gy1 , ρ ◦ σ(y) = y2}.

As in the proof of Theorem 2.9.3, we proceed by counting the elements of S in two ways.
First note that since σ fixes y1 and ρ is a retraction, the map ρ◦σ fixes y1. Therefore, ρ◦σ
maps NY (y1) to itself. Furthermore, it must do this bijectively since otherwise ρ◦σ◦ρ would
be an endomorphism of X whose image contains fewer vertices than Y , a contradiction.
This implies that for each σ ∈ Gy1 , there exists a unique y ∈ NY (y1) such that ρ◦σ(y) = y2,
i.e. (y, σ) ∈ S. Therefore we have that |S| = |Gy1|.
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Alternatively, for any y ∈ NY (y1) and x ∈ NX(y1) ∩ ρ−1(y2), the set of automorphisms
in Gy1 mapping y to x is a left coset of the subgroup of automorphisms in Gy1 which fix y
and thus has size |Gy1|/|NX(y1)|. Therefore,

|S| = |NY (y1)| · |ρ−1(y2) ∩NX(y1)| ·
|Gy1|
|NX(y1)|

.

Combining our two expression for |S| we obtain

|ρ−1(y2) ∩NX(y1)| =
|NX(y1)|
|NY (y1)|

.

Since NX(y1) and NY (y1) are the valencies of X and Y respectively, and |ρ−1(y2)∩NX(y1)|
must be an integer, we have proved the desired result.

As an immediate consequence of this result, we can see that any nonbipartite connected
arc transitive graph with prime valency must be a core, since K2 is the only core with
valency 1.

We mentioned earlier that the case of graphs having complete cores comes up relatively
frequently. One example of a result in which this is the case is the following which was
originally proved in [7]. Their proof used a notion somewhat dual to that of a core known as
the hull of a graph. The proof we present here is similar in spirit, but differs in presentation.

Lemma 2.9.5. If X is non-edge transitive, then X is either a core or has a complete core.

Proof. Suppose that X is non-edge transitive and not a core. Let ρ be a retraction from
X to a core Y of X. Since X is not a core, there exists distinct x, y ∈ V (X) such
that ρ(x) = ρ(y). Note that this implies that x and y are necessarily not adjacent, and
thus {x, y} is a non-edge. If Y is complete, we are done, otherwise there exists distinct
x′, y′ ∈ V (Y ) such that x′ 6∼ y′. Since X is non-edge transitive, without loss of generality,
there exists σ ∈ Aut(X) such that σ(x′) = x and σ(y′) = y. However, this implies that
ρ ◦ σ ◦ ρ is an endomorphism of X whose image has strictly fewer vertices than Y , a
contradiction.

To end this section we give an example of a proof that a specific class of graphs are all
cores. The graphs in question are the Kneser graphs Kn:r for n > 2r. Recall that Kn:r is
the graph whose vertices are the r-subsets of [n] such that disjoint subsets are adjacent.
The proof uses the following result known as the Erdős-Ko-Rado theorem.
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Theorem 2.9.6 (Erdős, Ko, Rado). Let n, r ∈ N satisfy n > 2r. Then

α(Kn:r) =

(
n− 1

r − 1

)
,

and the only independent sets which meet this bound are the sets

Fi = {S ⊆ [n] : |S| = r, i ∈ S}

for i ∈ [n].

The following theorem was originally proven by Hahn and Tardif in [23], but the proof
we present is essentially that of [19].

Theorem 2.9.7. Let n, r ∈ N satisfy n > 2r. Then Kn:r is a core.

Proof. First note that for any S ∈ V (Kn:r), we have

{S} = ∩i∈SFi.

Now suppose that ϕ is an endomorphism of Kn:r. Since Kn:r is vertex transitive, we can
apply the no-homomorphism lemma to obtain |ϕ−1(Fi)| = α(Kn:r), and thus by the Erdős-
Ko-Rado theorem ϕ−1(Fi) = Fg(i) for some function g : [n] → [n]. This implies that for
S ′ ∈ V (Kn:r),

ϕ−1(S ′) = ϕ−1

(⋂
i∈S′

Fi

)
=
⋂
i∈S′

ϕ−1(Fi) =
⋂
i∈S′

Fg(i) = {S ⊆ [n] : |S| = r, g(S ′) ⊆ S},

where g(S ′) = {g(i) : i ∈ S ′}. However, the last set above is clearly nonempty since
|g(S)| ≤ r and thus every vertex of Kn:r has a nonempty preimage. This implies that ϕ is
surjective and thus an automorphism. Therefore, Kn:r has no proper endomorphisms and
must be a core.

For similar results to the one above, the reader is encouraged to look at [7, 20] or
Chapter 6 of [19].

2.10 Lattice Properties of G

Let P be a partially ordered set with partial order ≤, and let x, y ∈ P . An element w ∈ P
is the meet of x and y if the following conditions hold:
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• w ≤ x and w ≤ y;

• for any u ∈ P such that u ≤ x and u ≤ y, we have that u ≤ w.

Note that this definition guarantees that if there exists a meet of two elements, then it is
unique. We denote the meet of elements x and y by x ∧ y. The meet is also sometimes
referred to as the greatest lower bound for obvious reasons.

Analogously, we can consider the least upper bound of x and y. We say that z is the
join of x and y if the following conditions are met:

• x ≤ z and y ≤ z;

• for any v ∈ P such that x ≤ v and y ≤ v, we have that z ≤ v.

Again, this definition guarantees uniqueness of the join. We denote the join of elements x
and y by x ∨ y.

A partially ordered set for which every two elements have both a meet and a join is
known as a lattice. The purpose of this section is to show that G is in fact a lattice.

Note that to show an element w is the meet of elements x and y in a partially ordered
set it is both necessary and sufficient to show that u ≤ w if and only if u ≤ x and u ≤ y.
Similarly, to show that z is the join of x and y, it is necessary and sufficient to show that
z ≤ v if and only if x ≤ v and y ≤ v.

The following two lemmas show that the meet and join operations on G correspond to
the categorical product and disjoint union of graphs respectively.

Lemma 2.10.1. Let X and Y be graphs. The meet of the homomorphic equivalence classes
H (X) and H (Y ) is the homomorphic equivalence class H (X × Y ).

Proof. We must show that H (Z) ≤ H (X) and H (Z) ≤ H (Y ) if and only if H (Z) ≤
H (X × Y ) for any graph Z. However, by the results of Section 2.4 we can see that it
suffices to show that Z → X and Z → Y if and only if Z → X × Y . Suppose that
Z → X × Y . We saw in Section 2.6 that X × Y → X and X × Y → Y ; therefore Z → X
and Z → Y .

Conversely, suppose that ϕX : Z → X and ϕY : Z → Y are homomorphisms. Define
ϕ : V (Z)→ V (X × Y ) to be the map given by

ϕ(z) = (ϕX(z), ϕY (z))
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for all z ∈ V (Z). We claim that this is a homomorphism. Suppose that z and z′ are adjacent
vertices of Z. Since ϕX and ϕY are homomorphisms, we have that ϕX(z) ∼ ϕX(z′) and
ϕY (z) ∼ ϕY (z′). Therefore, ϕ(z) ∼ ϕ(z′).

Lemma 2.10.2. Let X and Y be graphs. The join of the homomorphic equivalence classes
H (X) and H (Y ) is the homomorphic equivalence class H (X ∪ Y ).

Proof. It suffices to show that X → Z and Y → Z if and only if X ∪ Y → Z. Suppose
that ϕX : X → Z and ϕY : Y → Z are homomorphisms. Define ϕ : V (X ∪ Y )→ V (Z) as
follows:

ϕ(w) =

{
ϕX(w) if w ∈ V (X)
ϕY (w) if w ∈ V (Y ).

If w ∼ w′ in X ∪ Y , then either w,w′ ∈ V (X) or w,w′ ∈ V (Y ). In the former case,
ϕ(w) = ϕX(w) ∼ ϕX(w′) = ϕ(w′) since ϕX is a homomorphism. The latter case is similar
and therefore ϕ is a homomorphism from X ∪ Y to Z.

Conversely, suppose that ϕ : X ∪ Y → Z is a homomorphism. Clearly, the restrictions
ϕ|X and ϕ|Y are homomorphisms from X to Z and Y to Z respectively. Therefore X → Z
and Y → Z.

Since we have shown that any two homomorphic equivalence classes have both a meet
and a join, we have shown our desired result:

Theorem 2.10.3. The partially ordered set G is a lattice.

2.11 Density and Universality

In this section we discuss two important properties of the order G: density and universality.
We will not need the material of this section for any of our results, but we will use these
two properties of G as a basis of comparison to the homomorphism order of line graphs in
Chapter 4.

A partially ordered set P is said to be dense if for any two elements x, z ∈ P such that
x < z, there exists an element y such that x < y < z. Note that the order G is not dense,
since there does not exist any graph X satisfying K1 < X < K2. However, we will see that
this is the only exception to density for G.

To prove this, we will need the following result:
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Theorem 2.11.1. For any integers g and c, there exists a graph X such that

og(X) ≥ g and χ(X) ≥ c.

We will not give a proof of this, but it follows from the well known result of Erdős [13]
which states the same thing except with odd girth replaced by girth. There are also
constructive proofs of this result, including one which uses Kneser graphs [23]. Along with
this result, we will also need the following construction which is important to the study of
the homomorphism order.

Definition. For graphs X and Y , define the exponential graph Y X to be the graph whose
vertices are the functions from V (X) to V (Y ) such that f ∼ g if

f(x) ∼ g(x′) whenever x ∼ x′.

The exponential graph possesses many interesting properties, but the most important
property for our purposes is the following.

Theorem 2.11.2. Let X, Y , and Z be graphs. Then X × Y → Z if and only if Y → ZX .

Proof. Suppose that ϕ is a homomorphism from X × Y to Z. For each y ∈ V (Y ), define
fy : V (X)→ V (Z) as

fy(x) = ϕ(x, y)

for all x ∈ V (X). For y ∼ y′, we see that if x ∼ x′, then

fy(x) = ϕ(x, y) ∼ ϕ(x′, y′) = fy′(x
′).

Therefore, y 7→ fy is a homomorphism from Y to ZX .

Conversely, suppose that φ is a homomorphism from Y → ZX . Let gy = φ(y) for all
y ∈ V (Y ). Define a function ψ : V (X × Y )→ V (Z) as follows:

ψ(x, y) = gy(x)

for all x ∈ V (X), y ∈ V (Y ). If y ∼ y′ in Y , then gy ∼ gy′ in ZX and thus

ψ(x, y) = gy(x) ∼ gy′(x
′) = ψ(x′, y′)

whenever x ∼ x′. Therefore ψ is a homomorphism.

With these two theorems we can give a quick proof that G is dense everywhere above
K2. The proof we present is originally due to Nešetřil [38].
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Theorem 2.11.3. Let X and Z be graphs such that X < Z and Z 6≡ K2. Then there
exists a graph Y such that X < Y < Z.

Proof. If X ≡ K1, then we can simply take Y to be K2. Otherwise, we have that χ(X) > 1
and χ(Z) > 2. Note that this means we can assume that no component of Z is bipartite.

By Theorem 2.11.1, there exists a graph W whose odd girth is greater than that of any
component of Z and whose chromatic number is greater than χ(XZ). Note that XZ does
not have loops since Z 6→ X. Let Y = X ∪ (Z ×W ). Clearly, X → Y since Y contains
X as a component. Also, Y → Z since X → Z by assumption and Z ×W → Z for any
graph W . So we only need to show that Z 6→ Y 6→ X.

Since Z 6→ X, there exists some component Z0 of Z such that Z0 6→ X. If Z → Y ,
then we must have that Z0 → Z ×W → W . However, W has greater odd girth than Z0

by assumption, a contradiction. Therefore Z 6→ Y .

If Y → X, then we have that Z ×W → X and thus W → XZ by Theorem 2.11.2.
However, χ(W ) > χ(XZ) by assumption and so this is impossible. Therefore, Y 6→ X and
thus X < Y < Z.

Given two posets, P and P ′, with corresponding partial orders ≤ and ≤′, we say that
P embeds order-preservingly into P ′ if there exists a function f : P → P ′ such that
f(x) ≤′ f(y) if and only if x ≤ x′. The poset P ′ is said to be universal for a class P of
posets if every poset in P embeds order-preservingly into P ′.

As an example, consider a partially ordered set P with partial order ≤. The map

y 7→ {x ∈ P : x ≤ y}

embeds P order-preservingly into its power set ordered by inclusion. Therefore, the power
set of [n] ordered by inclusion is universal for the class of posets of size at most n.

We will only be concerned with countable posets which are universal for the class of all
countable posets. We will refer to such a poset as simply being universal. Note that it is
not clear that such an object even exists. However, the existence of a universal partially
ordered set has been proven many times [31, 30, 14]. More pertinent to our work is the
following theorem [41] which we state without proof.

Theorem 2.11.4. The order G is universal.

In some sense, this theorem is evidence of the richness of the order G. Interestingly, even
suborders of G which seem very restrictive retain this richness. For instance, the suborder
of G consisting of planar cubic graphs is universal [29]. Another important example for
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us is that the graphs with a given chromatic number greater than two induce a universal
suborder of G. We will revisit the notions of density and universality in Chapter 4.
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Chapter 3

Cores of Vertex Transitive Graphs

My algebraic graph theory instructor once commented that there do not seem to be any
“interesting” examples of vertex transitive graphs which are neither cores, nor have com-
plete cores. What he meant by this is that all other examples of vertex transitive graphs
seem to simply be constructed by taking several copies of a vertex transitive core and then
adding some edges between these copies. Of course, this may simply be due to practical
reasons. Indeed, many results on cores are simply sufficient conditions for a graph to be
either a core, or have a complete graph as a core. This, along with the fact that determin-
ing the core of a graph is a hard problem in general [25], could be the reason for the lack
of “interesting” examples.

These caveats aside, the above mentioned comment motivated the following question:
“Can the vertex set of a vertex transitive graph always be partitioned into subsets, each of
which induce a copy of the graph’s core?” Recalling Theorem 2.9.3 lends some plausibility
to answering this question in the affirmative. However, in general the answer to this
question is “no”, and we will see an infinite class of counterexamples later. It is worth
noting, however, that these counterexamples all have complete graphs as cores. In this
chapter we will see two classes of graphs for which we can answer the above question with
a “yes”. The first class is all vertex transitive graphs that have cores half their size, and
the second is the class of normal Cayley graphs, whose definition we will see in Section 3.3.
Using the tools we develop to prove these results, we are also able to give an alternative
proof of Theorem 2.9.3.
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3.1 Half-Sized Cores

Considering the result of Theorem 2.9.3, it is natural to consider what can be said about
vertex transitive graphs whose cores are half their size, since this is in some sense the
simplest nontrivial case. As we will see below, such graphs can always be partitioned into
two copies of their core. The proof uses the full power of Theorem 2.9.3, i.e. that the fibres
of a retraction onto a core of a vertex transitive graph must all have the same size, not
simply that the order of the core must divide the order of the graph.

Theorem 3.1.1. Suppose X is a vertex transitive graph with a core X1 such that |V (X1)| =
1
2
|V (X)|. Furthermore, let ϕ be a retraction of X whose image is X1, and let X2 be the

subgraph of X induced by the vertices V (X) \ V (X1). If Y is the bipartite graph consisting
of the edges of X which have exactly one end in each of V (X1) and V (X2), then we have
the following:

1. X1
∼= X2;

2. ϕ|
X2

is an isomorphism from X2 to X1;

3. Y is regular and all of its edges are of the form {x, ϕ(y)} where x ∼
X2
y.

Proof. Since X is vertex transitive, its core X1 is also vertex transitive and therefore they
are both regular. Let d and d1 be the degree of vertices in X and X1 respectively. This
means that the V (X1) side of Y is regular with degree d− d1.

First note that by Theorem 2.9.3 the fibres of ϕ all have the same size, in this case two.
We claim that the restriction of ϕ to X2, denoted ϕ|X2 , is a bijection from the vertices
of X2 to those of X1. Indeed, for any vertex x ∈ V (X1), the fibre ϕ−1(x) must contain
two vertices. Since ϕ is a retraction, the vertex contained in ϕ−1(x) that is not x must be
from V (X) \ V (X1) = V (X2). Thus for all x ∈ V (X1), there exists a vertex y ∈ V (X2)
such that ϕ(y) = x. This implies that ϕ|X2 is onto V (X1), and since |V (X1)| = |V (X2)|, it
must be injective as well. Therefore, ϕ|X2 is a bijection between the vertices of X2 and X1

which preserves adjacency and thus X2 is isomorphic to a spanning subgraph of X1. So
the degree of any vertex in X2 is at most d1 and thus the degree in Y of a vertex in V (X2)
is at least d− d1. But of course this means that the degree in Y of every vertex in V (X2)
is exactly d − d1 since the sum of the degrees on one side of a bipartite graph is equal to
the sum of the degrees on the other side. Therefore X2 is regular with degree d1 and thus
must be isomorphic to X1, and furthermore, the restriction of ϕ to X2 is an isomorphism
from X2 to X1.
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Note that we have already shown that Y is regular with degree d−d1. Hence, all that is
left to show is that the edges of Y have the appropriate form. Consider a vertex x ∈ V (X2)
which is adjacent in X to a vertex y′ ∈ V (X1). Since ϕ is a retraction, ϕ(x) ∼ ϕ(y′) = y′.
However, since the restriction of ϕ to X2 is an isomorphism, if y ∈ V (X2) is such that
ϕ(y) = y′, then x ∼ y in X2.

The partition from the theorem above actually satisfies another interesting property: it
is equitable. A partition {C1, C2, . . . , Ck} is said to be equitable if for all i, j ∈ {1, . . . , k},
the number of neighbors a given vertex from Ci has in Cj depends only on i and j, and
not on the particular vertex of Ci. Note that this definition is equivalent to saying that
each cell of the partition induces a regular graph, and the edges between any two cells form
a semiregular bipartite graph. From this perspective, it is easy to see that the partition
given in Theorem 3.1.1 above is equitable, since X1, X2, and Y are all regular. Given an
equitable partition {C1, . . . , Ck}, its quotient matrix is the matrix whose ij-entry is the
number of neighbors a vertex of Ci has in Cj. It is known (see Lemma 9.3.3 of [19]) that
the eigenvalues of the quotient matrix of any equitable partition of a graph X, are also
eigenvalues of X. Using this result along with Theorem 3.1.1, we can give a necessary
condition for a vertex transitive graph to have a core of half its size.

Corollary 3.1.2. Let X be a vertex transitive graph with a core X1 such that |V (X1)| =
1
2
|V (X)|, and let X2 be the induced subgraph of X with vertex set V (X) \ V (X1). Then
{V (X1), V (X2)} is an equitable partition of X. Furthermore, if d is the valency of X and
d1 is the valency of X1, then 2d1 − d ≥ 0 is an eigenvalue of X.

Proof. The fact that {V (X1), V (X2)} is an equitable partition is obvious from the above
proof. Since it is an equitable partition, the eigenvalues of its quotient matrix are eigenval-
ues of X. Since X1 and X2 are both regular with valency d1, and Y is regular with valency
d− d1, the quotient matrix of this partition is(

d1 d− d1
d− d1 d1

)
.

Orthogonal eigenvectors for this matrix are e1+e2 and e1−e2 with eigenvalues d and 2d1−d
respectively, where ei is the ith standard basis vector. Note that part (3) of Theorem 3.1.1
implies that the degree of Y is at most the degree of X2, and thus d1 ≥ d − d1. This of
course implies that 2d1 − d ≥ 0 and this completes the proof.

Consider a vertex transitive graph X on 2p vertices for some prime p. By Theorem 2.9.3,
its core must have 1, 2, p, or 2p vertices. If we further know that X is not bipartite, then
we can rule out the first two of these four cases. If d is the valency of X, then by the
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corollary above, if X has no nonnegative integer eigenvalue of the same parity as d, then
it is its own core.

It would be nice to be able to more fully describe the structure of the subgraph Y in
Theorem 3.1.1 above. For instance, is Y vertex transitive? A more precise description of
Y could lead to a complete characterization of when a graph X is vertex transitive with a
core of half its size.

For arc transitive graphs, we can fully characterize those whose core is half their size.
Recall from Section 2.9 that the core of an arc transitive graph is arc transitive. Further-
more, by Theorem 2.9.4 the degree of the core of an arc transitive graph must divide the
degree of the graph. Combining this with the result of Theorem 3.1.1 we are able to prove
the following:

Theorem 3.1.3. A graph X is arc transitive with a core half its size if and only if it is
isomorphic to either X1 �K2 or X1

[
K2

]
for some arc transitive core X1.

Proof. First note that if X1 is arc transitive, then both X1 � K2 and X1

[
K2

]
are arc

transitive. This is trivial for X1 �K2 since it is simply two disjoint copies of X1. To see
that X1

[
K2

]
is arc transitive, note that for any σ ∈ Aut(X1) and set of permutations

{πx ∈ S2 : x ∈ V (X)}, the map (x, i) 7→ (σ(x), πx(i)) is an automorphism of X1

[
K2

]
.

If X ∼= X1 � K2, then X is simply two disjoint copies of X1. In this case it is trivial
to see that X ≡ X1, and since X1 is a core this implies that it is the core of X1. If
X ∼= X1

[
K2

]
, then the vertices of X can be viewed as having the form (x, i) such that

x ∈ V (X1) and i ∈ {1, 2}, and two vertices (x, i) and (y, j) are adjacent if x ∼ y in X1.
The map (x, i) 7→ x can be easily seen to be a homomorphism and thus X → X1. On the
other hand, the vertices {(x, 1) : x ∈ V (X1)} induce a subgraph of X isomorphic to X1

and thus X1 → X. Therefore X ≡ X1 and X1 is the core of X.

Conversely, suppose that X is an arc transitive graph with core X1 such that

|V (X1)| =
1

2
|V (X)|.

Let X2, Y , and ϕ be as in the proof of Theorem 3.1.1. As discussed above, X1 must be
arc transitive, and it is a core since it is the core of X. All that is left to show is that
either X ∼= X1 � K2 or X ∼= X1

[
K2

]
. If we let d and d1 be the valency of X and X1

respectively, then by the proof of Theorem 3.1.1 it is easy to see that d ≤ 2d1. However,
as mentioned above, d1 must divide d, and thus either d = d1 or d = 2d1. In the former
case, the subgraph Y consisting of the edges with one end in each of X1 and X2 is empty
and thus X ∼= X1 �K2. In the latter case, Y consists of all edges of the form given in (3)
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of Theorem 3.1.1. To see that X must be isomorphic to X1

[
K2

]
in this case, consider the

map

ψ(x) =

{
(ϕ(x), 1) = (x, 1) if x ∈ V (X1)
(ϕ(x), 2) if x ∈ V (X2).

Since the image of ϕ is V (X1), this map is a bijection from V (X) to V
(
X1

[
K2

])
. To show

that ψ is an isomorphism, we must show that it preserves adjacency and non-adjacency.
If x ∼ y in X, then ψ(x) = (ϕ(x), i) ∼ (ϕ(y), j) = ψ(y) for some i, j ∈ [2] and thus ψ
preserves adjacency. Now suppose that x 6∼ y in X. If x, y ∈ V (X1) or x, y ∈ V (X2),
then ψ(x) 6∼ ψ(y) since ϕ is a isomorphism when restricted to either V (X1) or V (X2).
Otherwise, without loss of generality, x ∈ V (X1) and y ∈ V (X2), and there exists a vertex
z ∈ v(X2) such that ϕ(z) = x. Suppose for contradiction that ψ(x) ∼ ψ(y), this implies
that ϕ(x) ∼ ϕ(y) and thus x ∼X2 z. But then {x, y} is of the form given in (3) from
Theorem 3.1.1, and thus x ∼ y which contradicts our assumption. Therefore ψ preserves
adjacency and non-adjacency and thus is an isomorphism.

3.2 Attempts at Generalization

In light of the result of Theorem 3.1.1, the obvious next step would be to attempt to
generalize the argument to show that all vertex transitive graphs can be partitioned into
copies of their cores. The first obstacle one runs into when attempting this is that it is not
obvious how to select the desired partition. In the above case, each fibre of the retraction
onto the core contains exactly two vertices, and thus one can choose the vertices fixed by
the retraction as one cell, and the remaining vertices as the other cell of the partition. If the
fibres contain more than two vertices, then there is no “natural” choice for the partition,
indeed their may be many possible choices.

The second obstacle one runs into while trying to generalize the above result is that it
is simply not true. In fact, for any integer n ≥ 3, there exists a vertex transitive graph
X with core Y such that |V (X)|/|V (Y )| = n and there does not exist any partition of
V (X) into subsets which each induce a copy of Y . To see this, consider the line graphs
of the graphs K2n, denoted L(K2n), for n ≥ 3. The maximum degree of K2n is 2n − 1,
and therefore L(K2n) contains a clique of size 2n− 1, i.e. K2n−1 → L(K2n). On the other
hand, it is known that the graphs K2n can be (2n− 1)-edge-colored and thus L(K2n) can
be (2n − 1)-colored, i.e. L(K2n) → K2n−1. From these two facts it follows that L(K2n) is
homomorphically equivalent to K2n−1, and since K2n−1 is a core, it is the core of L(K2n).

The cliques of L(K2n) correspond to sets of edges of K2n such that any two edges in
the set have a common endpoint. Since n ≥ 3 and thus 2n − 1 ≥ 5, it is easy to see that
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any (2n − 1)-clique in L(K2n) must correspond to a set of edges incident to a particular
vertex of K2n. If Cx and Cy are the two (2n − 1)-cliques of L(K2n) corresponding to the
edges of K2n incident to vertices x and y of K2n, then the vertex of L(K2n) corresponding
to the edge xy is contained in both Cx and Cy. Therefore no two (2n − 1)-cliques of
L(K2n) are disjoint, and thus it cannot be partitioned into copies of its core. Noting that
|E(K2n)| =

(
2n
2

)
, we see that |V (K2n−1)| = 1

n
|V (L(K2n))|, and thus these graphs provide

counterexamples to generalizing Theorem 3.1.1 to any relative size smaller than 1/2.

3.3 Normal Cayley Graphs

Recall that for a group G and inverse closed subset C ⊆ G \ {1}, the Cayley graph
X(G,C) has vertex set G and g ∼ h if gh−1 ∈ C. We say that a Cayley graph is normal
if its connection set is closed under conjugation by any group element, i.e. gCg−1 = C for
all g ∈ G. When studying vertex transitive graphs, Cayley graphs are a natural subclass
to consider since, as we saw in Corollary 2.8.2, every vertex transitive graph is a retract of
some Cayley graph.

In Section 2.8, we saw that the the right translations, fa(g) = ga, are automorphisms
of X(G,C). If X is normal, then the left translations are automorphisms as well. To
see this note that (ag)(ah)−1 = a(gh−1)a−1 ∈ aCa−1 = C if and only if gh−1 ∈ C. In
fact, an equivalent definition of normal Cayley graph is that the right translations are
automorphisms.

The proofs of the results in this section borrow ideas from the proof of Lemma 2.7.2
given in Section 2.8 and the following theorem from [18], whose proof we reproduce here
for the convenience of the reader.

Theorem 3.3.1 (Godsil). Let X be a normal Cayley graph. If α(X)ω(X) = |V (X)|, then
χ(X) = ω(X).

Proof. Let C be a clique of X of size ω(X), and S an independent set of size α(X). As in
the proof of Lemma 2.7.2 given in Section 2.8, the sets

S−1c, c ∈ C

are pairwise disjoint. Since X is normal, the inverse map is an automorphism and thus
these sets are independent. If α(X)ω(X) = |V (X)|, then these independent sets form a
coloring with ω(X) colors.
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we will show that any normal Cayley graph can be partitioned into copies of its core.
To prove this, we will need the following two lemmas which will also allow us to give a new
proof of Theorem 2.9.3. The first is a simple yet useful lemma which applies to all graphs,
not just those which are vertex transitive.

Lemma 3.3.2. Let ϕ be an endomorphism of X such that ϕ(x) = ϕ(y) for distinct x, y ∈
V (X), and let w and z be two vertices which appear in some core of X. Then there is no
automorphism of X which maps the pair {w, z} to the pair {x, y}.

Proof. Suppose σ is such an automorphism of X, and ρ is a retraction onto a core of X
containing w and z. Then the endomorphism ϕ ◦ σ ◦ ρ has at least one fewer vertex in its
image than is in the core of X, a contradiction.

We can apply this lemma to Cayley graphs to obtain the following:

Lemma 3.3.3. Let X = X(G,C) be a Cayley graph. If ϕ is an endomorphism of X
whose image is a core Y of X, and y ∈ V (Y ), then the sets a−1V (Y ), for a ∈ ϕ−1(y), are
mutually disjoint.

Proof. Suppose not. Then there exist distinct a, b ∈ ϕ−1(y) and distinct c, d ∈ V (Y ) such
that a−1c = b−1d. Consider the map σ : V (X) → V (X) given by σ(x) = x(c−1a). Note
that this is an automorphism of X since it is a right translation. However, σ(c) = a and
σ(d) = dc−1a = b by the above. But this contradicts Lemma 3.3.2, since ϕ(a) = y = ϕ(b)
and both c and d appear in Y .

With these two lemmas in hand, the proof of our main theorem is simple and straight-
forward.

Theorem 3.3.4. Let X be a normal Cayley graph and Y be a core of X. Then there exists
a partition {V1, . . . , Vk} of V (X) such that each Vi induces a copy of Y .

Proof. Let ϕ be a retraction from X to Y . Further, let A = ϕ−1(y) for some y ∈ V (Y ).
By Theorem 2.9.3, A has size |V (X)|/|V (Y )|, and thus |A||V (Y )| = |V (X)|. Combining
this with the fact that the sets a−1V (Y ), for a ∈ A, are mutually disjoint by Lemma 3.3.3,
we see that these sets must in fact partition V (X). Furthermore, since X is normal, left
translations are automorphisms, and therefore each set a−1V (Y ), for a ∈ A, induces a copy
of Y . ]
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3.4 Alternative Proof of Theorem 2.9.3

Here we present a new proof of Theorem 2.9.3 which uses the techniques of section 3.3.
Recall from Section 2.6 that a multiple of a graph X is simply the lexicographic product of
X with an empty graph, i.e.X

[
Km

]
. Also recall that any multiple ofX is homomorphically

equivalent to X and thus they have the same core. The proof we give will use the result
of Theorem 2.8.1 which states that for any vertex transitive graph X, there exists some
multiple of X which is a Cayley graph.

Theorem 2.9.3. If X is a vertex transitive graph and ϕ is an endomorphism of X whose
image is a core Y of X, then all of the fibres ϕ−1(y), y ∈ V (Y ), have the same size and
thus |V (Y )| divides |V (X)|.

Proof. We first prove it for Cayley graphs. Suppose that X = X(G,C) is a Cayley graph,
and ϕ is an endomorphism onto a core Y of X. Then for any y ∈ V (Y ), the sets a−1V (Y ),
for a ∈ ϕ−1(y), are mutually disjoint by Lemma 3.3.3. This implies that |ϕ−1(y)| ≤
|V (X)|/|V (Y )| is true for all y ∈ V (Y ). However, the average size of a fibre of ϕ is clearly
|V (X)|/|V (Y )|, and thus we must have equality in the above inequality for all y ∈ V (Y ).

Now suppose that X is a vertex transitive graph and ϕ is an endomorphism whose
image is a core Y of X. By the result of Sabidussi mentioned above, there exists m ∈ N
such that Z = X

[
Km

]
is a Cayley graph. The vertices of Z are of the form (x, i) for

x ∈ V (X) and i ∈ [m]. The map ρ given by ρ(x, i) = (x, 1) is easily seen to be a retraction
onto a subgraph X ′ of Z isomorphic to X. If we define a map ϕ̂ : V (X ′) → V (X ′) by
ϕ̂(x, 1) = (ϕ(x), 1), then ϕ̂ ◦ ρ is an endomorphism of Z onto a subgraph Y ′ isomorphic to
Y , and is thus an endomorphism onto a core of Z. Therefore, by the first part of the proof,
the fibres of ϕ̂ ◦ ρ all have the same size. However, each fibre of ϕ̂ ◦ ρ clearly has size m
times the size of the corresponding fibre of ϕ, and therefore all fibres of ϕ must have the
same size.

This proof is reminiscent of the proof of the clique-coclique bound (Lemma 2.7.2) that
we gave in Section 2.7. Both proofs begin by proving the result for Cayley graphs and then
use Theorem 2.8.1 to generalize the result to all vertex transitive graphs. Furthermore,
they both use the disjointness of certain subsets of vertices to obtain upper bounds on the
size of other subsets of vertices. This similarity is not coincidental, in fact one can use the
clique-coclique bound along with the notion of the hull of a graph introduced in [7] to give
a short proof of the above theorem.
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3.5 Remarks

The motivation behind this work is to take steps toward fully describing the structure of
vertex transitive graphs in terms of their cores. In the above special cases of normal Cayley
graphs and vertex transitive graphs with cores half their size, our results hint towards a
product structure for these classes of graphs. However, the examples of L(K2n) show us
that not all vertex transitive graphs fit this description, and thus some more general result
would be required to describe all vertex transitive graphs in terms of their cores. Currently,
we do not know of any vertex transitive graphs which neither can be partitioned into copies
of their core, nor have a complete graph as their core, and so it is an interesting question
as to whether such graphs exist.

Another question of interest is when the edge set of a vertex transitive graph can be
partitioned into copies of its core. A necessary condition for this is that the valency of the
core must divide the valency of the graph, and thus arc transitive graphs are a natural
class of graphs to consider with respect to this question. Note that the graphs L(K2n) for
n ≥ 3, can have their edge sets partitioned into copies of their cores. The partition is given
by the cliques of L(K2n) corresponding to the vertices of K2n.
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Chapter 4

The Homomorphism Order of Line
Graphs

There has been a great deal of research into the homomorphism order of graphs, and we
have seen a small sampling of the results on this topic in Sections 2.10 and 2.11. For a
much more detailed introduction to this area of graph homomorphisms, we recommend
the book by Hell and Nešetřil [26]. Here, we consider the homomorphism order of graphs
restricted to line graphs. The study of the homomorphism order of graphs has shed light
on other areas of graph theory, especially with respect to chromatic number and other
similarly defined parameters. We believe that systematic study of the homomorphism
order of line graphs will analogously bear fruit in terms of results on parameters such as
edge chromatic number or circular edge chromatic number which has been studied in [1]
and [35]. Our focus here will be on comparing the properties of this suborder to those
of the full order. In particular, we consider the question of density of this suborder. We
give several specific results, but overall impression is that this order appears to be “richer”
just above the complete graphs and “sparser” just below them. The rest of the chapter is
outlined as follows.

We begin in Section 4.1 by defining line graphs and discussing some of their properties
which will be important for the rest of the chapter. In particular we discuss the clique and
chromatic numbers of line graphs. In Section 4.2, we formally define the homomorphism
order of line graphs and translate several results of the previous section into the language of
partial orders. We also show that the homomorphism order of line graphs can be partitioned
into intervals which can be studied individually. Section 4.3 sets out to investigate the
“lowest” few intervals discussed in the prior section. We show that the first two intervals
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have a simple structure but the “higher” ones appear to be more complex. In particular,
we give two line graphs that are incomparable in the homomorphism order.

In Section 4.4 we show that for any line graph Y such that Kd < Y , there exists a line
graph X such that Kd < X < Y . In contrast to this result, we show in Section 4.5 that
there does not exist any connected graph X such that L(Kd) < L(X) < Kd for odd d ≥ 5.
We also give an example of a connected line graph less than K4 for which there exists
no connected line graph strictly between it and K4. In Section 4.6, we aim to determine
properties of connected graphs X such that L(X) < Kd+1 and there exist no connected
graph Y such that L(X) < L(Y ) < Kd+1. We show that any such graph must be d-regular
and L(X) must be a core. Section 4.7 presents two connected graphs X and Z which
satisfy L(X) < L(Z), but for which there exists no connected line graph Y such that
L(X) < L(Y ) < L(Z), and neither L(X) nor L(Z) are homomorphically equivalent to a
complete graph. We end the chapter with some remarks on our results and a discussion of
a few open problems in Section 4.8.

4.1 Basic Definitions and Properties

In this section we will introduce the basic properties of line graphs which will be important
for the remaining sections in this chapter. The material in this section is well known and
is not the work of the author. For more information on line graphs, see [19].

We will use the notation e = xy to denote that e is the edge between vertices x and
y in some graph. Technically we should write e = {x, y}, since edges are unordered pairs
of vertices, but the more succinct notation is also more readable. Note that e = xy and
e = yx mean the same thing since we ignore the order.

For a graph X, we say that two edges e and f of X are incident (to one another) if
they share an endpoint, i.e. e = xy and f = xy′ for some distinct x, y, y′ ∈ V (X). We do
not say that an edge is incident to itself. We will also say, for e ∈ E(X) and x ∈ V (X),
that e is incident to x (and similarly x is incident to e) if e = xy for some y ∈ V (X).

Given a graph X, we define the line graph of X, denoted L(X) to be the graph whose
vertices are the edges of X, such that two edges of X are adjacent in L(X) if they are
incident in X. We have given some examples of some graphs and their corresponding line
graphs in Figure 4.1, and we have listed some special graphs along with their line graphs
below.

• L(Pn) ∼= Pn−1 for n ≥ 2;
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• L
(
Kn

)
is the null graph (graph containing no vertices);

• L(Cn) ∼= Cn

• L(K1,n) ∼= Kn

Graph

Line graph

Figure 4.1: Examples of graphs and their line graphs.

An important fact to note is that if X is connected, then L(X) must be connected.
This is not difficult to see, since paths in X can be translated into paths in L(X) in a
straightforward manner. The converse is not always true: it is possible for L(X) to be
connected while X is not. However, this is only possible if X contains isolated vertices.
Since removing isolated vertices from a graph X clearly does not change L(X), we typically
ignore isolated vertices by assuming that any graphs we discuss do not have them. Under
this assumption, a graph X is connected if and only if L(X) is.

When first encountering line graphs, it is natural to ask if every graph is the line graph
of some graph. This is in fact not the case, and it is not too difficult to see that there exists
no graph X such that L(X) ∼= K1,3. This also implies that the property of being a line
graph is not closed under taking subgraphs, since L(K1,4) ∼= K4 and K1,3 is a subgraph of
K4. However, if we restrict to induced subgraphs, this is not the case.

Lemma 4.1.1. Let X be a graph. Any induced subgraph of L(X) is a line graph of a
subgraph of X.

Proof. Let X be a graph and Y = L(X). Furthermore, let Z be the subgraph of Y induced
by S ⊆ V (Y ) = E(X), and let W be the subgraph of X consisting of the edges in S. We
claim that Z = L(W ). Obviously, both Z and L(W ) have S as their vertex set. For
distinct e, f ∈ S, we have that e ∼ f in Z if and only if e ∼ f in Y if and only if e and f
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are incident in X. On the other hand, we have that e ∼ f in L(W ) if and only if they are
incident in W if and only if they are incident in X. Therefore Z = L(W ).

Though the above lemma is simple and straightforward, we will need it for an important
result in the next section.

The last item in the above list states that L(K1,n) ∼= Kn. Considering this, it is easy
to see that for any graph X and vertex x ∈ V (X), the edges incident to x form a clique in
L(X) of size equal to the degree of x in X. If we let ∆(X) denote the maximum degree of
X, then the above observation implies that ω(L(X)) ≥ ∆(X). Below we will see that in
fact equality holds here in all but one case (up to homomorphic equivalence).

Having considered cliques of line graphs, it is natural to consider colorings as well.
Traditionally, colorings of line graphs are not studied directly, but rather through edge
colorings of graphs. An n-edge-coloring of a graph X is an assignment of the elements of
[n] to the edges of X such that no two incident edges receive the same color. Note that in
any edge coloring of a graph, each color class forms a set of pairwise non-incident edges.
Such an object is typically known as a matching . Thus matchings are to edge colorings as
independent sets are to vertex colorings. Also, the matchings in a graph X are exactly the
independent sets in L(X).

The minimum number of colors required for an n-edge-coloring of X is known as the
edge chromatic number of X and is denoted χ′(X). Obviously, an n-edge-coloring of a
graph X is equivalent to an n-coloring of the vertices of L(X), and thus χ′(X) = χ(L(X)).
From the discussion of cliques of line graphs above, it is clear that χ′(X) ≥ ∆(X) for
all graphs X. On the other hand, the following theorem of Vizing’s shows that the edge
chromatic number of a graph X can never be greater than ∆(X) + 1.

Theorem 4.1.2 (Vizing). If X is a graph with maximum degree d, then X has a (d+ 1)-
edge-coloring.

Since χ′(X) ≥ ∆(X) for any graph X, there are only two possibilities for χ′(X): either
∆(X) or ∆(X) + 1. Because of this, graphs which have edge chromatic number equal to
their maximum degree are referred to as class I graphs, and all other graphs are referred
to as class II . In the next section we will see that the class of a graph corresponds well
with where it sits in the homomorphism order of line graphs. It is worth pointing out,
that though determining the maximum degree of graph is obviously trivial, determining
whether it is class I or II, and thus its edge chromatic number, is NP-hard [28].

We mentioned above that, except for a special class of graphs, the maximum degree of
a graph is equal to the clique number of its line graph. One exceptional example is that
of K3. Since L(K3) ∼= K3, we have that ω(L(K3)) = 3 = ∆(K3) + 1. More generally, any
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graph that has maximum degree two and contains a K3 will clearly have this property. This
does not really cause any problems, but to avoid having to constantly make exceptions,
we address this class of graphs here, and implicitly exclude it from our discussion for the
rest of this chapter. However, we will explicitly exclude it in our theorem statements. Let
T denote the set of all (isomorphism classes of) graphs having maximum degree two and
containing K3 as a subgraph. We have the following:

Lemma 4.1.3. If X ∈ T , then L(X) ≡ K3.

Proof. It suffices to show that L(X) both contains a clique of size 3 and is 3-colorable.
Since X contains K3 as a subgraph, and L(K3) ∼= K3, we have that L(X) contains a
3-clique. Since X has maximum degree 2, it is 3-colorable by Vizing’s theorem.

Since L(K1,3) ∼= K3 and K1,3 6∈ T , if we only consider line graphs of graphs not in T ,
then we don’t actually lose any line graphs. Because of this, in the remaining sections of
this chapter, when we consider the line graph of an arbitrary graph X, we will implicitly
assume that X 6∈ T , unless specifically stated otherwise. Note that this does not mean
that if we consider an arbitrary line graph Y , then Y 6∈ T , as we will certainly need to
consider this case for our work.

Note that above we only discussed why the graphs contained in T are exceptional to
the equation ω(L(X)) = ∆(X), and we did not address why these are the only exceptions.
The following lemma deals with this case.

Lemma 4.1.4. If X 6∈ T , then ω(L(X)) = ∆(X).

Proof. We have seen that ω(L(X)) ≥ ∆(X) for all graphs X, so we only need to show
that ω(X) ≤ ∆(X) for X 6∈ T . To accomplish this we will show that if X 6∈ T , then there
exists a vertex in X such that the edges incident to it form a maximum clique in L(X).

Suppose that S ⊆ E(X) is a maximum clique in L(X) and there does not exist any
vertex in X to which every element of S is incident. If no such S exists then we are done.
The condition on S implies that S necessarily contains at least three elements. Suppose
e1, e2 ∈ S. Then there exists x ∈ V (X) such that e1 = xy1 and e2 = xy2 where y1 6= y2.
By our assumption on S, there exists e3 ∈ S that is not incident to x. Since e3 is incident
to e1 but not x, it must be incident to y1. Similarly, e3 must be incident to y2. Therefore
e3 = y2y3. It is easy to see that S cannot contain any other elements, since they would
need to be incident to two of x, y1, y2 in order to be incident to all of e1, e2, e3, but then
they would in fact be equal to one of e1, e2, e3, a contradiction. This implies that ω(X) = 3.
Since x, y1, y2 induce a K3 in X, and X 6∈ T , we have that X must have a vertex y of
degree 3. The edges incident to y in X induce a K3 in L(X) and so we are done.
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Note that the existence of the set S in the proof above implied that ω(L(X)) = 3,
and therefore if ∆(X) ≥ 4, then no such S exists and thus any maximum clique of X
corresponds to the edges incident to some maximum degree vertex of X.

4.2 The Order

In this section we will formally introduce the homomorphism order of line graphs, and
translate some of the results of the preceding chapter into results about this order.

Recall that the homomorphism order of graphs, which we denote by G, consists of the
set of all homomorphic equivalence classes of graphs along with the relation “≤” defined
as H (X) ≤ H (Y ) if X → Y . The homomorphism order of line graphs , which we denote
by L, consists of the homomorphic equivalence classes containing at least one line graph,
equipped with the same relation as that of G. It is easy to see that any subset of a partially
ordered set is a partially ordered set under the same relation, and such an object is known
as a suborder. Therefore, L is a suborder of G.

Recall that the order G could equivalently be defined on cores, since each homomorphic
equivalence class contains exactly one core. We can do the same for L, but it would be
nice to know that the cores we define it on are line graphs themselves, and not just homo-
morphically equivalent to some line graph. The following lemma addresses this concern.

Lemma 4.2.1. The core of a line graph is a line graph.

Proof. By Corollary 2.5.11, the core of a graph is an induced subgraph, and by Lemma 4.1.1,
induced subgraphs of line graphs are line graphs.

Recall from Chapter 2 that we typically abuse notation and write X ≤ Y when we
should write H (X) ≤ H (Y ). We will take advantage of this notation and write X < Y
whenever X → Y and Y 6→ X. Furthermore, if X 6→ Y and Y 6→ X, then we will write
X||Y .

The following lemma shows how the results of the previous section allow us to essentially
break the order L up into pieces which we can then study individually.

Lemma 4.2.2. If X 6∈ T , and the maximum degree of X is d, then

Kd ≤ L(X) < Kd+1.
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Proof. It is easy to see that for any graph Y , we haveKω(Y ) ≤ Y ≤ Kχ(Y ). Since ω(L(X)) ≥
d and χ(L(X)) ≤ d + 1 by Theorem 4.1.2, we have that Kd ≤ L(X) ≤ Kd+1. So all that
is left to show is that Kd+1 6→ L(X). However, Lemma 4.1.4 states that ω(L(X)) = d and
therefore the result holds.

What this lemma says is that the order L can be partitioned into the “intervals”
[Kd, Kd+1)L = {Y ∈ L : Kd ≤ Y < Kd+1}. Furthermore, the line graphs in the interval
[Kd, Kd+1)L are exactly the line graphs of graphs with maximum degree d. This implies
that if ∆(X) < ∆(Y ), then L(X) < L(Y ). Therefore, to understand the structure of L, it
is sufficient to investigate these intervals individually.

We mentioned in the previous section that the class of a graph X gives us information
about where in L the graph L(X) is located. The following result formalizes this statement.

Lemma 4.2.3. If X 6∈ T , then L(X) ≡ Kd if and only if ∆(X) = d and X is class I.

Proof. First note that if ∆(X) = d and X is class I, then ω(L(X)) = d = χ(L(X)) and
thus L(X) ≡ Kd. Conversely, if L(X) ≡ Kd for some d ∈ N, then ω(L(X)) = d = χ(L(X))
and thus ∆(X) = d by Lemma 4.1.4 and X is class I since χ′(X) = d.

This means that class I graphs correspond exactly to the line graphs which are homo-
morphically equivalent to complete graphs, i.e., the line graphs on the endpoints of the
intervals given above. We noted above that given two graphs with different maximum
degrees, it is trivial to deduce how their line graphs compare in the homomorphism order.
If X and Y are graphs such that ∆(X) = ∆(Y ), then the class of the graphs can some-
times give us information about how they compare. In particular, if X is class I, then we
immediately have that L(X) ≤ L(Y ), and equality holds if and only if Y is class I as well.
From this we see that if X and Y are such that L(X)||L(Y ), then ∆(X) = ∆(Y ) and both
X and Y are class II graphs.

4.3 The Intervals

In the previous section we saw that the order L can be partitioned into the intervals
[Kn, Kn+1)L for n ∈ N. Here, we take a look at the first three such intervals and discuss
their structure. We will see that the interval [K2, K3)L differs greatly from the same interval
in G, which we denote by [K2, K3)G, and similarly for other intervals.

The first interval we consider is [K1, K2)L. This case is not particularly interesting as
it is easy to see that if K2 6→ X, then X is an empty graph and therefore homomorphically
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equivalent to K1. Thus we see that [K1, K2)G = {K1}. Since Kn ∈ L for all n, we have that
[K1, K2)L = [K1, K2)G = {K1}. In fact, we have that [K1, K2]L = [K1, K2]G = {K1, K2}.
This interval is actually a special case in G since it represents the only gap in G. A gap in a
partially ordered set is an ordered pair, (X, Y ), of elements of the poset such that X < Y
and there does not exist any element Z such that X < Z < Y . We will see that L differs
from G in this respect and has infinitely many gaps. Note that if (X, Y ) is a gap we will
say that it is a gap below Y and a gap above X.

The interval [K2, K3)L is more interesting than the above case, but its structure is still
quite simple. To see this, consider a graph X such that L(X) ∈ [K2, K3)L. As noted in the
previous section, X must have maximum degree two, and is therefore the disjoint union
of paths and cycles. This implies that L(X) is also the disjoint union of paths and cycles.
There are then two cases: L(X) does not contain any odd cycles, or it does. In the former
case, L(X) → K2 and thus L(X) ≡ K2 since L(X) ≥ K2 by assumption. In the latter
case, L(X) has some shortest odd cycle C. Note that C must have length at least five
since K3 6→ L(X). Obviously, any component of L(X) that is either a path or even cycle
has a homomorphism to C. Furthermore, any odd cycle in L(X) has length as least as
great as that of C and therefore has a homomorphism to C as discussed in Section 2.3.
This implies that L(X) ≡ C and thus every line graph in [K2, K3)L is homomorphically
equivalent to either K2 or some odd cycle of length at least five. Conversely, since K2 ∈ L
and L(Cn) ∼= Cn for all n, we have that

[K2, K3)L = {K2} ∪ {Cn : n ≥ 5, n odd}.
Furthermore, since C2n+1 → C2m+1 for m ≤ n, the interval [K2, K3]L is a total order ,
i.e. either X ≤ Y or Y ≤ X for all X, Y ∈ [K2, K3]L. This differs wildly from G since the
interval [K2, K3]G is universal for countable posets.

Another significant difference between the two orders is that L contains many gaps in
this interval. Indeed, we can see from the above that there exists no graphs X such that
C2n+1 < L(X) < C2n−1 for n ≥ 2, and therefore (C2n+1, C2n−1) is a gap in L for all n ≥ 2.

The interval [K3, K4)L is not so easy to analyze as the two above. In fact, we do not
know much at all about the structure of [K3, K4)L. The difficulty is simply that graphs
with maximum degree three are not so easily characterized as those with maximum degree
two. Though we are not able to say too much about its general structure, we have identified
a pair of incomparable elements of [K3, K4)L. These two elements are the line graphs of
the Petersen graph and a K4 with one edge subdivided. Both are pictured along with their
line graphs below. We will use the shorthand “Pete” to refer to the Petersen graph.

To show that these two line graphs are incomparable is somewhat tedious, but the
following lemmas allow us to simplify things quite a bit. To succinctly state the first
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Figure 4.2: The graph X̂ (left) and its line graph (right).

Figure 4.3: The Petersen graph (left) and its line graph (right).

lemma, we need some additional terminology. For graphs X and Y , and independent set
S ⊆ V (X), we say that a map ϕ : V (X)→ V (Y ) identifies the vertices in S if ϕ(x) = ϕ(x′)
for all x, x′ ∈ S. Furthermore, for any graph X and independent set S ⊆ V (X), let X/S
denote the graph with vertex set (V (X)\S)∪{xS} such that x, y ∈ V (X)\S are adjacent
in X/S if x ∼ y in X, and xS is adjacent to z ∈ V (X) \ S in X/S if there exists w ∈ S
such that w ∼ z in X. In other words, X/S is the graph obtained from X by identifying
all of the vertices in S.

Lemma 4.3.1. Let X and Y be graphs and S ⊆ V (X) be an independent set. If ϕ : X → Y
is a homomorphism which identifies the vertices of S, then X/S → Y .

Proof. Let y∗ ∈ V (Y ) be the vertex to which ϕ maps the elements of S. Consider the map
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ϕ′ : V (X/S)→ V (Y ) defined as follows

ϕ′(x) =

{
ϕ(x) if x ∈ V (X) \ S
y∗ if x = xS

Clearly, if x1, x2 ∈ V (X) \ S are adjacent in X/S, then ϕ′(x1) = ϕ(x1) is adjacent to
ϕ′(x2) = ϕ(x2) in Y . Furthermore, if x ∈ V (X) \ S is adjacent to xS in X/S, then
there exists x′ ∈ S such that x ∼ x′ in X and therefore ϕ′(x) = ϕ(x) is adjacent to
ϕ′(xS) = y∗ = ϕ(x′) in Y .

The above lemma is actually a special case of Proposition 2.11 in [23]. The lemma is
somewhat obvious, but combined with the structure of L it proves to be quite useful. One
example of its usefulness is the following lemma.

Lemma 4.3.2. Let Y be a line graph. If Y < K4, then W2n+1 6→ Y for all n ∈ N.
Conversely, if K4 ≤ Y , then W2n+1 → Y for all n ∈ N.

Proof. Since W2n+1 → K4 for all n ∈ N, then second statement holds trivially.

To prove the first statement, we use induction on n. If n = 1, then W2n+1 = W3
∼= K4

which does not have a homomorphism to Y by assumption. Now consider W2n+1 for n ≥ 2.
Let us refer to the vertex of W2n+1 of degree 2n + 1 as w. Since Y < K4, it is the line
graph of a graph with maximum degree at most 3. Therefore Y has maximum degree at
most 4. However, w has degree 2n + 1 ≥ 5 for n ≥ 2. Therefore Y does not contain
W2n+1 as a subgraph, and thus no homomorphism from W2n+1 to Y can be injective.
Therefore, any homomorphism from W2n+1 to Y must identify two nonadjacent vertices
x1, x2 ∈ V (W2n+1). Since they are nonadjacent, neither of them can be w. It is easy to
see that W2n+1/{x1, x2} must contain a strictly smaller odd wheel which by induction does
not have a homomorphism to Y . Therefore, since W2n+1/{x1, x2} has no homomorphism
to Y , by Lemma 4.3.1 neither does W2n+1.

Using the above two lemmas makes proving the incomparability of L(Pete) and L(X̂)
much less messy, but it still involves some tedious case analysis. We only give a partial
proof below, but the remainder can easily be worked out by the zealous reader. The basic
idea is to show that any homomorphism from L(Pete) to L(X̂) (and vice versa) must
identify a certain number of vertices, and that identifying any choice of this number of
vertices creates an odd wheel.

Theorem 4.3.3. The line graphs L(Pete) and L(X̂) are incomparable.

Proof. We must show that L(X̂) 6→ L(Pete) and L(Pete) 6→ L(X̂). We will start with the
former.

55



First, note that Pete is edge transitive (it is in fact 3-arc transitive), and therefore
L(Pete) is vertex transitive. Thus it is easy to check that the neighborhood of any vertex
in L(Pete) induces two disjoint K2’s, and so L(Pete) does not contain W4 as a subgraph.

However, L(X̂) clearly does contain a W4 subgraph. Therefore L(X̂) is not a subgraph of
L(Pete).

So any homomorphism from L(X̂) to L(Pete) must identify two nonadjacent vertices.

We will show that identifying any two nonadjacent vertices of L(X̂) creates an odd wheel.
Note that it suffices to show that the union of the neighborhoods of any two nonadjacent
vertices contains an odd cycle. Also note that the symmetry of the graph can be used to
reduce the number of cases to check.

Let x∗ be the vertex in the middle of the above drawing of L(X̂), i.e., the vertex whose

neighborhood induces a 4-cycle. If y is one of the vertices of L(X̂) of degree three, then

the union of the neighborhoods of y and x∗ is all of the five remaining vertices of L(X̂). It
is easy to see that there is a 5-cycle on these vertices and thus we cannot identify y and x∗.
The vertex x∗ is adjacent to all of the vertices of L(X̂) that have degree four other than
itself, so it cannot be identified with any vertex by a homomorphism to L(Pete).

Let y again be a vertex of L(X̂) of degree three, and let z be a vertex adjacent to x∗

which is not adjacent to y. By symmetry it does not matter which one we choose. Again,
the union of the neighborhoods of y and z is the remaining five vertices of L(X̂) and it
is easy to see that there is a triangle among these vertices. Therefore y and z cannot be
identified by any homomorphim to L(Pete).

The only remaining case is if z and z′ are nonadjacent neighbors of x∗. Again, the
union of their neighborhoods is the remaining five vertices of L(X̂) and it is easy to see
that these vertices form a 5-cycle.

So we have shown that L(X̂) 6→ L(Pete).

The following proof that L(Pete) 6→ L(X̂) was suggested by Claude Tardif as an alter-
native to the author’s original proof which was longer.

Note that every edge, and thus every pair of adjacent vertices, of L(Pete) is contained

in a triangle. However, the edge between the two vertices of degree three in L(X̂) is not
contained in any triangle. Therefore, no homomorphism from L(Pete) can map a pair

of adjacent vertices to the two vertices of degree three in L(X̂). This implies that any

homomorphism from L(Pete) to L(X̂) is also a homomorphism from L(Pete) to L(X̂)

with that edge removed. However, removing that edge from L(X̂) causes the graph to
become 3-colorable, and L(Pete) is not 3-colorable. Therefore there does not exist any

homomorphism from L(Pete) to L(X̂).
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The fact that the edge between the two vertices of degree three in L(X̂) is not contained
in a triangle is crucial to the above proof. This is exemplified by the fact that L(Pete)

does admit a homomorphism to the line graph of the graph Ŷ in Figure 4.4 below, which
is simply X̂ plus one more edge. We leave it as an exercise for the reader to find the
homomorphism.

Figure 4.4: The graph Ŷ (left) and its line graph (right).

There are a few more things that we can say about the interval [K3, K4)L, but they
apply more generally to L, and so we will not see them until later sections.

4.4 Density

Recall that the interval [K2, K3)L contained infinitely many gaps. In fact, we saw that
every element of [K2, K3)L other than K2 is in some gap with another element of [K2, K3)L.
On the other hand, K2 is not in a gap with any other element of [K2, K3)L. Indeed, if
Y ∈ [K2, K3)L is not K2, then Y ≡ C2n−1 for some n ≥ 3, and we have K2 < C2n+1 < Y .
We refer to this property of L as being dense from above at K2. The natural question to
ask is whether L is dense from above (or below) at any other point. The main result of
this chapter will be showing that L is dense from above at every complete graph Kd for
d ≥ 2.

The main idea of the proof is as follows: Consider a graph Y such that Kd < L(Y ).
If ∆(Y ) > d, then Kd < L(X) < Kd+1 ≤ L(Y ) for any class II graph X with ∆(X) = d.
Otherwise, ∆(Y ) = d and Y is class II. In this case, we repeatedly replace the maximum
degree vertices of Y with gadgets to obtain a new graph X, which has retained the property
of being class II and is guaranteed to satisfy L(X)→ L(Y ). We then show that the process
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used to obtain X has ensured that any subgraph of X with fewer than |E(Y )| + 1 edges
necessarily has a d-edge-coloring, and thus L(Y ) cannot have a homomorphism to L(X).

We first define the gadgets used for the construction of the graph X mentioned above.
Note that a perfect matching of a graph Y is a matching M for which any vertex of Y is
incident to some edge in M .

Definition. For d ≥ 3 odd, define Gd to be the complete graph Kd. We will normally
assume that the vertex set is {1, 2, . . . , d}. For d ≥ 2 even, define Gd to be Kd with a perfect
matching removed and an additional vertex that is adjacent to all the other vertices. Here
we will usually assume that the vertex set is {1, 2, . . . , d, d + 1} where d + 1 is the vertex
of degree d.

Note that for all d ≥ 2, the vertices {1, 2, . . . , d} all have degree d− 1. Also note that
for d even, the graph Gd can equivalently be described as Kd+1 with a maximum matching
removed, since a maximum matching in Kd+1 for d even contains edges incident to all but
one vertex. Since Kd+1 is maximum matching transitive, this construction does not depend
on which maximum matching we remove. In order to prove that the construction outlined
above works, we will need the following two lemmas concerning Gd.

Lemma 4.4.1. The edges of Gd are d-colorable.

Proof. For d odd, the maximum degree of Gd is d−1, therefore its edges are d-colorable by
Vizing’s Theorem. For d even, note that the edges of Kd+1 are (d+ 1)-colorable (again by
Vizing theorem). Since any matching in Kd+1 can be extended to a maximum matching,
we can choose the maximum matching we remove from Kd+1 to obtain Gd to contain a
color class in an (d+ 1)-coloring of Kd+1. This gives us an d-coloring of Gd.

In an edge coloring of a graph, we say that a vertex v “misses” a color if there are no
edges of that color incident to v. We will also say that the color misses vertex v.

Lemma 4.4.2. For every proper d-coloring of the edges of Gd, the vertices {1, 2, . . . , d}
all miss exactly one color. Furthermore, the colors missed by these vertices are distinct.

Proof. For d odd, Gd is just the complete graph Kd. It is probably common knowledge that
the above holds for this graph, but we will give a proof here for the reader’s convenience.
Every vertex of Kd has degree d − 1, and since all the edges incident to a vertex must
receive distinct colors, each vertex must miss exactly one color. Now note that there are(
d
2

)
= d(d−1)

2
edges in Kd. For d odd, the maximum size of a matching in Kd is d−1

2
. Since

we are coloring the edges with d colors, it must be the case that every color class is a
maximum matching, since otherwise not enough edges will have been colored. This means
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that every color misses exactly one vertex, therefore each vertex misses a different color.
Note that this means that Gd cannot be (d− 1)-edge-colored.

For d even, the vertices {1, 2, . . . , d} all have degree d − 1 and so they must miss
exactly one color. Recall that in this case Gd is Kd+1 with a maximum matching removed.
Therefore the maximum size of a matching in Gd is d

2
, so the most edges we can color with

d colors is d2

2
. Coincidentally, Gd contains exactly (d+1)d

2
− d

2
= d2

2
edges, and therefore each

color class is a maximum matching. Therefore, every color misses exactly one vertex, and
thus no two vertices in {1, 2, . . . , d} can miss the same color. Note that Gd is not d − 1
edge-colorable in this case since it contains a vertex of degree d.

The construction of the graph X from the graph Y as mentioned above is actually
several applications of a simpler construction, which we now define.

Definition. Let Y be a graph of maximum degree d, and y a vertex of Y of maximum
degree whose neighbors are y1, y2, . . . , yd. Define T (Y, y) to be the graph constructed by
removing y from Y , adding Gd, and an edge between i and yi for all i ∈ {1, 2, . . . , d}.

An example of the procedure of constructing T (Y, y) from Y is depicted in Figure 4.5
below. Note that E(T (Y, y)) ∩ E(Y ) = E(Y ) \ {yyi : i ∈ [d]}.

y1 y2

y3

y

T

1

y1

2

y2

3

y3

Figure 4.5: A portion of the graphs Y (left) and T (Y, y) (right).

Note that this operation does not change the maximum degree of a graph, and in fact
does not change the degree of any vertex of V (Y )\{y}. We will also consider T (Y, S) where
S is a subset of vertices of Y which all have maximum degree. This will be defined in the
obvious way: we simply remove all vertices of S and replace each of them with a copy of
Gd as above. Note that this is equivalent to applying the operation to all of the vertices of
S in sequence rather than in parallel, thus T (Y, {y1, y2}) is isomorphic to T (T (Y, y1), y2),
and similarly for larger S. We will also define T (Y ) to be T (Y, S) for S equal to the set
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of all maximum degree vertices of Y . We will use the notation T 2(Y ) = T (T (Y )) and
similarly for larger exponents.

The following lemma is key to showing that the graph X that we construct from Y will
satisfy L(X)→ L(Y ).

Lemma 4.4.3. For any graph Y with vertex of maximum degree y, there exists a homo-
morphism from L(T (Y, y)) to L(Y ).

Proof. Though we are concerned with giving a homomorphism from L(T (Y, y) to L(Y ), it
is equivalent to map edges of T (Y, y) to edges of Y while preserving incidence. Phrasing
things in this way makes the argument easier to follow.

Define f : E(T (Y, y)) → E(Y ) to be identity on the elements of E(T (Y, y)) ∩ E(Y ),
and let f(iyi) = yyi for all i ∈ {1, 2, . . . , d}. For the remaining edges of T (Y, y), recall
from the proofs of Lemmas 4.4.1 and 4.4.2 that the edges of Gd can be partitioned into d
maximum matchings each missing exactly one distinct vertex of {1, . . . , d}. Let Mi be the
maximum matching that misses vertex i. Let f(e) = yyi for all e ∈Mi and i ∈ {1, . . . , d}.
The function f is a homomorphism from L(T (Y, y)) to L(Y ).

The above lemma immediately gives us the following corollary:

Corollary 4.4.4. For any graph Y and subset S of vertices of Y of maximum degree, there
exists a homomorphism from L(T (Y, S)) to L(Y ).

As we will need the graph X that we construct to satisfy Kd < L(X), we must have
that L(X) 6→ Kd, i.e. that X is a class II graph. Since Y is necessarily class II, it suffices
to show that the function T preserves this property. The following lemma proves this.

Lemma 4.4.5. A graph Y with vertex y of maximum degree is class I if and only if T (Y, y)
is class I.

Proof. If Y is class I, then since T (Y, y) has the same maximum degree, it is also class I by
Lemma 4.4.3. Conversely, if T (Y, y) is class I, then its edges can be colored with d = ∆(Y )
colors. However, this means that the copy of Gd in T (Y, y) is colored with d colors, and so
by Lemma 4.4.2, the edge iyi must be colored differently for each i ∈ {1, . . . , d}. However,
if we color the edges of Y by keeping the same colors on the edges of E(Y ) ∩ E(T (Y, y),
and coloring edge yyi in Y the same color as iyi in T (Y, y), then we will have properly
colored the edges of Y with d colors.

As with Lemma 4.4.3, this lemma also proves the result for T (Y, S):
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Corollary 4.4.6. Let Y be a graph and S a subset of vertices of Y of maximum degree.
Then Y is class I if and only if T (Y, S) is class I.

We are almost ready to prove our main result, but first we need the following lemma.

Lemma 4.4.7. Let y1, y2, . . . , yd be the vertices of Tm(K1,d) adjacent to the vertices of
degree one. Then the distance from yi to yj for i 6= j is at least m.

Proof. We must first check that the yi are well defined. Let z1, z2, . . . , zd be the vertices
of K1,d of degree one. Since applying T does not change the degree of any of the degree
one vertices of K1,d and only creates more vertices of degree d, the vertices z1, z2, . . . , zd
are exactly the vertices of Tm(K1,d) of degree one. Furthermore, after one application of
T , the degree one vertices are adjacent to distinct vertices and no further applications of
T can cause two of them to become adjacent to the same vertex. For the remainder of the
proof, let yi be the neighbor of zi.

We now proceed by induction on m. For m = 1, the yi correspond to the vertices
1, 2, . . . , d of Gd and thus are distinct and therefore are at distance at least 1. It now
suffices to show that each application of T strictly increases the distance from yi to yj.

Suppose that m ≥ 2 and consider a shortest path yi = x0, x1, . . . , xn = yj for i 6= j in
Tm(K1,d). Let f : V (Tm(K1,d))→ V (Tm−1(K1,d)) be the function which fixes the vertices
of degree one and maps a vertex of degree d in Tm(K1,d) to the vertex of Tm−1(K1,d) it was
created from. Note that if x ∼ y in Tm(K1,d), then either f(x) = f(y) or f(x) ∼ f(y) in
Tm−1(K1,d). Therefore, after replacing consecutive strings of the same vertex with a single
occurrence of that vertex, the sequence f(x0), f(x1), . . . , f(xn) gives a walk of length at
most n from the neighbor of zi in Tm−1(Y ) to the neighbor of zj in Tm−1(Y ). To prove
that this walk is strictly shorter than n, consider the vertex x0. By the definition of T ,
all of the neighbors of x0 other than zi must have been created from f(x0). In particular,
since P was a shortest path, we have that f(x1) = f(x0). This implies that at least one
term of f(x0), f(x1), . . . , f(xn) must be removed to make it a walk, and therefore the walk
is strictly shorter than n.

We are now ready to prove the main theorem.

Theorem 4.4.8. For all d ≥ 2, if Y is a graph such that Kd < L(Y ), then there exists a
graph X such that Kd < L(X) < L(Y ).

Proof. As noted above, if ∆(Y ) > d, then Kd < L(X) < Kd+1 ≤ L(Y ) for any class II
graph X of maximum degree d. Therefore, we may assume that ∆(Y ) = d, and thus Y is
class II. Let S be the set of all maximum degree vertices in Y . Now consider X = Tm(Y ),
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where m = |E(Y )|+1. By Corollary 4.4.6 we have that Kd < L(X), and by Corollary 4.4.4
we have that L(X) ≤ L(Y ). So we only need to show that there is no homomorphism from
L(Y ) to L(X). We will show, equivalently, that there exists no function from the edges
of Y to the edges of X which preserves edge incidence. We will do this by contradiction,
showing that the image of any such function must have a d-edge-coloring.

Consider a vertex y of Y with maximum degree. After applying T once, y has been
replaced by either d or d+ 1 vertices, all of degree d. We then apply T again and replace
all of these with even more vertices of degree d. This continues until we obtain X, which
contains either dm or (d + 1)m vertices of degree d all originating from the vertex y. Let
us refer to the set of these vertices as Vy and the set of edges in the subgraph induced by
Vy as Ey (see Figure 4.6). There exist d vertices of Vy which correspond to the vertices
y1, y2, . . . , yd from Lemma 4.4.7. Let us refer to these vertices of Vy as y1, y2, . . . , yd as well.
Note that these are the only vertices of Vy incident to an edge not in Ey. Note that since
the operation T does not change the degree of any vertex of degree less than d, any vertex
of degree d in X must be contained in Vy for some y ∈ S.

Now suppose that f : E(Y )→ E(X) preserves the incidence of edges. Let E ′ ⊆ E(X)
be the image of f . Note that |E ′| ≤ |E(Y )|. We will describe how to d-color the edges of
E ′.

First, consider the graph X with the edges of E∗ = ∪y∈SEy removed. In this graph,
any vertex in some Vy has degree either zero or one, and all other vertices have degree
equal to their degree in Y , which must be strictly less than d. By Vizing’s theorem, this
graph can be d-edge-colored. Fix some d-edge-coloring, g, of this graph.

We must now show that we can extend g to E∗∩E ′. Since the Vy are pairwise disjoint,
the Ey are pairwise disjoint and no edge from one of them is incident to an edge of another.
Therefore, it suffices to show that we can extend g to Ey ∩ E ′ for some y ∈ S.

Note that since the subgraph induced by Vy is a subgraph of Tm(K1,d) and K1,d is
d-edge-colorable, the edges of Ey are d-colorable as well. Let E0 be the edges of Ey ∩ E ′
that are not reachable along edges of E ′ from any of the vertices y1, y2, . . . , yd described
above, and are thus not reachable along edges of E ′ from any edge of E(X) \ E∗. We can
extend g to E0 by simply d-coloring its edges according to some d-coloring of Ey. Now let
Ei be the set of edges in Ey ∩E ′ reachable from yi using only edges in Ey ∩E ′. Note that
Ei cannot contain any edges incident to yj for j 6= i, since by Lemma 4.4.7 the shortest
path from yi to yj contained in Ey has length at least m = |E(Y )|+ 1 > |E ′|. This implies
that there is exactly one edge of E(X)\E∗ which is incident to any edge of Ei, specifically
it is the edge incident to yi that is not contained in Ey. Let us call this edge e. Since yi
is incident to only d − 1 edges of Ey, we can d-color the edges of Ei so that none of the
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Figure 4.6: Example of Vy and corresponding Ei for i ∈ {0, 1, . . . , d} for d = 5.

edges of Ei incident to yi are assigned the color g assigns to e. This allows us to extend g
to each Ei and thus E ′ ∩ Ey and thus E ′.

Since g is a d-coloring of E ′, the map g ◦ f is a d-edge-coloring of Y , a contradiction.
Therefore, there is no homomorphism from L(Y ) to L(X), and we are done.

It is worth noting that we could actually reduce the number of applications of T needed
above to something on the order of log2(|E(Y )|), but we did not feel it necessary.

4.5 Gaps

The previous section can be thought of as a look at how the homomorphism order of line
graphs behaves just above the complete graphs. This section then is a look at the other
side of the complete graphs. In contrast to the density result above, here we will see
examples of connected graphs X such that L(X) < Kd+1 and there exists no connected
graph Y such that L(X) < L(Y ) < Kd+1. We will refer to such graphs as d-maximal
graphs, the number d referring to the degree of X. Note that X being d-maximal does
not necessarily imply that (L(X), Kd+1) is a gap in L, since there may be a disconnected
Y such that L(X) < L(Y ) < Kd+1. However, X being d-maximal is equivalent to saying
that (L(X), Kd+1) is a gap in the restriction of L to connected graphs, which we denote
by Lc.
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Below we will see that the graph Kd+1 is d-maximal for all even d ≥ 4. To prove this,
we will need the following simple lemma regarding the cliques of line graphs.

Lemma 4.5.1. Let X be a graph with maximum degree d ≥ 4. If S and T are two distinct
maximum cliques of L(X), then |S ∩ T | ≤ 1.

Proof. Recall from the discussion following Lemma 4.1.4 that any maximum clique in X
must be the set of edges incident to some degree d vertex of X. Let xS and xT be vertices
whose sets of incident edges are equal to S and T respectively. Since S and T are distinct,
so are xS and xT . If S and T do not share any vertices, then we are done. Otherwise,
any vertex of L(X) contained in both S and T must be an edge of X incident to both xS
and xT , which of course implies that it is the edge xSxT . Therefore there can be no two
distinct vertices of L(X) contained in both S and T .

The power of the above lemma is that it shows that if X and Y are graphs of maximum
degree d ≥ 4 and ϕ : L(X) → L(Y ) is a homomorphism such that the images of two
cliques in L(X) share two or more vertices, then they must in fact coincide completely. We
explain this idea rigorously and apply it in the following proof.

Theorem 4.5.2. For even d ≥ 4, the graph Kd+1 is d-maximal.

Proof. We must show that there exists no connected graph X such that L(Kd+1) < L(X) <
Kd+1. First note that any such graph X must have maximum degree d ≥ 4, and therefore
the maximum cliques of L(X) are exactly the sets of edges incident to some vertex of
degree d of X by the discussion following Lemma 4.1.4.

Now suppose that ϕ : L(Kd+1) → L(X) is an injective homomorphism. Since Kd+1 is
regular of degree d, we have that L(Kd+1) is regular of valency 2d− 2. Since ϕ is injective,
L(Kd+1) is isomorphic to a subgraph Y of L(X). Furthermore, since the maximum degree
of L(X) is at most 2d − 2, the subgraph Y must be an induced subgraph of L(X). This
is because adding any edge to Y would create a vertex of degree greater than 2d − 2, a
contradiction. This also implies that Y must be a component of L(X), since if any vertex
of Y was adjacent to a vertex of L(X) not contained in Y , then it would necessarily have
degree strictly greater than 2d − 2, a contradiction. Since L(X) is connected, Y = L(X)
and therefore L(X) is isomorphic to L(Kd+1) and we do not have L(Kd+1) < L(X).

Now suppose that ϕ : L(Kd+1)→ L(X) is a homomorphism that identifies two vertices
of L(Kd+1). We may assume that V (Kd+1) = {yi : i ∈ [d + 1]}, and thus V (L(Kd+1)) =
{yiyj : i, j ∈ [d + 1], i 6= j}. Let us refer to the set of edges of Kd+1 incident to vertex
i with the notation Ei. Without loss of generality, the homomorphism ϕ identifies y1y2
and y3y4. Note that since ω(L(Kd+1)) = d = ω(L(X)), the homomorphism ϕ must map
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any maximum clique of L(Kd+1) to a maximum clique of L(X) bijectively. Let Y1 and
Y3 be the cliques of L(X) that ϕ maps E1 and E3 to respectively. We must have that
Y3 3 ϕ(y3y4) = ϕ(y1y2) ∈ Y1 as well as ϕ(y1y3) ∈ Y1 ∩ Y3. However, y1y3 and y3y4 are
adjacent in L(Kd+1) and thus ϕ(y1y3) 6= ϕ(y3y4). Therefore Y1 and Y3 share two distinct
vertices of L(X) and thus Y1 = Y3 by Lemma 4.5.1.

Now consider Ei for i 6= 1, 3. Let Yi be the clique of L(X) that ϕ maps Ei to. We have
that ϕ(yiy1) ∈ Yi ∩ Y1 and ϕ(yiy3) ∈ Yi ∩ Y3 = Yi ∩ Y1. Since yiy1 and yiy3 are adjacent
in L(Kd+1), we have that ϕ(yiy1) 6= ϕ(yiy3), and therefore Yi and Y1 share two distinct
vertices and thus Yi = Y1 by Lemma 4.5.1.

Therefore, every Ei gets mapped to Y1 by ϕ. Since every vertex of L(Kd+1) is contained
in some Ei and Y1 is a clique of size d, we have that ϕ is a d-coloring of L(Kd+1), a
contradiction.

Note that d being even is necessary in the above since Kd+1 is not d-maximal for odd
d as it is d-edge-colorable and thus L(Kd+1) ≡ Kd in this case. The existence of a d-edge-
coloring of Kd+1 for d odd is also where the proof above fails, since we would not reach the
contradiction required.

The 3-maximal graph, M3, we will see below is constructed by gluing together three
copies of the graph Ŷ from Section 4.3 on the vertex of degree one. To prove that M3 is
3-maximal, we will need a lemma concerning homomorphisms from L(Ŷ ). Lemma 4.5.3

will show that any homomorphism from L(Ŷ ) to a line graph strictly less than K4 must
be injective. We will refer to this property as being weakly 3-maximal . In general, we
will say that a connected graph X is weakly d-maximal if Kd ≤ L(X) < Kd+1, and any
homomorphism from L(X) to a line graph strictly less than Kd+1 is injective. Note that
removing the Kd ≤ L(X) restriction would simply have the effect of including the graphs
K1,k for k < d in the definition. This does not really make a difference for our purposes,
but we prefer to exclude these graphs. Also note that it is not obvious that a d-maximal
graph is necessarily weakly d-maximal. For instance, if X were a d-maximal graph such
that L(X) were not a core, then L(X) would have a non-injective homomorphism to itself,
which would imply that it is not weakly d-maximal. However, Theorem 4.6.6 will show
that L(X) must be a core for any d-maximal graph X, and this will allow us to see that
all d-maximal graphs are weakly d-maximal.

Lemma 4.5.3. Let X be a graph such that L(X) < K4. If ϕ : L(Ŷ ) → L(X) is a

homomorphism, then ϕ is injective and L(X) contains L(Ŷ ) as an induced subgraph.

Proof. The proof of Theorem 4.3.3 shows that no such homomorphism can identify any
two vertices contained in the L(X̂) subgraph of L(Ŷ ), therefore we need only show that ϕ
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cannot identify the degree two vertex of L(Ŷ ) with any of its other vertices.

Let y∗ be the vertex of L(Ŷ ) of degree two, and let x∗ be the vertex in the top middle

of the drawing of L(Ŷ ) in Figure 4.4. The union of the neighborhoods of x∗ and y∗ is the

remaining six vertices of L(Ŷ ) which contains a 5-cycle. Therefore x∗ and y∗ cannot be
identified by ϕ.

The only remaining case is identifying y∗ with some neighbor z of x∗. However, for any
choice of z, the union of the neighborhoods of y∗ and z contains all vertices of L(Ŷ ) other
than y∗, z, and the neighbor of x∗ opposite of z in Figure 4.4. These five vertices induce a
5-cycle and thus y∗ and z cannot be identified by ϕ.

Therefore ϕ must be injective and L(X) must contain L(Ŷ ) as a subgraph. This

subgraph must be induced since there is only one vertex of L(Ŷ ) which does not have
degree 4, and therefore no edge can be added without increasing the degree of some vertex
to 5. However, X must be of maximum degree at most 3, and therefore L(X) has maximum
degree at most 4, a contradiction.

We are now ready to show that the graph M3 appearing in Figure 4.7 is a 3-maximal
graph. The lemma above allows us to assume that any potential homomorphism from
L(M3) is injective on each of the three L(Ŷ ) subgraphs it contains.

Figure 4.7: The graph M3 (left) and its line graph (right).

Theorem 4.5.4. There exists no connected graph X such that L(M3) < L(X) < K4.
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Proof. Let us use Z1, Z2, and Z3 to denote the three disjoint copies of L(Ŷ ) contained in
L(M3), and let us use zi to denote the vertex of degree 2 in Zi for i ∈ {1, 2, 3}. Suppose
that X is as stated in the theorem and ϕ : L(M3) → L(X) is a homomorphism. If ϕ is
injective, then L(X) contains L(M3) as subgraph, and this subgraph must be a component
of L(X) since every vertex of L(M3) has degree 4. Since X is connected, L(M3) ∼= L(X)
which is a contradiction to L(M3) < L(X).

Now suppose that ϕ is not injective. By Lemma 4.5.3, the restriction of ϕ to Zi must
be injective, and there must be an induced subgraph Xi of L(X) such that ϕ acts as an
isomorphism from Zi to Xi for each i ∈ {1, 2, 3}. Let xi be the degree two vertex of Xi.
Note that ϕ(zi) = xi for all i ∈ {1, 2, 3}. Also note that, unless L(X) = Xi, the vertex xi
is a cut vertex of L(X). This is because the vertices in V (Xi) \ {xi} have degree 4 in Xi

and thus are not adjacent to any vertices of L(X) outside of Xi.

Since ϕ is not injective, without loss of generality ϕ must identify some vertex of Z1

with some vertex of Z2, i.e. X1 and X2 must share some vertex. Since the Xi are connected
and x1 is the only vertex of X1 adjacent to vertices of L(X) outside of X1, we must have
that x1 is contained in X2. Similarly, x2 is contained in X1, and since z1 ∼ z2, the vertices
x1 and x2 must be distinct.

Now suppose that X1 and X2 do not share all of their vertices. Then there exists a
vertex x′ of X2 not contained in X1. However, removing x1 from L(X) will disconnect all
of the vertices of X1, including x2, from the vertices not in X1, including x′. Since x2,
x′, and x1 are contained in X2, it must be that x1 is a cut vertex of X2. But this is a
contradiction since X2 has no cut vertex.

Therefore, X2 and X1 must share all of their vertices. Since they are induced, this
implies that the only degree two vertex of X1 must also be the only degree two vertex of
X2, i.e. x1 = x2 which contradicts the fact that ϕ is a homomorphism.

Note that though we have given an infinite number of examples of maximal graphs,
we have not shown that any interval contains more than one. This raises the question of
whether it is possible for there to be more than one d-maximal graph. Note that for d = 2,
the answer to this question is “no” since C5 is the only 2-maximal graph. However, we
will see that for larger d the answer can be “yes”. In particular, we will show that the
graph M4 shown in Figure 4.9 is 4-maximal. Along with K5, this gives two examples of
4-maximal graphs. Let Ẑ be the graph in Figure 4.8 produced by subdividing one edge of
K5. We need the following lemma.

Lemma 4.5.5. Let X be a graph such that L(X) < K5. If ϕ : L(Ẑ) → L(X) is a

homomorphism, then ϕ is injective and L(X) contains L(Ŷ ) as an induced subgraph.
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Figure 4.8: The graph Ẑ.

Proof. First note that Ẑ is not 4-edge-colorable. This can be seen by noting that the only
matchings of Ẑ of size 3 contain an edge incident to the vertex z. Only two such edges
exist so the number of edges in 4 disjoint matchings is at most 10 < |E(Ẑ)|. For a vertex

v ∈ V (Ẑ), let C(v) denote the set of edges incident to v. We will use Lemma 4.5.1 to

show that no two vertices of L(Ẑ) can be identified by a homomorphism ϕ to a line graph
strictly below K5.

We will think in terms of identifying edges of Ẑ as opposed to vertices of L(Ẑ).

First, suppose ϕ identifies y1z with x1x2. Then the images of C(y1) and C(x1) have at
least two edges in common and thus must have all edges in common. Similarly the image of
C(x2) coincides with the image of C(y1) and C(x1). Since the images of C(x1) and C(x2)

coincide, they also coincide with C(x3) and C(y2). Since every edge of Ẑ is contained in
at least one of C(x1), C(x2), C(y1), C(y2), C(y3), the map ϕ must be a 4-edge-coloring of

Ẑ, a contradiction.

Now suppose that y1z is identified by ϕ with x1y2. In this case the images of C(y1)
and C(x1) have at least two edges in common and thus must coincide. Let S be the
shared image of C(y1) and C(x1). It follows that the images of C(x2) and C(x3) are both

S. It then follows that the image of C(y2) is S and thus ϕ is a 4-edge-coloring of Ẑ, a
contradiction.

Suppose that ϕ identifies x1y1 and x2x3. This implies that the images of C(x1) and
C(x2) share at least two elements and thus coincide. Refer to their images as S. It follows

that the images of C(y1), C(x3), and C(y2) are all S and thus ϕ is a 4-edge-coloring of Ẑ,
a contradiction.

Finally, suppose ϕ identifies x2y1 and x3y2. This implies that the images of C(x2)
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and C(x3) share at least two elements and thus coincide. This implies that the images
of C(x1), C(y1), and C(y2) coincide with the images of C(x2) and C(x3) and thus ϕ is a

4-edge-coloring of Ẑ, a contradiction.

Up to symmetry, these are the only possible choices for identifying pairs of edges of
Ẑ. Therefore, ϕ must be injective and therefore L(X) contains L(Ẑ) as a subgraph. This

subgraph must be induced since L(Ẑ) contains only two vertices of degree less than 6 and
they are adjacent.

We are now able to show the following theorem.

Figure 4.9: The graph M4.

Theorem 4.5.6. The graph M4 is 4-maximal.

Proof. Let us use W1 and W2 to denote the two disjoint copies of L(Ẑ) contained in L(M4).

Suppose that ϕ is a homomorphism from L(M4) to L(X) where X is connected with
maximum degree 4, and there does not exist a homomorphism from L(X) to L(M4), i.e.,
L(M4) < L(X) < L(K5). If ϕ is injective, then L(X) contains L(M4) as subgraph, and
this subgraph must be a component of L(X) since every vertex of L(M4) has degree 6.
Since X is connected, L(M4) ∼= L(X) which is a contradiction to L(M4) < L(X).

Now suppose that ϕ is not injective. By Lemma 4.5.5, the restriction of ϕ to Wi must
be injective, and there must be an induced subgraph Xi of L(X) such that ϕ acts as an
isomorphism from Wi to Xi for each i ∈ {1, 2}. Let ui and vi be the degree two vertices of
Xi for each i ∈ {1, 2}. Note that unless L(X) = Xi, the set {ui, vi} is a cut set of L(X) of
size 2. Furthermore, this is the only subset of vertices of Xi which is a cut set of L(X) of
size 2.

Since ϕ is not injective, at least one vertex of X1 is also a vertex of X2. If X2 contains a
vertex not in X1, then removing {u1, v1} from L(X) disconnects X2, a contradiction since
X2 has no cut set of size two or less. Therefore X1 and X2 have the same vertex set. Of
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course this implies that {u1, v1} = {u2, v2}. However, this is impossible since the vertex of
W1 mapped to u1 is adjacent to the two vertices of W2 mapped to u2 and v2. Therefore
ϕ cannot identify any two vertices of L(M4) but also cannot be injective and therefore
cannot exist.

4.6 d-Maximal Graphs

In the previous section we introduced the notions of d-maximality and weak d-maximality,
and we saw some specific examples of graphs with these properties. Here we will focus
on how these two notions relate to one another. In particular, we will see that a graph is
d-maximal if and only if it is weakly d-maximal and regular. Along the way to proving
this, we will also see that if X is a d-maximal graph, then L(X) must be a core.

One simple observation about d-maximal graphs is the following lemma:

Lemma 4.6.1. If X and Y are d-maximal graphs, then either L(X) ≡ L(Y ) or L(X)||L(Y ).

Proof. Suppose that L(X) and L(Y ) are not incomparable. Then without loss of generality,
we have that L(X) ≤ L(Y ). However, since X is d-maximal, we cannot have L(X) < L(Y ),
and therefore we must have L(X) ≡ L(Y ).

We will revisit this lemma at the end of this section where we will see that we can
significantly strengthen it using the results we present below.

We noted in the previous section that it is not clear that if X is d-maximal, then it
must be weakly d-maximal. We will eventually show that this is true, but for now we
will see that given an extra assumption on X it is easy to prove that it must be weakly
d-maximal.

Lemma 4.6.2. If X is d-maximal and L(X) is a core, then X is weakly d-maximal.

Proof. Suppose that X is d-maximal and L(X) is a core. Furthermore, let Y be a graph
such that L(Y ) < Kd+1, and suppose that ϕ : L(X) → L(Y ). Since X is connected, the
image of ϕ is a connected subgraph Y ′ of Y . Note that L(Y ′) < Kd+1. By the definition
of d-maximality, we must have that L(X) ≡ L(Y ′), and therefore L(X) is the core of
L(Y ′). This implies that any homomorphism from L(X) to L(Y ′) must be injective, and
in particular ϕ is injective.

In the other direction, it is also possible to add an assumption to being weakly d-
maximal that will guarantee d-maximality:
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Lemma 4.6.3. If X is weakly d-maximal and regular, then X is d-maximal.

Proof. Suppose that X is weakly d-maximal and regular. Note that this implies that X is
regular of degree d and therefore L(X) is regular of degree 2d− 2. Let Y be a connected
graph such that L(Y ) < Kd+1. Note that Y has maximum degree at most d and therefore
L(Y ) has maximum degree at most 2d − 2. Suppose that ϕ is a homomorphism from
L(X) to L(Y ). Since X is weakly d-maximal, ϕ must be injective, and therefore L(X)
is a subgraph of L(Y ). Of course, since L(Y ) has maximum degree at most 2d − 2, this
subgraph must be a component of L(Y ). Since Y is connected, this component is in
fact all of L(Y ), and therefore L(X) ∼= L(Y ). This trivially implies that L(X) ≡ L(Y )
and thus there exists no connected line graph strictly between L(X) and Kd+1, i.e. X is
d-maximal.

We remark that the above also implies that if X is weakly d-maximal and regular, and Y
is a graph such that L(X) < L(Y ) < Kd+1, then L(Y ) must contain L(X) as a component.
The converse of the above lemma also holds, giving us a necessary and sufficient condition
for d-maximality in terms of weak d-maximality. However, to prove this we will need to
show that if X is d-maximal, then it is regular and L(X) is a core. In order to do this we
will require the following lemma.

Lemma 4.6.4. Let X 6∼= K3 be a connected regular graph such that L(X) is a core. Then
L(X) is the only connected line graph in H (L(X)).

Proof. Let d be the degree of X. It is easy to see that there is no regular graph, other
than K3, whose line graph is a complete graph. Since L(X) is a core, this implies that
L(X) 6≡ Kd. Therefore, Kd < L(X) < Kd+1. Since X is regular of degree d, we have that
L(X) is regular of degree 2d− 2.

Now suppose that L(Y ) is connected and homomorphically equivalent to L(X). This
implies that the core of L(Y ) is isomorphic to the core of L(X). However, L(X) is its own
core and therefore L(Y ) contains a copy, Z, of L(X) as an induced subgraph. Since L(X)
is regular of degree 2d− 2, Z must be a component of L(Y ). However, L(Y ) is connected
and therefore L(X) ∼= L(Y ).

As an interesting corollary to the above lemma, we obtain a special case of our density
result, Theorem 4.4.8, with a much simpler proof.

Corollary 4.6.5. If Y is a d-regular graph and L(Y ) is a core, then there exists a graph
X such that Kd < L(X) < L(Y ).
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Proof. We may assume that Y is connected since otherwise letting X be the graph obtained
by removing one component of Y proves the result.

Let y be any vertex of Y , and let X = T (Y, y). By the results of Section 4.4, we have
that Kd < L(X) ≤ L(Y ). So we only need to show that L(X) 6≡ L(Y ). However, by
Lemma 4.6.4, L(Y ) is the only connected line graph in H (L(Y )). Therefore, since L(X)
is connected, it cannot be homomorphically equivalent to L(Y ).

Our main theorem of this section says that if X is d-maximal, then X is d-regular and
L(X) is a core. The above lemma will allow us to assume that L(X) is a core and prove
that X must be d-regular in that case. The proof of this is quite long and requires several
cases, but the basic idea is not difficult. We first suppose that X is d-maximal, L(X) is
a core, and X is not regular. Then, based on the particular case we are in, we add some
edges and vertices to X to obtain a new graph X ′ that has the same maximum degree.
Since X ′ contains X as a subgraph, we have that L(X) → L(X ′). However, since X is
d-maximal, we must have that L(X) ≡ L(X ′). Because L(X) is a core, it must be the
core of L(X ′), and therefore there exists a retraction from L(X ′) to L(X) which fixes the
vertices of L(X). We then show that, based on the construction of X ′, no such retraction
can exist. This gives us our desired contradiction.

Theorem 4.6.6. If X is d-maximal, then X is d-regular and L(X) is a core.

Proof. Note that we can assume that d ≥ 3 since the only 2-maximal graph is C5 which
satisfies the theorem. We will first show that if Y is d-maximal and L(Y ) is a core, then
Y is d-regular. We will then use Lemma 4.6.4 to prove the theorem for general d-maximal
graphs.

Suppose that Y is a d-maximal graph such that L(Y ) is a core. Since Y is d-maximal,
it has maximum degree d. If Y is not regular, then there exists a vertex y ∈ V (Y ) that
has degree d′ < d. We have several cases.

Suppose that d′ ≥ 3. Construct Y ′ from Y by adding a new vertex y′ and an edge
between y and y′. Clearly, Y ′ still has maximum degree d and is connected. Furthermore,
L(Y ) is a subgraph of L(Y ′) and thus L(Y ) ≤ L(Y ′) < Kd+1. Since Y is d-maximal,
we must have that L(Y ) ≡ L(Y ′). However, since L(Y ) is a core, it is a core of L(Y ′),
and therefore there exists a retraction ρ : L(Y ′)→ L(Y ) which fixes the vertices of L(Y ).
Thinking of ρ as a map from E(Y ′) to E(Y ), we see that ρ must map the edge yy′ to an
edge of Y that is incident to all of the edges incident to y in Y . However, since d′ ≥ 3, no
such edge can exist, a contradiction.

Suppose that d′ = 2 and d ≥ 4. Let x1 and x2 be the two neighbors of y in Y .
Construct Y ′ from Y by adding two new vertices z1 and z2 and the edges yz1 and yz2.
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Since d ≥ d′ + 2, the maximum degree of Y ′ is still d. By the same argument above, there
must exist a retraction ρ : L(Y ′) → L(Y ) which fixes the edges of Y . Then ρ must map
yz1 to an edge of Y that is incident to both yx1 and yx2. Only one such edge can possibly
exist: an edge between x1 and x2. However, even if this edge does exist, ρ must also map
yz2 to it by the same argument. But yz1 and yz2 are incident in Y ′ and therefore cannot
be mapped to the same edge, a contradiction.

Suppose that d′ = 2 and d = 3. Let x1 and x2 be the two neighbors of y and suppose
that x1 6∼ x2. Construct Y ′ from Y by adding a new vertex y′ adjacent to y. As above, a
retraction ρ must fix the edges of Y and map yy′ to an edge of Y incident to both yx1 and
yx2. But since x1 6∼ x2, no such edge exists, a contradiction.

By the arguments above, any vertex not of maximum degree in Y must have degree
either 1 or 2, and if it has degree 2 then d = 3 and its two neighbors are adjacent.

Suppose that there are two vertices, y1 and y2, of degree 2 in Y . Note that this implies
that d = 3. We have two subcases.

Suppose that y1 ∼ y2. Let x be the other neighbor of y1 in Y . By the above, the two
neighbors of y1 must be adjacent, and therefore y2 ∼ x as well. Since Y is connected and
not K3, the vertex x must have some other neighbor, say z, in Y . The map which fixes
the elements of E(Y ) \ {y1y2} and maps y1y2 to xz is a proper endomorphism of L(Y ), a
contradiction to the fact that L(Y ) is a core.

Suppose that y1 6∼ y2. Let x1a and x1b be the neighbors of y1, and let x2a and x2b be
the neighbors of y2. Note that none of these four vertices can be equal to either y1 or y2.
By the above, we have that x1a ∼ x1b and x2a ∼ x2b, but note that no other pairs of these
four vertices are necessarily distinct. Construct Y ′ by adding the edge y1y2. Since y1 and
y2 had degree 2 in Y , the graph Y ′ still has maximum degree d. As above, there must
exist a retraction ρ which fixes the edges of Y and maps the edge y1y2 to some edge of
Y . Since y1y2 is incident to both y1x1a and y1x1b, it must be mapped by ρ to the edge
x1ax1b. However, it also must be mapped to the edge x2ax2b by the same argument. This
is only possible if x1ax1b and x2ax2b are the same edge. This implies that without loss of
generality x1a = x2a and x1b = x2b. Therefore we have that x1a is adjacent to the distinct
vertices x1b, y1, and y2. Similarly x1b is adjacent to distinct vertices x1a, y1, and y2. Since
Y is connected and has max degree 3 and y1 and y2 have degree 2 in Y by assumption,
the subgraph induced by the vertices y1, y2, x1a, and x1b is in fact all of Y . However, this
graph is not even class II, and thus cannot be d-maximal.

Therefore we see that Y can have at most one vertex of degree two. Suppose that y is
such a vertex and x1 and x2 are its neighbors in Y . By the above we have that x1 ∼ x2.
Note that this implies that any other vertex of Y must have degree either 1 or 3. Since x1
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is adjacent to both y and x2, it does not have degree 1 and thus has degree 3. Similarly, x2
must have degree 3. Note that the edges yx1 and yx2 have degree 3 in L(Y ). Furthermore,
these are the only vertices of L(Y ) with degree 3 since any edge of Y which is incident
to exactly 3 edges must be incident to one vertex of degree 3 and one vertex of degree 2,
i.e. it must be incident to y. Construct a graph Z as follows: First, take Y and a disjoint
copy Y ′ of Y . Let y′, x′1, x

′
2 be the copies of y, x1, x2 in Y ′. Add a new vertex z which is

adjacent to both y and y′. Again, there must exist a retraction ρ : L(Z) → L(Y ) which
fixes the edges of Y . Furthermore, by Lemma 2.5.2, the restriction of ρ to L(Y ′) must be an
isomorphism. Since yx1 and yx2 are the only vertices of L(Y ) with degree 3, and similarly
for y′x′1 and y′x′2 in L(Y ′), we must have that ρ maps the set {y′x′1, y′x′2} bijectively to the
set {yx1, yx2}. Since zy′ is incident to both y′x′1 and y′x′2, it must be mapped by ρ to an
edge of Y incident to both yx1 and yx2, which can only be x1x2. However, zy must also
be mapped to x1x2, which is a contradiction since zy and zy′ are incident to each other.

So we have seen that Y cannot have any vertices of degree two. Therefore, if Y has
any vertices which are not of maximum degree, then they must have degree one. We have
two subcases.

Suppose that Y contains two vertices y1 and y2 of degree 1 which are not adjacent to
the same vertex. Note that y1 and y2 are not adjacent since otherwise Y ∼= K2 or Y is
disconnected, which is not the case. Construct Y ′ by identifying y1 and y2, i.e. removing
y1 and y2 and adding a new vertex adjacent to each of the neighbors of y1 and y2. Let
us refer to the edges that were incident to y1 and y2 in Y as e1 and e2 respectively. We
consider the two edges incident to the new vertex of Y ′ as being the same e1 and e2, even
though they have different endpoints now. Therefore, we can view L(Y ′) as having the
same vertex set as L(Y ). The only difference is that e1 and e2 are adjacent in L(Y ′) but
not in L(Y ). We again must have a retraction ρ : L(Y ′) → L(Y ) which fixes the vertices
of L(Y ). However, this does not preserve the adjacency of e1 and e2, a contradiction.

We are now left with the final case: The only non-maximum degree vertices of Y have
degree 1 and are all adjacent to the same vertex. Let y1, y2, . . . , ym be the vertices of degree
1 in Y and let x be their common neighbor. Note that x must have neighbors other than
the yi since otherwise Y ∼= K1,d which is not d-maximal. This implies that m < d. Also
note that the edges xyi for i ∈ [m] are the only vertices of L(Y ) with degree strictly less
than 2d − 2. Construct a new graph Z as follows: Let Y1, Y2, . . . , Yd be d disjoint copies
of Y . Identify all d copies of y1 into a single vertex (giving it degree d), and do similarly
for the d copies of each of the other yi’s. Note that Z still has maximum degree d and is
connected. Also note that Z contains d edge disjoint, but not vertex disjoint, copies of Y .
We will still use Y1, Y2, . . . , Yd to refer these copies of Y in Z. We will refer to the copy of
x in Yj as xj for all j ∈ [d]. Since we identified each copy of yi, we can refer to the vertex
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they formed as yi. Again, there must exist a retraction ρ : L(Z) → L(Y1) which fixes the
edges of Y1. As in a case above, the restriction of ρ to L(Yj) must be an isomorphism for
each j ∈ [d]. Furthermore, since xjy1, xjy2, . . . , xjym are the only vertices not of maximum
degree in L(Yj), they must be mapped bijectively to x1y1, x1y2, . . . , x1ym for all j ∈ [d]. In
particular, this implies there exists a function f : [d] → [m] such that ρ(xjy1) = x1yf(j).
However, since d > m, there must exist distinct j, j′ ∈ [d] such that f(j) = f(j′). This
implies that ρ(xjy1) = ρ(xj′y1), which is a contradiction since these two edge are incident
in Z.

Therefore, we have shown that Y must be regular.

Now suppose that X is any d-maximal graph. Since the core of a line graph is a line
graph, there exists a graph Y such that L(Y ) is the core of L(X). Since L(X) and L(Y ) are
homomorphically equivalent and the core of a connected graph is connected, we have that
Y must also be d-maximal. By the above, this implies that Y is d-regular. However, by
Lemma 4.6.4, this implies that L(Y ) is not homomorphically equivalent to any connected
line graph not isomorphic to itself. Therefore, L(X) ∼= L(Y ) and thus X ∼= Y by Whitney’s
theorem (see Theorem 4.6.9 below).

Note that the necessary condition for X to be d-maximal given by the above theorem
is not sufficient. To see this consider the Petersen graph. This graph is 3-regular and
it is not too difficult to see that L(Pete) is a core. Indeed, since Pete is edge transitive,
L(Pete) is vertex transitive. Therefore, by Theorem 2.9.3, its core must contain 1, 3, 5, or
15 vertices. It clearly is not homomorphically equivalent to K1, which is the only core on
one vertex. Furthermore, the only cores on 3 or 5 vertices are K3, C5, and K5. Since Pete
is not 3-edge-colorable, L(Pete) is not equivalent to K3. Since L(Pete) contains a triangle
but no K5, it is not equivalent to either C5 or K5. Therefore, it must be its own core.
However, we have already seen that L(Pete) has a homomorphism to L(Ŷ ), and is thus
not 3-maximal.

On the other hand, we are able to give a sufficient condition for d-maximality in terms
of weak d-maximality.

Theorem 4.6.7. A graph X is d-maximal if and only if it is weakly d-maximal and regular.

Proof. We have already seen the backwards direction as Lemma 4.6.3, so it only remains
to show the forward direction. If X is d-maximal, then by Theorem 4.6.6 it is regular
and L(X) must be a core. Since L(X) is a core, by Lemma 4.6.2 the graph X is weakly
d-maximal.

The above theorem finally allows us to say that all d-maximal graphs are also weakly
d-maximal. Another consequence of Theorem 4.6.6 is the following:
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Lemma 4.6.8. Let X be d-maximal and Y be such that L(Y ) < Kd+1. If L(X)→ L(Y ),
then L(Y ) contains L(X) as a component.

Proof. Since X must be weakly d-maximal, L(Y ) must contain L(X) as a subgraph. Fur-
thermore, since X is regular of degree d, we have that L(X) is regular of degree of 2d− 2
and thus it must in fact be a component of L(Y ).

We can somewhat strengthen the above by using Whitney’s theorem [51] which we
state without proof below.

Theorem 4.6.9. Let X and Y be connected graphs not isomorphic to either K3 or K1,3.
Then X ∼= Y if and only if L(X) ∼= L(Y ).

Applying this to the above lemma we obtain:

Lemma 4.6.10. Let X be d-maximal and Y be such that L(Y ) < Kd+1. If L(X)→ L(Y ),
then Y contains X as a component.

Proof. Neither K3 nor K1,3 are d-maximal graphs.

A consequence of this lemma is that if X is a graph such that (L(X), Kd+1) is a gap in
L, then X must contain every d-maximal graph as components. Otherwise, letting Y be
the disjoint union of X and one of the d-maximal graphs X does not contain would imply
L(X) < L(Y ) < Kd+1. In particular, this implies that if there are infinitely many gaps
below Kd+1 in Lc, then there is no gap below Kd+1 in L. We will revisit the connection
between gaps below Kd+1 in L and in Lc in Section 4.8.

Recalling Lemma 4.6.1 from the beginning of this section, we can apply Theorems 4.6.6
and 4.6.9 to obtain the following strengthening

Lemma 4.6.11. If X and Y are non-isomorphic d-maximal graphs, then L(X)||L(Y ).

Proof. If L(X) and L(Y ) are not incomparable, then by Lemma 4.6.1 we have that
L(X) ≡ L(Y ). However, by Theorem 4.6.6, both L(X) and L(Y ) are cores and there-
fore by Lemma 2.5.1, L(X) ∼= L(Y ). Applying Whitney’s theorem shows that X ∼= Y .

4.7 Another Gap

We have seen that Lc contains gaps in infinitely many of the intervals [Kd, Kd+1], and
we have also seen that it can contain more than one gap in a given interval of this form.
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However, all of the examples we have seen thus far have had a complete graph as the larger
of the two graphs forming the gap. Therefore, the obvious question is: Does Lc contain
any gaps not of this form? In this section, we will see that the answer to this question is
“yes”, by showing that (L(X̂), L(Ŷ )) is a gap in Lc.

Theorem 4.7.1. There does not exist a connected graph Z such that L(X̂) < L(Z) <

L(Ŷ ).

Proof. Suppose that Z is such a graph. Since X̂ is weakly 3-maximal, L(Z) must contain

L(X̂) as a subgraph. As L(X̂) only has two vertices of degree less than 4, and these two

vertices are adjacent, L(Z) must in fact contain L(X̂) as an induced subgraph. Therefore,

by Lemma 4.1.1, Z contains a subgraph W whose line graph is isomorphic to L(X̂). By

Whitney’s theorem this implies that W is isomorphic to X̂. Since L(X̂) < L(Z), we must

have that W is not all of Z. However, X̂ contains only one vertex of degree less than 3,
and therefore Z must contain a vertex adjacent to the degree 2 vertex of W , giving us a
copy of Ŷ contained in Z. Therefore L(Ŷ )→ L(Z), contradicting our assumption.

It is not too difficult to see that the above proof technique can be generalized to other
weakly d-maximal graphs whose low-degree edges are all incident to one another. For
instance let X be a K5 with one edge subdivided, i.e. one half of M4, and let Y be X plus
an extra vertex adjacent to the degree two vertex of X. Then, an identical proof to the
one above shows that (L(X), L(Y )) is a gap in Lc. Note that we actually need to show
that L(X) < L(Y ) first, but this is easy to check.

Though (L(X̂), L(Ŷ )) is a gap in Lc, this does not imply that it is a gap in L. Indeed,

if we let Z be the disjoint union of X̂ and the Petersen graph, then we have that L(X̂)→
L(Z)→ L(Ŷ ) since X̂ is a subgraph of Z and both L(X̂) and L(Pete) have homomorphisms

to L(Ŷ ). Furthermore, L(Ŷ ) 6→ L(Z) 6→ L(X̂) since L(Pete) 6→ L(X̂) and L(Ŷ ) does not

have a homomorphism to either of L(X̂) or L(Pete). Therefore (L(X̂), L(Ŷ )) is not a gap
in L.

4.8 Remarks and Open Questions

The main results of this chapter are that the order L is dense from above at the complete
graphs, and that the order Lc contains gaps below the even complete graphs as well as
K3. One of the most intriguing things about these results is that they seem to mirror
similar results for circular chromatic numbers of line graphs. In particular, they show
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in [1], that there exists no line graph whose circular chromatic number lies in the interval
(11/3, 4). It has also been asked by Xuding Zhu whether there exists ε = ε(n) > 0 such
that there exists no line graph with circular chromatic number in (n− ε, n) for all n ∈ N.
In contrast, it was shown in [35] that for any rational number r ∈ [3, 1/3), there exists a
line graph with circular chromatic number equal to r. It has also been shown [52] that
for r ∈ [2k + 1, 2k + 1 + 1

4
], there exists a line graph with circular chromatic number

r. Together, these results seem to suggest that the homomorphism order of line graphs
becomes “richer” as you approach the complete graphs from above, and conversely that it
becomes “sparse” as you approach the complete graphs from below. This idea also seems
to fit well with our results on density and gaps in the orders L and Lc.

There are of course many questions concerning L and Lc left unanswered by our results.
We take some time here to address those which we feel are the most relevant to our work.

Perhaps the most obvious question is whether there are any other places where L is
dense. The technique for showing that L is dense from above at the complete graphs does
not seem to easily generalize to other places in L. One difficulty in particular is that the
gadgets we used to construct the interpolating graph very much depended on the fact that
one of our graphs was the complete graph. Thus if we are given graphs X and Z such that
L(X) < L(Z), and we want to construct a graph Y such that L(X) < L(Y ) < L(Z) in
the same manner as in Section 4.4, then the gadgets we use would need to depend on X in
some way. In particular, if we let G be the gadget we use, and E = {e1, e2, . . . , ed} be the
d edges of G which correspond to the d edges incident to the vertex G is replacing, then
we would need that any incidence preserving map from the edges of G to the edges of X
must map E bijectively to the set of edges incident to some degree d vertex of X. This
does not appear to be easy to guarantee for a general graph X.

Another question related to the work above is whether or not L contains any gaps
other than those in the interval [K2, K3]. We noted above in Section 4.6, that if there are
infinitely many d-maximal graphs, then there is no gap below Kd+1 in L. In fact, there
is a gap below Kd+1 in L if and only if there is a finite number of d-maximal graphs, and
every line graph strictly less than Kd+1 has a homomorphism to the line graph of some
d-maximal graph. It is straightforward to show that any line graph less than Kd+1 has a
homomorphism to some weakly d-maximal graph. However, it is not clear how to show that
the line graph of any weakly d-maximal graph has a homomorphism to some d-maximal
graph. It does not seem too unlikely that there can only be finitely many d-maximal graphs
for a given d. However, it is not obvious how one would prove this. Possibly one could
show that for a given d ∈ N, a d-maximal graph can have at most some fixed number of
vertices.
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One property of G that we discussed in Chapter 2 but did not address above, is that of G
being a lattice. It is natural to ask if L is a lattice as well, but we are unsure of the answer.
Obviously, since the disjoint union of two line graphs is a line graph, any two elements of
L have a join in L. However, it is not clear that any two elements of L have a meet in
L. Recall that the meet of two elements of G corresponded to the categorical product of
graphs. The problem with applying the same construction to define a meet operation on
L is that the categorical product of two line graphs is not necessarily a line graph. To see
this note that the minimum eigenvalue of the adjacency matrix of a line graph is at least
-2 [27], and the eigenvalues of the categorical product of two graphs are the products of
their individual eigenvalues. Of course, this does not mean that the core of the categorical
product of two line graphs is not a line graph. If this is the case then L is in fact a lattice
with the same meet and join operations as G. On the other hand, if there exists a pair
of line graphs such that the core of their categorical product is not a line graph, this still
does not necessarily mean that L is not a lattice. It may be possible that L is a lattice
but has a different meet operation than G. As an illustration of this possibility, note that
if Lc does have a join operation, then it cannot be the same as G, since the disjoint union
of graphs is not connected. However, the graphs L(X̂) and L(Pete) of Lc do in fact have

a meet in this poset: L(Ŷ ). Indeed, if Z is a connected graph such that L(Pete) ≤ L(Z)

and L(X̂) ≤ L(Z), then Z must contain X̂, but also cannot be simply isomorphic to X̂.

Therefore, Z contains Ŷ and thus L(Ŷ ) ≤ L(Z).

Through private communication we have recently learned that a result of Robert
Šámal [49] implies the existence of an infinite family of cubic graphs whose line graphs
are pairwise incomparable. However, we have not had time to verify this yet and so we
have not included it in this thesis.
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Chapter 5

Quantum Information Background

The purpose of this chapter is to acquaint the uninitiated reader with the basics of quantum
information theory. As this is background material, none of it represents original work by
the author. The topics covered will include quantum states, measurements, superposition,
shared quantum systems, and entanglement. This material serves as background for the
results on quantum homomorphisms discussed in the next chapter. However, our approach
to quantum homomorphisms is such that the reader needs as little knowledge of quantum
theory as possible. The material of this chapter will only be directly used in Section 6.5,
where we give the original motivation for considering quantum homomorphisms. Though
the exposition below does not follow any particular source directly, the book [39] was a
helpful reference.

We begin by discussing how to mathematically describe the state of a classical system.
We then introduce the mathematical description of “pure states”, the simplest type of
quantum states. We discuss the possible valid quantum operations and define the sim-
plest type of quantum measurement, the full basis measurement. The next section defines
density matrices which are used to describe general quantum states. We also define gen-
eral quantum measurements and give an example of performing such a measurement on a
quantum state. The last section investigates shared quantum systems. In particular, we
describe what happens when one party performs a measurement on their part of a shared
system. We end with an example of two parties performing a measurement on a shared
state which guarantees that their outcomes are always the same.
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5.1 Introduction to Quantum Theory

Consider a physical system which has n possible states, for instance, the upward facing
face of an n-sided die. We can represent the die having the face with i on it up with the
ith standard basis vector ei. If someone else were to roll the die and not let us see it, how
would we describe its state? If the probability of rolling an i is pi ∈ [0, 1], then this is
equivalent to saying that there is probability pi that the die is in state i. A natural way to
describe this mathematically is by saying the die is in state

n∑
i=1

piei = (p1, . . . , pn).

Obviously, the specific values of the pi can vary, but since they are probabilities, they must
all be in the interval [0, 1] and satisfy

∑n
i=1 pi = 1. Conversely, any vector whose entries

satisfy these properties can be viewed as a vector representing the state of some system.
Vectors of this type are sometimes known as stochastic vectors .

Now that we know what the possible vectors representing states of our system are, we
would like to know what kind of operations map state vectors to state vectors. If P is a
matrix which maps stochastic vectors to stochastic vectors, then it is not difficult to see
that the entries of P must all be nonnegative, and the sums of each column must be equal
to one. Such a matrix is known as a left stochastic matrix .

As an example, suppose Alice flips a fair coin and does not let Bob know the outcome.
If e1 and e2 represent heads and tails respectively, then Bob would describe the state of
the coin as 1/2(e1 + e2). If Alice then tells Bob that if the coin had landed on heads she
switched it to tails with probability 1/4, and if the coin had landed on tails she switched
it to heads with probability 1/6, then how would Bob describe the state of the coin? The
probability it ended on heads is equal to the probability it landed on heads and Alice did
not switch it (1/2 · 3/4 = 3/8) plus the probability that it landed on tails and Alice did
switch it (1/2 · 1/6 = 1/12) which gives 3/8 + 1/12 = 11/24. The probability of tails must
be 1− 11/24 = 13/24. So the state vector of the coin is(

11/24
13/24

)
However, we can think of the actions made by Alice after the flip as a stochastic matrix.

Switching heads to tails with probability 1/4 corresponds to sending the vector e1 to the
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vector (3/4, 1/4)T . Switching tails to heads with probability 1/6 corresponds to sending
e2 to (1/6, 5/6)T . So the matrix associated with this action is(

3/4 1/6
1/4 5/6

)
.

It is not hard to see that (
3/4 1/6
1/4 5/6

)(
1/2
1/2

)
=

(
11/24
13/24

)
.

The state of a quantum system is also described by vectors. As in the probabilistic
case, the deterministic states coincide with the standard basis vectors. Unlike in the
probabilistic case, the other possible states are given by the following physical principle
known as superposition:

Principle of Superposition: If a quantum system can be in orthogonal states ψ1 and
ψ2, then it can be in any state α1ψ1 + α2ψ2 such that α1, α2 ∈ C and |α1|2 + |α2|2 = 1.

From this principle it is easy to see that the possible quantum states are the complex
unit vectors in the `2-norm. (Actually, to describe the most general quantum states we
will need a different mathematical object, but we will not introduce this until the next
section. The states which can be described by vectors are referred to as pure states .) Since
the vectors which represent quantum states are different from those describing classical
states, the operations mapping quantum states to quantum states will be different as well.
Suppose that U is a matrix which maps quantum states in Cn to quantum states in Cn.
Clearly, U must be norm-preserving. Therefore, for any unit vector ψ,

1 = ||Uψ|| = (Uψ)∗(Uψ) = ψ∗(U∗U)ψ,

where ∗ denotes the conjugate transpose. This implies that every nonzero vector is an
eigenvector of U∗U with eigenvalue 1, and thus U∗U = I. As U is a square matrix, we
have that UU∗ = I as well. Such a matrix U is known as a unitary matrix . Any unitary
matrix can be easily shown to be norm preserving, and so the valid quantum operations
are unitaries.

We will introduce general quantum measurements in Section 5.2, but here we intro-
duce the simplest type of measurement: the full basis measurement. Given an (ordered)
orthonormal basis B = (u1, u2, . . . , un), the measurement with respect to B is the tuple

M = (M1,M2, . . . ,Mn) = (u1u
∗
1, u2u

∗
2, . . . , unu

∗
n).
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More generally, we may use sets other than [n], for instance the vertex set of a graph,
to index the elements of a measurement. If we perform the above measurement M on a
quantum state ψ ∈ Cn, we will obtain an outcome i ∈ [n], and the new state of our system
will be ui. The state of a quantum system after performing a measurement is typically
referred to as a post-measurement state. The outcome of the measurement is in general not
determined, and will be i with probability ψ∗Miψ = |ψ∗ui|2. An important consequence
of this is that outcome i occurs with zero probability if ψ is orthogonal to ui. Also note
that multiplying ψ by a complex number of modulus one does not have any effect on the
probability of an outcome of a measurement.

As an example, suppose that our quantum system is in state

ψ =

(
1
0

)
.

If we perform the measurement (e1e
∗
1, e2e

∗
2), then we will obtain outcome 1 with probability∣∣∣∣(1 0
)(1

0

)∣∣∣∣2 = 1,

and our post-measurement state will be e1. However, if we were to measure ψ with respect
to the basis (

1√
2

(
1
1

)
,

1√
2

(
1
−1

))
,

then we would obtain outcome 1 with probability∣∣∣∣ 1√
2

(
1 0

)(1
1

)∣∣∣∣2 =
1

2
,

and the post-measurement state would be 1√
2
(1, 1)T . Similarly, we would obtain outcome

2 with probability ∣∣∣∣ 1√
2

(
1 0

)( 1
−1

)∣∣∣∣2 =
1

2
,

and the post-measurement state would be 1√
2
(1,−1)T .

5.2 General States and Measurements

In the previous section we considered the example of a die which was rolled but whose
outcome was not revealed. In order to describe the state of the die we used a convex
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combination of the vectors describing the deterministic states. Now let us consider a
quantum analog of this scenario. Suppose Alice prepares a quantum state for Bob in a
way such that with probability 1/2 she prepares the state (1, 0)T , and with probability
1/2 she prepares the state 1√

2
(1, 1)T . If Bob knows these probabilities but not the exact

state Alice has prepared, how can he describe this state mathematically? Taking a convex
combination no longer makes sense because the result is not guaranteed to be a unit vector,
i.e. a valid quantum state. Such a state is called mixed, and is described mathematically
by a density matrix . A density matrix is simply a positive semidefinite matrix which has
trace equal to one. The density matrix corresponding to a pure state ψ is the matrix ψψ∗.
Note that if ψ was a valid quantum pure state, then ψψ∗ will have trace one. Using density
matrices, we can describe the state prepared for Bob by

1

2

((
1
0

)(
1 0

))
+

1

2

(
1

2

(
1
1

)(
1 1

))
=

1

4

(
3 1
1 1

)
.

Note that this is positive semidefinite with trace one and thus a valid density matrix as
expected. More generally, if pure state ψi is prepared for Bob with probability pi for i ∈ [k],
then Bob can describe the state he has with the density matrix

k∑
i=1

piψiψ
∗
i .

Since these more general quantum states are described by a different type of object,
we need to know how to mathematically describe the action of quantum operations and
measurements on such states. We will mainly focus on measurements, but we note that if
we apply a quantum operation given by a unitary U to a general quantum state ρ, then
the resulting state is UρU∗.

If ρ is a density matrix representing the state of some quantum system, and we perform
measurement M = (u1u

∗
1, u2u

∗
2, . . . , unu

∗
n) on this system, then we will obtain outcome i

with probability
Tr(uiu

∗
i ρ),

and the post-measurement state will be uiu
∗
i , which can be equivalently described as simply

ui since it is a pure state. Note that if ρ corresponds to a pure state ψ, then ρ = ψψ∗ and
thus

Tr(uiu
∗
i ρ) = Tr(uiu

∗
iψψ

∗) = Tr(ψ∗uiu
∗
iψ) = |ψ∗ui|2,

which coincides with the expression for the probability of obtaining outcome i given in the
previous section.
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Recalling the state
1

4

(
3 1
1 1

)
from above, if we were to measure this state with (e1e

∗
1, e2e

∗
2), then we would obtain outcome

1 with probability

Tr

(
1

4

(
1 0
0 0

)(
3 1
1 1

))
= Tr

(
1

4

(
3 1
0 0

))
=

3

4
,

and our post-measurement state would be(
1 0
0 0

)
.

Similarly, we would obtain outcome 2 with probability

Tr

(
1

4

(
0 0
0 1

)(
3 1
1 1

))
= Tr

(
1

4

(
0 0
1 1

))
=

1

4
,

and our post-measurement state would be(
0 0
0 1

)
.

Now recall that the density matrix
1

4

(
3 1
1 1

)
corresponded to a system which was in state e1 with probability 1/2 and in state 1√

2
(1, 1)T

with probability 1/2. If it is in state e1, then measuring with measurement (e1e
∗
1, e2e

∗
2) yields

outcome 1 with probability 1 as noted previously. Similarly, if it is in state 1√
2
(1, 1)T , then

performing this measurement results in outcome 1 with probability∣∣∣∣ 1√
2

(
1 1

)(1
0

)∣∣∣∣2 =
1

2
.

So the total probability of obtaining outcome 1 is

1

2
· 1 +

1

2
· 1

2
=

3

4
.
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This coincides with the computation of this probability using the density matrix as one
would want. This will always hold in general, thus validating the use of density matrices
to describe a general quantum state.

In general, a quantum measurement does not have to be a full basis measurement which
we discussed in the previous section. A more general type of measurement is known as a
projective measurement . A tuple

M = (M1,M2, . . . ,Mn)

is a projective measurement if Mi is a projector for all i ∈ [n], and

n∑
i=1

Mi = I,

where I is the identity matrix. Here, we say that Mi is a projector if M2
i = Mi and

Mi is Hermitian, which is elsewhere known as an orthogonal projector. We use the former
terminology because in Chapter 6 we refer to two projectors being orthogonal to each other,
and we believe that using orthogonal in both ways could cause confusion.

Performing a projective measurement M = (M1,M2, . . . ,Mn) on a quantum state ρ is
similar to performing a full basis measurement. The outcome i will occur with probability
Tr(Miρ), and the post-measurement state will be

1

Tr(Miρ)
MiρMi.

The scalar in front is just a normalization factor to ensure that the resulting matrix has
trace one. Note that since the Mi are projectors, they are positive semidefinite and thus
Tr(Miρ) is nonnegative. Furthermore, since the Mi sum to identity, the probabilities
Tr(Miρ) sum to one as required. Also note that if ρ = ψψ∗ for some pure state ψ, then

MiρMi = Miψψ
∗Mi = (Miψ)(Miψ)∗,

which (after normalization) is the density matrix corresponding to the normalized projec-
tion of ψ onto the the column space of Mi. Thus projective measurements take pure states
to pure states.

Projective measurements will be important to the work of Chapter 6, but this is not
the most general quantum measurement. The most general quantum measurement is a
tuple

M = (M1, . . . ,Mn)
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where the Mi are any matrices satisfying

n∑
i=1

M∗
iMi = I.

Note that projective measurements meet this condition since if Mi is a projector, then
M∗

iMi = MiMi = Mi. Measuring a quantum state ρ with a general measurement M
results in outcome i with probability

Tr(MiρM
∗
i ) = Tr(M∗

iMiρ),

and the post-measurement state will be

1

Tr(MiρM∗
i )
MiρM

∗
i .

Note that the outcome probabilities for measurement M only depend on the matrices
Hi = M∗

iMi and not on the Mi. The tuple (H1, . . . , Hn) is referred to as the positive-
operator valued measure (POVM), corresponding to the measurement M. The matrices
Hi for i ∈ [n] are positive semidefinite and sum to identity by the definition of measurement.
Conversely, any tuple of positive semidefinite matrices which sum to identity is the POVM
corresponding to some measurement. However, a POVM does not completely specify a
measurement, as there are multiple measurements which correspond to the same POVM.
If we are only concerned with the outcome probabilities, as we will be in Section 6.5, then
it suffices to specify the POVM, rather than the measurement.

As an example of performing a general measurement, consider the state

ρ =
1

2
ψ1ψ

∗
1 +

1

2
ψ2ψ

∗
2 =

(
1
4

0
0 3

4

)
,

where

ψ1 =

(
−1/2√

3/2

)
, ψ2 =

(
−1/2

−
√

3/2

)
.

Also, let M = (M1,M2,M3) be the measurement where

M1 =

√
2

3
ψ1ψ

∗
1, M2 =

√
2

3
ψ2ψ

∗
2, M3 =

√
2

3
e1e
∗
1.

Note that

M∗
1M1 =

2

3

(
1
4

−
√
3

4
−
√
3

4
3
4

)
, M∗

2M2 =
2

3

(
1
4

√
3
4√

3
4

3
4

)
, M∗

3M3 =
2

3

(
1 0
0 0

)
.
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If we perform measurement M on state ρ, then we will obtain outcome 1 with proba-
bility

Tr

(
2

3

(
1
4

−
√
3

4
−
√
3

4
3
4

)(
1
4

0
0 3

4

))
=

5

12
,

and the post-measurement state will be

12

5
· 2

3

(
1
4

−
√
3

4
−
√
3

4
3
4

)(
1
4

0
0 3

4

)(
1
4

−
√
3

4
−
√
3

4
3
4

)
=

1

4

(
1 −

√
3

−
√

3 3

)
= ψ1ψ

∗
1.

We will obtain outcome 2 with probability

Tr

(
2

3

(
1
4

√
3
4√

3
4

3
4

)(
1
4

0
0 3

4

))
=

5

12
,

and the post-measurement state will be

12

5
· 2

3

(
1
4

√
3
4√

3
4

3
4

)(
1
4

0
0 3

4

)(
1
4

√
3
4√

3
4

3
4

)
=

1

4

(
1
√

3√
3 3

)
= ψ2ψ

∗
2.

Finally, we will obtain outcome 3 with probability

Tr

(
2

3

(
1 0
0 0

)(
1
4

0
0 3

4

))
=

1

6
,

and the post-measurement state will be

6 · 2

3

(
1 0
0 0

)(
1
4

0
0 3

4

)(
1 0
0 0

)
=

(
1 0
0 0

)
= e1e

∗
1.

5.3 Shared Systems

Suppose that now we have two dice, and we want to describe the state of both of them as
a single system. If the first die has face i up with probability pi and the second die has
face j up with probability qj, then, assuming the dice are independent of each other, the
probability that the first die has face i up and the second has face j up is piqj. If the vectors
describing states of each of the two dice are p and q respectively, then the tensor product
p⊗q has the values piqj as its entries. Thus we can use the tensor product (a.k.a. Kronecker
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product) of vectors describing the states of two classical systems to describe the state of
both of them as a single system.

The same method works for quantum systems: if Alice has a quantum system in pure
state ψA ∈ CdA and Bob has a system whose state is ψB ∈ CdB , then the state of their
combined system can be described as ψA ⊗ ψB ∈ CdA ⊗ CdB . Note, however, that not all
unit vectors in CdA ⊗CdB can be written as the tensor product of a unit vector in CdA and
a unit vector in CdB . But by the principle of superposition, it must be possible for Alice
and Bob’s joint system to be in these non-product states. If ψ ∈ CdA ⊗CdB is such a unit
vector, then we say that ψ is an entangled state. An important example of such state is

Φd =
1√
d

d∑
i=1

ei ⊗ ei,

where we have assumed that dA = dB = d. This state is known as the canonical maximally
entangled state and is often used in quantum information to accomplish tasks which are
not possible classically. The canonical maximally entangled state will be of importance to
us in Section 6.5.

Now suppose that Alice and Bob’s combined system is in some general state ρ ∈
CdA×dA ⊗CdB×dB , where Cd×d is the space of d× d complex matrices. We would like to be
able to describe the “local” state of just Alice’s system. In order to do this, we need the
following definition.

Definition. Given dA, dB ∈ N, define the partial trace over A, denoted TrA, to be the
unique linear map from CdA×dA ⊗ CdB×bB to CdB×dB such that

TrA(MA ⊗MB) = Tr(MA)MB

for all MA ∈ CdA×dA , MB ∈ CdB×dB . The partial trace over B is defined analogously.

Using this definition, we can describe the local state of Alice’s system in terms of
the state of Alice and Bob’s shared system. If the state of their combined system is
ρ ∈ CdA×dA ⊗ CdB×dB , then Alice’s part of the system is in state

ρA := TrB(ρ),

and Bob’s part is in state
ρB := TrA(ρ).

The states ρA and ρB are typically referred to as the reduced states of ρ. It is important to
note that though ρA and ρB fully describe the local states of Alice’s and Bob’s respective
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parts of their shared system, they do not give a full description of the system as a whole.
In particular, it is not always the case that

ρ = ρA ⊗ ρB.

This is in some sense the essence of entanglement, in that it is possible for Alice and Bob’s
shared system to exhibit properties that are not merely combinations of local properties.

Suppose that Alice performs a quantum operation given by unitary U on her system,
how does this affect her and Bob’s combined system? Since she performed an operation
only on her system, Bob’s system should not be affected, so we would want the reduced
states after Alice’s operation to be UρAU

∗ and ρB respectively. It is not hard to check that

TrA ((U ⊗ I)ρ(U∗ ⊗ I)) = TrA(ρ)

and
TrB ((U ⊗ I)ρ(U∗ ⊗ I)) = U TrB(ρ)U∗.

Thus Alice performing U on her system corresponds to U ⊗ I being performed on the
combined system. More generally, if Alice performs U and Bob performs V , then this
corresponds to U ⊗ V being performed on the combined system.

Now suppose that Alice performs a measurement M = (M1, . . . ,Mn) on her system.
We want to show that this is equivalent to performing the measurement M′ = (M1 ⊗
I, . . . ,Mn ⊗ I) on the combined system. To do this we must show that

TrB((Mi ⊗ I)ρ(M∗
i ⊗ I)) = Mi(TrB ρ)M∗

i . (5.1)

The above are the unnormalized post-measurement states on Alice’s system. If they are
equal, then the probability of obtaining outcome i in the two measurements above are
equal since

Tr ((Mi ⊗ I)ρ(M∗
i ⊗ I)) = Tr(TrB((Mi ⊗ I)ρ(M∗

i ⊗ I))).

To show that (5.1) holds, we first write ρ as a sum of tensor products:

ρ =
k∑
j=1

Ej ⊗ Fj,
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where the Ei and Fj are not necessarily positive semidefinite. Now we have that

TrB((Mi ⊗ I)ρ(M∗
i ⊗ I)) =

k∑
j=1

TrB((MiEjM
∗
i )⊗ Fj)

=
k∑
j=1

MiEjM
∗
i Tr(Fj)

= Mi

(
k∑
j=1

Ej Tr(Fj)

)
M∗

i

= Mi TrB(ρ)M∗
i .

The above shows that performing M on Alice’s system or M′ on the combined system
are equivalent to Alice, but what about Bob? Clearly, Alice performing M on her system
should have no effect on the local state of Bob’s system, but at first glance it appears that
performing M′ on the combined system will alter the state of Bob’s system, since

TrA((Mi ⊗ I)ρ(M∗
i ⊗ I)) =

k∑
j=1

Tr(MiEjM
∗
i )Fj

is not guaranteed to be equal to

TrA(ρ) =
k∑
j=1

Tr(Ej)Fj.

However, if Alice simply performed a measurement on her system, then Bob would not
know the outcome. If we assume that M′ is performed on the combined system, but Bob is
not told the outcome, then from Bob’s perspective the state of his system is (probabilities
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and normalization factors canceling):

TrA

(
n∑
i=1

(Mi ⊗ I)ρ(M∗
i ⊗ I)

)
=

k∑
j=1

n∑
i=1

TrA((MiEjM
∗
i )⊗ Fj)

=
k∑
j=1

n∑
i=1

Tr(MiEjM
∗
i )Fj

=
k∑
j=1

Fj

(
n∑
i=1

Tr(M∗
iMiEj)

)

=
k∑
j=1

Fj Tr

(
n∑
i=1

M∗
iMiEj

)

=
k∑
j=1

Fj Tr(Ej)

= TrA(ρ).

On the other hand, if Alice informed Bob of her measurement outcome, then the state of
Bob’s system would change. This may seem counterintuitive, but it is possible to construct
an analogous classical scenario.

Suppose that Charlie flips a fair coin and then places coins in some box A and box B
such that they have the same side facing up as the flipped coin. Now suppose that Charlie
gives Alice and Bob boxes A and B respectively, and tells them about the correlation
between their coins but not which side they are on. Then from Alice and Bob’s perspectives,
the state of each of their systems is (1/2, 1/2)T . If Alice opens her box then she will know
which side her coin is on and therefore what side Bob’s coin is on. However, from Bob’s
perspective his coin is still in state (1/2, 1/2)T . But once Alice tells him what side her coin
was on, the state of his system will change from his perspective.

If both Alice and Bob perform measurements M = (M1, . . . ,Mk) and N = (N1, . . . , N`)
on their respective parts of a shared system, then this corresponds to performing the
measurement (Mi ⊗Nj)i∈[k],j∈[l] on the combined system.

We will end with an example of performing measurements on a shared system. Suppose
that Alice and Bob share a system which is in state

ϕ =
1√
d

d∑
i=1

ui ⊗ ūi ∈ Cd ⊗ Cd
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where {u1, . . . , ud} is an orthonormal basis for Cd, and ūi denotes the complex conjugate of
ui. Suppose that Alice performs measurement (u1u

∗
1, . . . , udu

∗
d) and Bob performs measure-

ment (ū1ū
∗
1, . . . , ūdū

∗
d). The probability of Alice obtaining outcome k and Bob obtaining

outcome ` is

ϕ∗(uku
∗
k ⊗ ū`ū∗`)ϕ =

1

d

(
d∑
i=1

u∗i ⊗ ū∗i

)
(uku

∗
k ⊗ ū`ū∗`)

(
d∑
j=1

uj ⊗ ūj

)

=

{
1
d

if k = `
0 if k 6= `

.

Therefore, Alice and Bob always obtain the same outcome. In fact, it turns out that this
consequence does not rely on the choice of orthonormal basis used in the measurements
for Alice and Bob. As long as Alice and Bob’s bases are complex conjugates of each other,
they will always obtain the same outcome. We will not prove this in detail, but it follows
from the fact that the state ϕ in the example above is in fact equal to

Φd =
1√
d

d∑
i=1

ei ⊗ ei,

for any choice of orthonormal basis {u1, . . . , ud}.
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Chapter 6

Quantum Homomorphisms

In this chapter we will introduce the notion of quantum homomorphisms and give several
results concerning them. The study of quantum homomorphisms was originally motivated
by concerns in the field of quantum information. Initially only defining quantum colorings,
the definition was an operational one, meaning that a graph X was said to have a quantum
n-coloring if there existed a “quantum strategy” for accomplishing a certain task. This task
was winning a game in which two players who cannot communicate attempt to convince
a referee that they have an n-coloring of X. A “quantum strategy” refers to one in which
the players share some state and can perform measurements on their individual parts.
Players using classical strategies, which will be formally defined in Section 6.4, can win
this game if and only if there exists an n-coloring of X, thus inspiring the term “quantum
coloring” and eventually the quantum chromatic number, which is the smallest n for which
a graph admits a quantum n-coloring. In [8], Cameron et al. showed that the existence of
a winning quantum strategy to the coloring game is equivalent to the existence of a set
of projectors satisfying certain orthogonalities determined by the graph in question. Later
in [42], Mančinska and Roberson generalized the coloring game to a homomorphism game,
and noted that the result of [8] still held for this game.

Here we will approach quantum homomorphisms from a more mathematical approach.
One of the things we mean by this is that we will define quantum homomorphisms in terms
of the existence of the projectors mentioned above, and then show this is equivalent to the
existence of a quantum strategy for the homomorphism game, rather than the other way
around. Obviously, it does not matter which of these two ways they are defined, but we
will also more generally focus less on the game based definition, and all of our proofs will
use the definition in terms of projectors.
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One of the underlying goals of this chapter will be to compare the behavior of quan-
tum homomorphisms to that of homomorphisms. To this end we will show that certain
theorems about homomorphisms can be adapted in a natural way into theorems about
quantum homomorphisms. We will also be able to use the notion of quantum homomor-
phisms to define various quantum analogs of graph parameters which have definitions in
terms of homomorphisms. This extends the idea of the quantum chromatic number to
include things such as quantum clique number or quantum odd girth. Comparing a pa-
rameter to its quantum analog gives us another method for comparing homomorphisms
with quantum homomorphisms. As with homomorphisms, one can use quantum homomor-
phisms to construct a partial order. The quantum homomorphism order serves as another
tool for comparing homomorphisms to quantum homomorphisms, though we only have a
few results in this direction.

The rest of this chapter is outlined as follows. In Section 6.1, we introduce some
notation and some basic linear algebra tools that we will use throughout the remaining
sections. Next we give the definition of quantum homomorphisms in Section 6.2, and we
discuss a few simple properties. Section 6.3 introduces the notion of the measurement
graph of a graph, which can be used to formulate quantum homomorphisms in terms of
homomorphisms. In Section 6.4, we formally define the homomorphism game described
above and explain why the existence of classical strategies for this game is equivalent to
the existence of homomorphisms. Next we introduce a general quantum strategy for the
homomorphism game in Section 6.5, and we go through a proof of the Cameron et al. result
for the homomorphism game.

Section 6.6 explores some of the basic properties of quantum homomorphisms through
three lemmas. Of particular importance is that quantum homomorphisms are transitive.
In Section 6.7 we introduce vector colorings, as well as both strict and rigid vector color-
ings, along with their corresponding chromatic numbers. We note that all three of these
parameters are related to the Lovász ϑ function, and that the strict vector chromatic num-
ber is in fact equal to Lovász ϑ of the complement. We go on to prove that these three
variants of chromatic number are quantum homomorphism monotone. Next we introduce
the notion of the homomorphic product in Section 6.8, which encodes the orthogonality
constraints of a quantum homomorphism into adjacencies in a graph. We also define pro-
jective packings in this section, and show that there exists a quantum homomorphism from
X to Y if and only if there exists a projective packing of their homomorphic product of
a certain value. We also prove that the projective packing number of the complement is
quantum homomorphism monotone and upper bounded by the vector chromatic number.

In Section 6.9 we use quantum homomorphisms to define some quantum analogs of
graph parameters such as odd girth and independence number. We briefly discuss why it is
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clear that these quantum parameters are quantum homomorphism monotone. Section 6.10
focuses on the quantum chromatic number, showing that this parameter is lower bounded
by the rigid vector chromatic number. We also investigate a class of graphs that has been
of particular importance in the study of quantum colorings, showing that the known upper
bound on their quantum chromatic number holds with equality. We study the quantum
independence number in Section 6.11, showing that it is upper bounded by the projective
packing number of Section 6.8. We also prove a quantum analog of the fact that X
has a homomorphism to Y if and only if the homomorphic product of X with Y has an
independent set of size |V (X)|. This allows us to construct a graph with larger quantum
independence number than quantum independence number from any graphs X and Y such
that X admits a quantum homomorphism but no homomorphism to Y . In Section 6.12 we
discuss a counterexample to a possible quantum analog of the no-homomorphism lemma.

We define projective representations in Section 6.13, along with their associated pa-
rameter, the projective rank. Projective representations and projective rank are closely
related to projective packings and the projective packing number. We make this relation-
ship explicit by showing that the projective rank of a graph is always at least its number
of vertices divided by its projective packing number. We furthermore show that equality
holds in the case where the graph is vertex transitive, analogously to the relationship be-
tween fractional chromatic number and independence number. We also note in this section
that the projective rank lower bounds the quantum chromatic number. Section 6.14 con-
tinues the study of projective rank, showing that it is quantum homomorphism monotone
and lower bounded by the rigid vector chromatic number. In Section 6.15 we consider the
projective rank of some special classes of graphs such as Kneser graphs and odd cycles.
We compute the projective rank exactly for both of these classes of graphs which allows
us to establish that the quantum odd girth of any Kneser graph is equal to its odd girth.

In the next two sections we focus on the order theoretic properties of quantum homo-
morphisms. We begin in Section 6.16 by showing that the categorical product and disjoint
union of graph act as the meet and join in the quantum homomorphism order, as they did
for the homomorphism order. Section 6.17 formally defines the quantum homomorphism
order and focuses on comparing it to the homomorphism order. In particular we note that
there exists a lattice homomorphism from the homomorphism order to the quantum homo-
morphism order, and that the quantum homomorphism order is isomorphic to the suborder
of the homomorphism order of infinite graphs induced by the measurement graphs. We
end the chapter with Section 6.18 which summarizes our results, and with Section 6.19
which outlines some open questions of interest to us. Some of the results in this chapter
are from a joint work with Laura Mančinska [42].
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6.1 Some Linear Algebra

In this section we present some basic linear algebra facts that will be frequently used in
the study of quantum homomorphisms. The reader will likely be familiar with some or all
of these, so this mainly serves as a notice to the reader to keep these facts in the front
of their mind, since we will be using them often and without announcement. The results
discussed inthis section are previously known and not the work of the author.

We say that two projectors A and B are orthogonal (to each other) if AB = 0. Note
that this is equivalent to Tr(AB) = 0 which is equivalent to the column spaces of A and
B being orthogonal. This remains true even if we only require that A and B be positive
semidefinite. In the next section we will define quantum homomorphisms in terms of
projectors, and thus the following will prove useful in our study of them:

If P1, P2, . . . , Pk ∈ Cd×d are pairwise orthogonal projectors, then

•
∑k

i=1 Pi is a projector;

• rk
(∑k

i=1 Pi

)
=
∑k

i=1 rk(Pi);

•
∑k

i=1 rk(Pi) = d if and only if
∑k

i=1 Pi = Id.

Here Id denotes the d × d identity, though we will often drop the subscript when the
dimension is implicit or not of particular relevance. We will also use the fact that if A and
B are projectors, then the tensor product A⊗B is a projector with rank rk(A) rk(B).

A less trivial result that we will need for the proof of Theorem 6.5.1 is the following:

Lemma 6.1.1. Let A,B ∈ Cd×d be positive semidefinite matrices such that I − A is
also positive semidefinite. Then Tr(AB) = Tr(B) implies that the column space of B is
contained in the 1-eigenspace of A.

Proof. Using spectral decomposition, we have

A =
d∑
i=1

λiviv
∗
i ,

where vi is an eigenvector of A for eigenvalue λi and {vi : i ∈ [d]} is an orthonormal basis
for Cd. Note that since I − A is positive semidefinite, we have that λi ≤ 1 for all i ∈ [d].
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Using this, we see that

Tr(AB) =
d∑
i=1

λi Tr(viv
∗
iB) =

d∑
i=1

λiv
∗
iBvi ≤

d∑
i=1

v∗iBvi = Tr(B).

Since Tr(AB) = Tr(B), equality must hold in the inequality above. This implies that λi = 1
whenever v∗iBvi 6= 0. Let N = {i ∈ [d] : v∗iBvi = 0}. Since B is positive semidefinite,
N = {i ∈ [d] : Bvi = 0} and thus span({vi : i ∈ N}) is a subspace of null(B). Therefore,

span({vi : i 6∈ N}) = span({vi : i ∈ N})⊥ ⊇ null(B)⊥ = col(B),

where ⊥ denotes the orthogonal complement. By the above, i 6∈ N implies that λi = 1 and
thus we have proven the lemma.

The last tool we will need is known as the Schmidt decomposition, which is just a
particular way of writing a vector in a tensor product space.

Theorem 6.1.2. Suppose that v ∈ Cm ⊗ Cn and m ≤ n. Then there exist orthonormal
sets {α1, . . . , αm} ⊆ Cm and {β1, . . . , βm} ∈ Cn such that

v =
m∑
i=1

√
λiαi ⊗ βi,

where the λi are nonnegative and uniquely determined, as a set, by v.

We will not give a proof of this here, but we note that it is actually equivalent to
singular value decomposition.

6.2 Definition of Quantum Homomorphism

Though quantum homomorphisms were originally defined by Mančinska and the author
via a game played between two players and a referee [42], here we will present a more
“mathematical” definition. This definition will, hopefully, be more palatable to mathe-
maticians, and not too offensive to physicists. Of course, in Section 6.5 we will see that
the two definitions are in fact equivalent.

Definition. For graphs X and Y , we say that X has a quantum homomorphism to Y , and
write X

q−→ Y , if there exists a d ∈ N and projectors Exy ∈ Cd×d for x ∈ V (X), y ∈ V (Y ),
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such that ∑
y∈V (Y )

Exy = I, ∀x ∈ V (X); (6.1)

ExyEx′y′ = 0, if (x = x′ & y 6= y′) or (x ∼ x′ & y 6∼ y′). (6.2)

We will say that the “Exy are projectors that give a quantum homomorphism from X to
Y ”.

Note that y 6∼ y′ includes the case of y = y′. Also note that Condition 6.1 actually
implies that ExyEx′y′ = 0 for x = x′ and y 6= y′, and so this part of Condition 6.2 is
redundant. However, we wanted to point out all of the necessary orthogonalities explicitly.
For a fixed x ∈ V (X), the matrices Exy for y ∈ V (Y ) form a projective measurement
whose outcomes are indexed by the vertices of Y . This is not merely a coincidence, and
we will see the reason behind this in Section 6.5.

There is nothing stopping us from applying the definition of quantum homomorphism
to graphs X and Y which are potentially infinite. Keep in mind though, that if Y is
infinite, then for a given x ∈ V (X) there will be at most finitely many nonzero Exy. This
is because the rank of a matrix is integer valued, and so it is not possible for more than d
nonzero projectors to sum up to the d× d identity.

The above definition may seem a bit arbitrary, but as we mentioned above, we will see
the physical motivation for it in the next section. Of course, we would like homomorphisms
and quantum homomorphisms to be related in some way, and the following lemma, which
is joint work with Laura Mančinska, shows that this is in fact the case.

Lemma 6.2.1. If X → Y , then X
q−→ Y .

Proof. Let ϕ be a homomorphism from X to Y . For x ∈ V (X) and y ∈ V (Y ), define Exy
to be the identity matrix if ϕ(x) = y, and be the zero matrix otherwise. We claim that
the Exy give a quantum homomorphism from X to Y . For x ∈ V (X), we see that∑

y∈V (Y )

Exy = I

since ϕ maps each vertex of X to exactly one vertex of Y . Furthermore, if x ∼ x′ and
y 6∼ y′, then it must be the case that at least one of ϕ(x) = y and ϕ(x′) = y′ is false.
Therefore, in this case we have that

ExyEx′y′ = 0.
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These are all of the conditions for the Exy to give a quantum homomorphism from X to
Y , and so we are done.

The dimension of the matrices used in the above proof could be anything, even one. In
fact, it is not hard to see that X has a homomorphism to Y if and only if X has a quantum
homomorphism to Y using projectors in C1×1.

In Section 6.7, we will investigate the relationship between quantum homomorphisms
and some graph parameters which are defined via assignments of real vectors to vertices.
The work in that section will require us to create an assignment of real vectors for a graph
X from an assignment of real vectors for a graph Y assuming that X

q−→ Y . In order to
ensure that the vectors we assign to X are real, we need the following lemma which shows
that real matrices suffice for quantum homomorphisms. This lemma is joint work with
Laura Mančinska.

Lemma 6.2.2. If X
q−→ Y , then there exist real projectors Exy for x ∈ V (X), y ∈ V (Y )

that give a quantum homomorphism from X to Y .

Proof. Suppose that X
q−→ Y , and let Fxy ∈ Cd×d for x ∈ V (X), y ∈ V (Y ) be projectors

which give a quantum homomorphism from X to Y . Let R : Cd×d → R2d×2d be the map
defined by

R(A) =

(
<(A) =(A)
−=(A) <(A)

)
where <(A) and =(A) are the real and imaginary parts of A respectively. It is routine to
check that R(A + B) = R(A) + R(B), R(AB) = R(A)R(B), and that R takes Hermitian
matrices to symmetric matrices. Since R(I) = I and R(0) = 0, the matrices Exy = R(Fxy)
for x ∈ V (X), y ∈ V (Y ) are real projectors that give a quantum homomorphism from X
to Y .

As we saw with the no-homomorphism lemma, the symmetry of vertex transitive graphs
can sometimes be exploited to obtain information about homomorphisms to these graphs.
The following lemma shows that this idea works for quantum homomorphisms as well.

Lemma 6.2.3. Let X and Y be graphs and further let Y be vertex transitive. If X
q−→ Y ,

then there exist projectors Exy for x ∈ V (X), y ∈ V (Y ) which give a quantum homomor-
phism from X to Y and all have the same rank.

Proof. Suppose that X
q−→ Y . Then there exist d ∈ N and projectors Fxy ∈ Cd×d which

give a quantum homomorphism from X to Y . Now fix some ordering of the elements of
Aut(Y ). For σ ∈ Aut(Y ), let Mσ denote the matrix whose rows and columns are indexed
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by the elements of Aut(Y ), such that its (σ, σ)-entry is 1 and all other entries are 0. For
x ∈ V (X) and y ∈ V (Y ), define

Exy =
∑

σ∈Aut(Y )

Fxσ(y) ⊗Mσ

We will show that the Exy give a quantum homomorphism from X to Y and all have the
same rank. First we must check that they are indeed projectors. Since the Fxy and Mσ

are projectors, each of the terms Fxσ(y) ⊗Mσ is a projector. Since MσMσ′ = 0 for distinct
σ, σ′ ∈ Aut(X), the terms in the sum above are pairwise orthogonal and therefore Exy is a
projector.

Now we must check that Condition 6.1 from the definition of quantum homomorphism
holds for the Exy. To see this, first note that, for a given σ ∈ Aut(Y ),∑

y∈V (Y )

Fxσ(y) =
∑

y∈V (Y )

Fxy = I,

since σ is a bijection on V (Y ). Now we have that∑
y∈V (Y )

Exy =
∑

y∈V (Y )

∑
σ∈Aut(Y )

(
Fxσ(y) ⊗Mσ

)

=
∑

σ∈Aut(Y )

 ∑
y∈V (Y )

Fxσ(y)

⊗Mσ


=

∑
σ∈Aut(Y )

(I ⊗Mσ)

= I ⊗
∑

σ∈Aut(Y )

Mσ

= I ⊗ I = I.

To check Condition 6.2, let x, x′ ∈ V (X) and y, y′ ∈ V (Y ) be such that x ∼ x′ and y 6∼ y′.
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Note that σ(y) 6∼ σ(y′), and therefore Fxσ(y)Fx′σ(y′) = 0 for all σ ∈ Aut(Y ). We have that

ExyEx′y′ =

 ∑
σ∈Aut(Y )

Fxσ(y) ⊗Mσ

 ∑
σ′∈Aut(Y )

Fxσ′(y) ⊗Mσ′


=

∑
σ,σ′∈Aut(Y )

Fxσ(y)Fx′σ′(y′) ⊗MσMσ′

=
∑

σ∈Aut(Y )

Fxσ(y)Fx′σ(y′) ⊗Mσ

= 0.

Now all that is left to show is that the Exy all have the same rank. For some x ∈ V (X)
and y ∈ V (Y ), we have that

rk(Exy) =
∑

σ∈Aut(Y )

rk
(
Fxσ(y) ⊗Mσ

)
=

∑
σ∈Aut(Y )

rk
(
Fxσ(y)

)
rk (Mσ)

=
∑

σ∈Aut(Y )

rk
(
Fxσ(y)

)
=

∑
σ∈Aut(Y )

Tr
(
Fxσ(y)

)

= Tr

 ∑
σ∈Aut(Y )

Fxσ(y)

 ,

since the rank of a projector is equal to its trace. However, since Y is vertex transitive,
the last sum above contains each Fxy′ for y′ ∈ V (Y ) the same number of times. More
specifically, it contains each of them exactly m := |Aut(Y )|/|V (Y )| times. Therefore, we
have that ∑

σ∈Aut(Y )

Fxσ(y) = mI.

Thus, rk(Exy) = md for all x ∈ V (X) and y ∈ V (Y ).

Recalling that the sum of pairwise orthogonal projectors in Cd×d is equal to the identity
if and only if the sum of their ranks is equal to d, we see that in the case where Y is vertex
transitive, Condition 6.1 can be replaced by the requirement that all of the Exy have some
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constant rank r such that d = r|V (Y )|. Note however, that in this case the ExyEx′y′ = 0
for x = x′ and y 6= y′ condition is no longer redundant.

As an application of the above lemma, we give yet another proof of the clique-coclique
bound:

Lemma 2.7.2. If Y is a vertex transitive graph, then

α(Y )ω(Y ) ≤ |V (Y )|.

Proof. Let m = ω(Y ). Then Km → Y and thus by Lemma 6.2.1 Km
q−→ Y . By

Lemma 6.2.3, there exist rank r projectors Eiy ∈ Cd×d for i ∈ [m], y ∈ V (Y ) that give a
quantum homomorphism from Km to Y , where d = r|V (Y )|. Let S be an independent set
of Y of size α(Y ). For any i, j ∈ [m] and y, y′ ∈ S such that (i, y) 6= (j, y′), either i = j
and y 6= y′, or i ∼ j and y 6∼ y′. Therefore, the projectors Eiy for i ∈ [m] and y ∈ S are
pairwise orthogonal, and thus

d ≥ rk

 ∑
i∈[m],y∈S

Eiy

 =
∑

i∈[m],y∈S

rk (Eiy) = rα(Y )ω(Y ).

Since d = r|V (Y )|, we have that α(Y )ω(Y ) ≤ |V (Y )|.
Note that the above proof actually shows something stronger, namely that if Km

q−→ Y
for vertex-transitive Y , then mα(Y ) ≤ |V (Y )|. What this means is that we can replace the
clique number of Y in the clique-coclique bound with the “quantum clique number” of Y ,
and it still holds true. We will not formally define quantum clique number until Section 6.9,
but the reader is welcome to skip ahead. Later we will prove a “quantum clique-coclique
bound” where both ω(Y ) and α(Y ) are replaced with their quantum analogs.

6.3 Measurement Graphs

In this section we introduce the notion of a measurement graph. This allows us to relate the
existence of a quantum homomorphism from X to Y to the existence of a homomorphism
from X to the measurement graph of Y .

Definition. For a potentially infinite graph Y and d ∈ N, define M(Y, d) to be the infinite
graph whose vertices are the tuples E = (Ey)y∈V (Y ) such that Ey ∈ Cd×d is a projector for
all y ∈ V (Y ) and

∑
y∈V (Y )Ey = I. Two such tuples, E and E′, are adjacent if EyE

′
y′ = 0

for all y 6∼ y′. We refer to the graph M(Y, d) as the measurement graph of Y in dimension
d.
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Note that the vertices of M(Y, d) are exactly the projective measurements in dimension
d whose outcomes are indexed by the vertices of Y . The following theorem gives the
motivation behind the definition of the measurement graphs.

Theorem 6.3.1. If X and Y are (possibly infinite) graphs, then X
q−→ Y if and only if

X →M(Y, d) for some d ∈ N.

Proof. Suppose that ϕ : X →M(Y, d) for some d ∈ N. Let us denote ϕ(x) with Ex, for all
x ∈ V (X). Then, for all x ∈ V (X) and y ∈ V (Y ), let Exy = Ex

y . It is straightforward to

check that the Exy satisfy Conditions 6.1 and 6.2 and thus X
q−→ Y .

Conversely, if X
q−→ Y , then there exists d ∈ N and projectors Exy ∈ Cd×d which give a

quantum homomorphism from X to Y . For each x ∈ V (X), define Ex = (Ex
y )y∈V (Y ) such

that Ex
y = Exy for all y ∈ V (Y ). It is easy to see that the function ϕ : V (X)→ V (M(Y, d))

defined by ϕ(x) = Ex is a homomorphism from X to M(Y, d).

The above theorem lets us translate questions regarding quantum homomorphisms into
questions regarding homomorphisms, albeit to infinite graphs. This is probably not of
much practical use, but it is interesting to be able to do so.

Note that we must consider the existence of homomorphisms from X to an infinite
number of graphs in the theorem above. However, we may only want to consider the
existence of a homomorphism from X to a single graph. We can achieve this by simply
using the disjoint union of graphs:

Define the graph M(Y ) to be the disjoint union of the M(Y, d) for all d ∈ N. We refer
to M(Y ) as simply the measurement graph of Y . We can now replace “X → M(Y, d) for
some d ∈ N” in the above theorem with “X →M(Y )”:

Theorem 6.3.2. If X and Y are graphs, then X
q−→ Y if and only if X →M(Y ).

Proof. If X
q−→ Y then by Theorem 6.3.1 there exists d ∈ N such that X →M(Y, d). Since

M(Y, d) is a subgraph of M(Y ), we have that X →M(Y ).

Now suppose that ϕ : X → M(Y ). For all x ∈ V (X) let Ex := ϕ(x), and Exy := Ex
y .

Furthermore, let X1, X2, . . . Xc be the components of X. Since Xi is connected, the image
of Xi under ϕ is connected and thus is contained in M(Y, di) for some di ∈ N. Let d ∈ N
be a common multiple of the di, and let d′i = d/di. For all x ∈ V (X) and y ∈ V (Y ), define

Fxy = Exy ⊗ Id′i if x ∈ V (Xi).

It is easy to check that the Exy give a quantum homomorphism from X to Y .
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Note that the above proof does not work for infinite graphs, since we are not guar-
anteed that there exists a finite common multiple of an infinite number of integers. We
will investigate measurement graphs further in Section 6.17, where we will see that for a
graph X, the graph M(X, d) is “quantum homomorphically equivalent” to X for all d ∈ N.

6.4 Homomorphism Game

Here we will introduce the motivation behind the definition of quantum homomorphisms:
the homomorphism game. Initially, only a special case of the homomorphism game, the
graph coloring game, was introduced in [17, 9]. However, in [42] Mančinska and Roberson
introduced the homomorphism game, which generalizes the coloring game in the same way
that homomorphisms generalize colorings.

For graphs X and Y , the (X, Y )-homomorphism game is played between two players,
usually referred to as Alice and Bob, and a referee. The general idea is that Alice and
Bob are attempting to convince the referee that they know a homomorphism from X to Y .
More specifically, the game is played as follows: The referee sends Alice and Bob vertices
xA, xB ∈ V (X) respectively, and they each reply to the referee with vertices yA, yB ∈ V (Y )
accordingly. Though they are allowed to agree on a strategy beforehand, Alice and Bob
are not allowed to communicate during the game. In order for Alice and Bob to win the
(X, Y )-homomorphism game, the following conditions must be met:

if xA = xB, then yA = yB; (6.3)

if xA ∼ xB, then yA ∼ yB. (6.4)

The first condition is usually referred to as the consistency condition, while the second
condition is referred to as the adjacency condition as it corresponds the the adjacency-
preserving property of homomorphisms. Typically, we assume that the inputs the referee
sends are chosen uniformly at random, but we really only need that every possible pair of
inputs (which can result in a loss of the game) is sent with some nonzero probability. The
game is only played for one round, i.e., only one pair of inputs and one pair of outputs are
involved. When say that Alice and Bob “can win the (X, Y )-homomorphism game”, we
will mean that they have a strategy for playing the game that wins with probability one.
In the special case of Y being a complete graph, the (X, Y )-homomorphism game reduces
to the graph coloring game for X.

Let X and Y be graphs and let ϕ : X → Y be a homomorphism. Suppose Alice and
Bob play the (X, Y )-homomorphism game as follows: Alice responds with ϕ(xA) when she
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receives xA ∈ V (X), and Bob responds with ϕ(xB) when he receives xB ∈ V (X). It is
easy to see that this is a winning strategy since if xA = xB then ϕ(xA) = ϕ(xB), and
if xA ∼ xB then ϕ(xA) ∼ ϕ(xB). Conversely, suppose that Alice and Bob can win the
(X, Y )-homomorphism game using some deterministic strategy. Since it is deterministic,
we can define functions fA, fB : V (X) → V (Y ) such that fA(x) is the vertex of Y Alice
responds with when sent vertex x ∈ V (X), and fB is defined for Bob symmetrically. It is
easy to see that fA = fB must be true in order to satisfy the consistency condition, and
furthermore that fA must be a homomorphism in order to meet the adjacency condition.
Therefore, Alice and Bob can win the (X, Y )-homomorphism game with a deterministic
strategy if and only if X → Y .

In general, “classical” players are not limited to deterministic strategies. They may
use a strategy which relies on some shared randomness, such as a shared random n-bit 01-
string. So after they receive their inputs, Alice and Bob can query some or all bits of their
shared random string and then respond with an output which depends on both the value
of their input and the values of the bits they queried. A strategy of this type is typically
referred to as a “probabilistic strategy”. Given such a strategy, we can define functions
fA, fB : {0, 1}n×V (X)→ V (Y ) such that fA(r, xA) is the vertex Alice responds with upon
receiving xA given that the shared random string took on value r, and fB defined similarly
for Bob. Note that fA(r, x) = fB(r, x) must hold for all r which occur with nonzero
probability in order to guarantee that the consistency condition is always satisfied. We can
then define fr : V (X)→ V (Y ) for all r ∈ {0, 1}n by letting fr(x) = fA(r, x). It is easy to
see that for any r which occurs with nonzero probability, the function fr must constitute
a winning deterministic strategy for the (X, Y )-homomorphism game. In this way any
winning probabilistic strategy can be viewed as a probability distribution over deterministic
strategies, in which any deterministic strategy which occurs with nonzero probability must
be a winning one. Therefore, classical players can win the (X, Y )-homomorphism game if
and only if X → Y .

In the next section we will introduce the general “quantum strategy” for the (X, Y )-
homomorphism game, and show that there exists a winning quantum strategy for the
(X, Y )-homomorphism game if and only if X

q−→ Y . Later, in Sections 6.10 and 6.11, we

will see examples of graphs X and Y such that X
q−→ Y but X 6→ Y .

6.5 The Quantum Strategy

For graphs X and Y , the general quantum strategy for the (X, Y )-homomorphism game
is as follows: Upon receiving input x ∈ V (X), Alice performs POVM Ex = (Exy)y∈V (Y )
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on her part of a shared state ψ ∈ CdA ⊗ CdB and obtains some outcome y ∈ V (Y ),
which she sends to the verifier as her answer. Bob acts similarly, except that he uses
POVMs Fx = (Fxy)y∈V (Y ) for x ∈ V (X). The probability that Alice outputs y ∈ V (Y )
and Bob outputs y′ ∈ V (Y ) upon receiving inputs x, x′ ∈ V (X) respectively is given by
ψ∗(Exy ⊗Fx′y′)ψ. For this to be a winning strategy, the probability of the consistency and
adjacency conditions not holding must be zero, i.e. we must have that

ψ∗ (Exy ⊗ Fxy′)ψ = 0 for y 6= y′;

ψ∗ (Exy ⊗ Fx′y′)ψ = 0 for x ∼ x′ and y 6∼ y′.

Having to choose POVMs for both Alice and Bob as well as a shared entangled state
makes thinking about quantum strategies quite cumbersome. Thankfully, the authors of [8]
proved the following theorem for the graph coloring game which states that if there is a
winning quantum strategy, then there is one which only depends on Alice’s POVMs. Laura
Mančinska and I showed that the same proof works more generally for the homomorphism
game, and we have also filled in many details absent from the proof given in [8].

Theorem 6.5.1. If the (X, Y )-homomorphism game can be won by a quantum strategy,
then it can be won by a quantum strategy such that

1. For some d ∈ N, the Exy and Fxy are d× d projectors;

2. Exy = F T
xy, for all x ∈ V (X), y ∈ V (Y );

3. ψ = 1√
d

∑d
i=1 ei ⊗ ei.

Proof. The proof is structured as follows: First we show that we can assume without loss
of generality that the shared state has full Schmidt rank. Then we show that, assuming
this, the first and second claims above must hold. Finally, we show that using a maximally
entangled state still gives us a winning strategy.

Let ψ′ ∈ CdA⊗CdB be the state that Alice and Bob share and for x ∈ V (X), y ∈ V (Y ),
let E ′xy, F

′
xy be the measurement operators used by Alice and Bob respectively. We can

write ψ′ in its Schmidt decomposition as

ψ′ =
d∑
i=1

√
λiαi ⊗ βi

107



for some orthonormal sets {α1, . . . , αd} ⊆ CdA , {β1, . . . , βd} ⊆ CdB , and all λi > 0. Let
ei ∈ Cd be the ith standard basis vector for i ∈ [d]. Now define

PA :=
d∑
i=1

eiα
∗
i , PB =

d∑
i=1

eiβ
∗
i ,

and note that they satisfy PAP
∗
A = I = PBP

∗
B. Using PA and PB, we can define new

POVMs and shared state for Alice and Bob as follows:

ψ := (PA ⊗ PB)ψ′ =
d∑
i=1

√
λiei ⊗ ei,

Exy := PAE
′
xyP

∗
A ∀x ∈ V (X), y ∈ V (Y ),

Fxy := PBF
′
xyP

∗
B ∀x ∈ V (X), y ∈ V (Y ).

It is easy to check that the {Exy}y∈V (Y ) and {Fxy}y∈V (Y ) are indeed measurements and ψ
is a valid quantum state (has unit norm). Furthermore, we have that

(P ∗A ⊗ P ∗B)ψ =
d∑
i=1

√
λiP

∗
Aei ⊗ P ∗Bei

=
d∑
i=1

√
λi

(
d∑
j=1

αje
∗
jei

)
⊗

(
d∑

k=1

βke
∗
kei

)

=
d∑
i=1

√
λiαi ⊗ βi

= ψ′.

We must verify that these new measurements and shared state still constitute a winning
strategy for the (X, Y )-homomorphism game. The following calculation shows this by
proving that replacing the shared state and measurement operators with their unprimed
versions does not change the probability of Alice and Bob responding with y and y′ given
they were sent x and x′ respectively:

ψ∗ (Exy ⊗ Fx′y′)ψ = ψ∗
(
(PAE

′
xyP

∗
A)⊗ (PBF

′
x′y′P

∗
B)
)
ψ

= ψ∗(PA ⊗ PB)(E ′xy ⊗ F ′x′y′)(P ∗A ⊗ P ∗B)ψ

= ψ′∗
(
E ′xy ⊗ F ′x′y′

)
ψ′
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since (P ∗A ⊗ P ∗B)ψ = ψ′. Clearly ψ has full Schmidt rank, so we have proven the desired
claim.

Now we will show that the Exy’s and Fxy’s are projectors. Let D := diag(
√
λi). This

means that vec(D) = ψ, where vec(D) is the vector obtained from D by stacking its rows
on top of each other with the first row on top. In the following, the support of a matrix
E, denoted supp(E), refers to the column space of E. However, we will also sometimes
use supp(E) to refer to the orthogonal projection onto the column space of E. It will be
up to the reader to distinguish which we mean from the context.

Using that (A ⊗ B) vec(X) = vec(AXBT ) and vec(A)∗ vec(B) = Tr(A∗B) for all ma-
trices A,B,X such that these products are defined, we get that

ψ∗(Exy ⊗ Fx′y′)ψ = vec(D)∗ (Exy ⊗ Fx′y′) vec(D)

= Tr(D∗ExyDF
T
x′y′)

= Tr(ExyDF
T
x′y′D)

since D∗ = D. From the consistency conditions we get that Tr(ExyDF
T
xy′D) = 0 for y 6= y′.

Using this and the fact that
∑

y′∈V (Y )Exy′ = I, we obtain

Tr
(
DF T

xyD
)

=
∑

y′∈V (Y )

Tr
(
Exy′DF

T
xyD

)
= Tr

(
ExyDF

T
xyD

)
.

By Lemma 6.1.1, this implies that the 1-eigenspace of Exy contains the support of DF T
xyD.

All 1-eigenspaces of the Exy′ are mutually orthogonal since
∑

y′∈V (Y )Exy′ = I and the Exy′

are all positive semidefinite. This implies that supp(DF T
xyD)⊥ supp(DF T

xy′D) for y 6= y′,
where ⊥ denotes orthogonality of subspaces. Also, since D2 has full rank and∑

y′∈V (Y )

DF T
xy′D = D2

we have that ⊕
y′∈V (Y )

supp(DF T
xy′D) = Cd,

where
⊕

denotes the direct sum of subspaces. Recall that for y 6= y′ we have that
Tr(ExyDF

T
xy′D) = 0. However, this is equivalent to supp(Exy)⊥ supp(DF T

xy′D) for y 6= y′.
Together these two facts give

supp(Exy) ⊆

(⊕
y′ 6=y

supp(DF T
xy′D)

)⊥
= supp(DF T

xyD).
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Combining this with the fact that supp(DF T
xyD) is contained in the 1-eigenspace of Exy,

we get that supp(Exy) is equal to the 1-eigenspace of Exy and thus Exy is a projector. This
of course implies that Exy = supp(DF T

xyD). Similarly, we can conclude that the Fxy are
projectors and that Fxy = supp(DET

xyD).

Now we show that D commutes with both Exy and Fxy, and use this to obtain that
Exy = F T

xy. Recall that for any two positive semidefinite matrices A and B, Tr(AB) = 0 if
and only if Tr(A supp(B)) = 0 if and only if AB = 0. Using this and the fact that D has
full rank, we get that

0 = Tr(DExyDF
T
xy′) = Tr ((DExyD) supp(DExy′D)) ⇔ 0 = ExyD

2Exy′ .

Therefore,

D2 =
∑

y,y′∈V (Y )

ExyD
2Exy′ =

∑
y∈V (Y )

ExyD
2Exy.

Multiplying the first and last expressions above on either side by Exy′ gives that

D2Exy′ = Exy′D
2Exy′ = Exy′D

2.

Since the Exy commute with D2, they also commute with D. Similarly the Fxy commute
with D. Using this we get that

Exy = supp(DF T
xyD) = supp(F T

xyD
2) = supp(F T

xy) = F T
xy

since D is invertible. So we have proven the second claim.

Now using the fact that D commutes with F T
xy, we see that

0 = ψ∗(Exy ⊗ Fx′y′)ψ = Tr
(
Exy(DF

T
x′y′D)

)
if and only if

ExyDF
T
x′y′D = 0

if and only if
ExyF

T
x′y′ = 0.

This means that we can replace ψ with any state which will give an invertible D that
commutes with the Exy and Fxy. If we use the state Ψ = 1√

d

∑
i ei ⊗ ei, then D is a scalar

multiple of the identity matrix and thus commutes with all other matrices. Therefore we
can assume without loss of generality that we use the state Ψ and so we have proven the
final claim.

This theorem allowed Mančinska and the author to obtain the following corollary
from [42]. The same corollary was also noted in [8], though in different terms and for
quantum colorings.
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Corollary 6.5.2. There exists a winning quantum strategy for the (X, Y )-homomorphism

game if and only if X
q−→ Y .

Proof. Suppose that there exists a winning quantum strategy for the (X, Y )-homomorphism
game. Then there exists a winning quantum strategy of the form given in Theorem 6.5.1.
Suppose that Exy and Fxy for x ∈ V (X), y ∈ V (Y ) are Alice’s and Bob’s measurement
operators for this strategy. Recall from the last paragraph of the proof above that the
probability of Alice and Bob responding with y, y′ ∈ V (Y ) after being sent x, x′ ∈ V (X)
respectively is zero if and only if 0 = ExyF

T
x′y′ = ExyEx′y′ . This implies that ExyEx′y′ = 0

whenever x = x′ and y 6= y′, or x ∼ x′ and y 6∼ y′. Furthermore, since (Exy)y∈V (Y ) is a
measurement for all x ∈ V (X), we have that∑

y∈V (Y )

Exy = I.

These are exactly the conditions required for the Exy to give a quantum homomorphism

from X to Y , and thus X
q−→ Y .

Conversely, suppose that Exy for x ∈ V (X), y ∈ V (Y ) are projectors which give a
quantum homomorphism from X to Y . It is easy to check that if Alice and Bob use the
Exy and ET

xy as their respective measurement operators and share the state 1√
d

∑d
i=1 ei⊗ei,

then they will win the (X, Y )-homomorphism game.

6.6 Basic Properties of Quantum Homomorphisms

In this section we will prove some basic properties that quantum homomorphisms have in
common with homomorphisms. The most important result here is that quantum homo-
morphisms are transitive, as this property will be used ubiquitously in the remainder of
this chapter.

Lemma 6.6.1. The relation
q−→ is transitive: if X

q−→ Y and Y
q−→ Z, then X

q−→ Z.

Proof. Suppose that Exy for x ∈ V (X), y ∈ V (Y ) and Fyz for y ∈ V (Y ), z ∈ V (Z) give
quantum homomorphisms from X to Y and from Y to Z respectively. We will show that

Pxz =
∑

y∈V (Y )

Exy ⊗ Fyz
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for x ∈ V (X), z ∈ V (Z) give a quantum homomorphism from X to Z. We must first
show that the Pxz are projectors, i.e. are Hermitian idempotents. The fact that they are
Hermitian follows from the fact that they are the sum of tensor products of Hermitian
matrices. To see that they are idempotent we must consider the product of Pxz with itself,
but we will first write the product of an arbitrary pair since we will need to consider this
later in the proof:

PxzPx′z′ =

 ∑
y∈V (Y )

Exy ⊗ Fyz

 ∑
y′∈V (Y )

Ex′y′ ⊗ Fy′z′


=

∑
y,y′∈V (Y )

ExyEx′y′ ⊗ FyzFy′z′ .

If x = x′, then ExyEx′y′ = 0 whenever y 6= y′. Therefore

P 2
xz =

∑
y∈V (Y )

ExyExy ⊗ FyzFyz =
∑

y∈V (Y )

Exy ⊗ Fyz = Pxz.

So we have shown that the Pxz are projectors. Now we will show that (Pxz)z∈V (Z) is a
measurement for all x ∈ V (X).∑

z∈V (Z)

Pxz =
∑

z∈V (Z)

∑
y∈V (Y )

Exy ⊗ Fyz

=
∑

y∈V (Y )

∑
z∈V (Z)

Exy ⊗ Fyz

=
∑

y∈V (Y )

Exy ⊗

 ∑
z∈V (Z)

Fyz


=

∑
y∈V (Y )

Exy ⊗ I

= I ⊗ I = I.

Now we only have left to show that the Pxz satisfy the appropriate orthogonality conditions.
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Recalling the expression for PxzPx′z′ given above, if x ∼ x′ and z 6∼ z′, then we have

PxyPx′y′ =
∑

y,y′∈V (Y )

ExyEx′y′ ⊗ FyzFy′z′

=
∑

y∼y′∈V (Y )

ExyEx′y′ ⊗ FyzFy′z′

= 0.

In the above, the second equality follows from the orthogonalities of the Exy’s, and the
third equality follows from the orthogonalities of the Fyz’s. We have shown that the Pxz
give a quantum homomorphism from X to Z and thus X

q−→ Z.

The above lemma and proof holds equally well for infinite graphs. We can avoid an
infinite sum in the definition of the Pxz by only summing over y such that Exy is nonzero.

The next lemma we give shows that quantum homomorphisms cannot map larger com-
plete graphs to smaller ones. It can be shown that if one has a strategy to win the
(Km, Kn)-homomorphism game for m > n, then one can construct a strategy to win the
(X,Kn)-homomorphism game for any graph X. Because of this, the following lemma can
be seen as evidence that quantum homomorphisms do not behave too strangely in com-
parison to homomorphisms. Note that this result was originally given in slightly different
terms in [8].

Lemma 6.6.2. For m,n ∈ N, we have Km
q−→ Kn if and only if m ≤ n.

Proof. If m ≤ n, then Km → Kn and therefore Km
q−→ Kn by Lemma 6.2.1. For the

converse, recall the proof of the clique-coclique bound from Section 6.2. There we showed
that if Y is vertex transitive, then Km

q−→ Y implies that mα(Y ) ≤ |V (Y )|. Therefore, if

Km
q−→ Kn, then m = mα(Kn) ≤ |V (Kn)| = n.

Next we show that if X is a connected graph and Y is such that X
q−→ Y , then

there must exist some component of Y to which X has a quantum homomorphism. For
homomorphisms this is fairly straightforward, since they must map walks to walks and
therefore must preserve connectedness. For quantum homomorphisms it is not so simple,
since it is not even clear if there is something which could be called the image of a quantum
homomorphism.

Lemma 6.6.3. Suppose that X is a connected graph and Y is a graph with components
Y1, . . . , Yn. If X

q−→ Y , then there exists k ∈ [n] such that X
q−→ Yk.
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Proof. IfX is a single vertex then we are done, otherwiseX has an edge. Suppose thatX
q−→

Y and that Exy for x ∈ V (X), y ∈ V (Y ) are projectors giving a quantum homomorphism
from X to Y . For each i ∈ [n] and x ∈ V (X) define, Exi as follows:

Exi =
∑

y∈V (Yi)

Exy.

Since ExyExy′ = 0 for y 6= y′, we have that the Exi are projectors. Furthermore, since the
V (Yi) partition V (Y ), we have that ExiExj = 0 for i 6= j. Now suppose that x′, x′′ ∈ V (X)
are adjacent. Since y 6∼ y′ for y ∈ V (Yi), y

′ ∈ V (Yj), and i 6= j, we have that

Ex′iEx′′j = 0 for all i 6= j.

Since
∑

i∈[n]Ex′i =
∑

j∈[n]Ex′′j = I, the above implies that Ex′i (I − Ex′′i) = 0 and

(I − Ex′i)Ex′′i = 0 for all i ∈ [n]. Therefore, Ex′i = Ex′iEx′′i = Ex′′i. Since X is con-
nected, we further obtain that, for each i ∈ [n], there exists a projector Ei such that
Exi = Ei for all x ∈ V (X).

Since
∑

i∈[n]Ei = I, we can fix a k ∈ [n] such that Ek 6= 0. Then for all x ∈ V (X), y ∈
V (Yk) we have that∑

y∈V (Yk)

Exy = Ek

ExyEx′y′ = 0 if (x = x′ & y 6= y′) or (x ∼ x′ & y 6∼ y′).

Hence, when restricted to the image of Ek, the projectors Exy for x ∈ V (X), y ∈ V (Yk)

satisfy Conditions 6.1 and 6.2. Therefore X
q−→ Yk.

6.7 Vector Colorings

The main goal of this section is to introduce three graph parameters which are defined via
assignments of vectors to vertices of graphs, and then to show that these three parameters
are quantum homomorphism monotone. One of these parameters is equal to the well
known Lovász theta function of the complement, while the other two are variations of this.
One of the variations is the vector chromatic number of [32], though this was actually
introduced many years earlier in both [47] and [37] independently. The other variation is
due to Szegedy in [48].

We begin with the definition of a vector coloring which comes from [32]:
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Definition. Let Sd denote the unit sphere in Rd+1. For a graph X, a map ϕ : V (X)→ Sd
is called a vector k-coloring if whenever x ∼ x′,

ϕ(x)Tϕ(x′) ≤ − 1

k − 1
.

The basic idea of the above definition is that adjacent vertices are assigned vectors
which are “far apart”. A vector coloring can in fact be thought of as a homomorphism
to the infinite graph whose vertices are the elements of Sd such that vectors u and v are
adjacent whenever uTv ≤ −1/(k − 1). Note that k need not be an integer.

A vector coloring, ϕ, such that ϕ(x)Tϕ(x′) = −1/(k− 1) for all x ∼ x′ is called a strict
vector coloring . If ϕ is a strict vector coloring which furthermore satisfies ϕ(x)Tϕ(x′) ≥
−1/(k − 1) for all x, x′ ∈ V (X), then we say that ϕ is a rigid vector coloring . Note that
both strict and rigid vector colorings can be defined in terms of homomorphisms similarly
to how it was done for vector coloring above.

With these three types of colorings defined, we can define the corresponding chromatic
numbers:

Vector chromatic number:

ϑ̄−(X) := minimum k such that X has a vector k-coloring.

Strict vector chromatic number:

ϑ̄(X) := minimum k such that X has a strict vector k-coloring.

Rigid vector chromatic number:

ϑ̄+(X) := minimum k such that X has a rigid vector k-coloring.

Though it is not obvious, the minimums above are in fact always attained for nonempty
graphs. This is a consequence of the fact that they all can be written as semidefinite
programs. For the empty graph, the minimum should be changed to an infimum which
will have value 1 in that case.

The notation above originates from [34], in which Lovász defined his ϑ function. The
strict vector chromatic number is equal to the Lovász ϑ function of the complement [32],
hence the notation ϑ̄(X) = ϑ(X). Similarly, ϑ− is the parameter introduced in [47] and [37],
and ϑ̄−(X) = ϑ−(X). Furthermore, ϑ+ is the parameter introduced in [48], and ϑ̄+(X) =
ϑ+(X). The + and − superscripts are inspired by the fact that ϑ̄−(X) ≤ ϑ̄(X) ≤ ϑ̄+(X)
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for all graphs X. Seeing this is not difficult as any rigid vector k-coloring is also a strict
vector k-coloring, and any strict vector k-coloring is a vector k-coloring.

It is known that all three of these parameters are homomorphism monotone. As a
consequence of this and the fact that ϑ̄−(Kn) = ϑ̄(Kn) = ϑ̄(Kn) = n, we have the following
inequalities:

ω(X) ≤ ϑ̄−(X) ≤ ϑ̄(X) ≤ ϑ̄(X) ≤ χ(X).

We will later see a quantum version of this. The fact that these parameters are ho-
momorphism monotone is not too surprising since they can all be defined in terms of
homomorphisms. However, it is at least somewhat surprising that they are all quantum
homomorphism monotone as well.

Theorem 6.7.1. If X
q−→ Y , then ϑ̄−(X) ≤ ϑ̄−(Y ), ϑ̄(X) ≤ ϑ̄(Y ), and ϑ̄+(X) ≤ ϑ̄+(Y ).

Proof. The proofs for all three are very similar, so we will give the proof for ϑ̄+ and then
note the changes needed for the other proofs.

Suppose that X
q−→ Y and that ϕ is a rigid vector k-coloring of Y . Let vy = ϕ(y) for

all y ∈ V (Y ) and let α = −1/(k − 1). To prove the theorem it suffices to show that X

has a rigid vector k-coloring. Since X
q−→ Y , Lemma 6.2.2 implies that there exist real

projectors Exy in some dimension d that give a quantum homomorphism from X to Y .
For x ∈ V (X), define vectors

ux =
1√
d

∑
y∈V (Y )

vy ⊗ vec(Exy).

Then we have

uTxux′ =
1

d

 ∑
y∈V (Y )

vy ⊗ vec(Exy)

T  ∑
y′∈V (Y )

vy′ ⊗ vec(Ex′y′)


=

1

d

∑
y,y′∈V (Y )

vTy vy′ Tr(ExyEx′y′).
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Since Tr(ExyExy′) = 0 for all y 6= y′, we see that

uTxux =
1

d

∑
y∈V (Y )

vTy vy Tr(ExyExy)

=
1

d
Tr

 ∑
y∈V (Y )

Exy


=

1

d
Tr(I) = 1.

So the ux are unit vectors and now we just need to check that uTxux′ = α whenever x ∼ x′,
and that uTxux′ ≥ α for all x, x′ ∈ V (X). If x ∼ x′, then Tr(ExyEx′y′) = 0 whenever y 6∼ y′

and so

uTxux′ =
1

d

∑
y∼y′

vTy vy′ Tr(ExyEx′y′) =
α

d

∑
y∼y′

Tr(ExyEx′y′)

=
α

d

∑
y,y′∈V (Y )

Tr(ExyEx′y′) =
α

d
Tr

 ∑
y∈V (Y )

Exy

 ∑
y′∈V (Y )

Ex′y′


=
α

d
Tr(Id) = α.

(6.5)

In general, since vTx vx′ ≥ α for all x, x′ ∈ V (X), and Tr(AB) ≥ 0 for any positive semidef-
inite matrices A and B, we have that

uTxux′ ≥
1

d

∑
y,y′∈V (Y )

αTr(ExyEx′y′) = α

as in the above. Therefore ψ : x 7→ ux is a rigid vector k-coloring.

For ϑ̄, the same exact proof works except that one does not need the last part showing
that uTxux′ ≥ α for all x, x′ ∈ V (X). For ϑ̄−, one also does not need this part, but the
second ‘=’ in Equation 6.5 must be replaced with a ‘≤’. Note that this added inequality
uses the fact that Tr(ExyEx′y′) ≥ 0.

Later we will see that this theorem can be used to bound certain parameters, such
as quantum chromatic number, which are defined in terms of quantum homomorphisms.
More generally, if ϑ̄(X) > ϑ̄(Y ) (or similarly for ϑ̄− or ϑ̄+), then we can conclude that

X 6 q−→ Y . Considering that there is no known algorithm for determining whether a graph X
admits a quantum homomorphism to a graph Y , this technique can be a significant help.
This is made even more true by the fact that the parameters ϑ̄−, ϑ̄, ϑ̄+ can be written as
semidefinite programs and thus we are able to compute them efficiently.
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6.8 The Homomorphic Product and Projective Pack-

ings

The definition of a quantum homomorphism from a graph X to a graph Y is phrased in
terms of an assignment of projectors to the set V (X) × V (Y ) satisfying certain condi-
tions. In this section we define a graph product which encodes the necessary orthogonality
conditions of a quantum homomorphism into graph adjacencies. We then show that Con-
dition 6.1 can be replaced with a condition on the sum of the ranks of the projectors giving
a quantum homomorphism. This inspires the definition of a new graph parameter known
as the projective packing number. Later we will see that this parameter is related to the
quantum independence number which we will introduce in Section 6.9.

The graph product we require was originally defined in [26]:

Definition. For graphs X and Y , define their homomorphic product , denoted X n Y , to
be the graph with vertex set V (X) × V (Y ) with distinct vertices (x, y) and (x′, y′) being
adjacent if either x = x′, or x ∼ x′ and y 6∼ y′.

Obviously, the adjacencies of the homomorphic product exactly correspond to the re-
quired orthogonalities of projectors that give a quantum homomorphism. We will see later
that one can relate the existence of a homomorphism from X to Y to the existence of an
independent set of size |V (X)| in X n Y .

When dealing with this product we will often use the following two properties:

K|V (Y )| → X n Y (6.6)

X n Y → K|V (X)|. (6.7)

Both of these follow from the fact that the sets Vx = {(x, y) : y ∈ V (Y )}, for x ∈ V (X),
induce cliques of size |V (Y )| and partition V (X n Y ).

It is an easy observation that for x ∈ V (X), y ∈ V (Y ), projectors Exy ∈ Cd×d give a
quantum homomorphism from X to Y if and only if

ExyEx′y′ = 0, whenever (x, y) ∼ (x′, y′) in X n Y and∑
y∈V (Y )

Exy = I, for all x ∈ V (X).

Note that the second condition above implies that∑
y∈V (Y )

rk(Exy) = d, for all x ∈ V (X),
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and therefore ∑
x∈V (X), y∈V (Y )

rk(Exy) = d|V (X)|.

Somewhat surprisingly, this condition on the sum of the ranks along with the above or-
thogonality conditions is sufficient to guarantee that the projectors give a quantum homo-
morphism.

Lemma 6.8.1. If X and Y are graphs, then X
q−→ Y if and only if there exist projectors

Exy ∈ Cd×d for x ∈ V (X), y ∈ V (Y ) such that

ExyEx′y′ = 0, whenever (x, y) ∼ (x′, y′) in X n Y, and∑
x∈V (X),y∈V (Y )

rk(Exy) = d|V (X)|.

Proof. We have already proven the only if direction, so it remains to show the if direction.
For this it suffices to show that if Exy for x ∈ V (X), y ∈ V (Y ) satisfy the above two
conditions, then ∑

y∈V (Y )

Exy = I for all x ∈ V (X).

For a fixed x ∈ V (X), the vertices {(x, y) : y ∈ V (Y )} are pairwise adjacent and thus the
projectors Exy for y ∈ V (Y ) are pairwise orthogonal. Due to this,∑

y∈V (Y )

rk(Exy) ≤ d for all x ∈ V (X).

However, we have assumed that ∑
x∈V (X), y∈V (Y )

rk(Exy) = d|V (X)|,

and thus the above inequality must hold with equality for all x ∈ V (X). But since the Exy
for fixed x ∈ V (X) are pairwise orthogonal, this implies the desired condition.

The above lemma motivates the following definition:

Definition. An assignment of projectors in Cd×d to the vertices of a graph X such that
adjacent vertices receive orthogonal projectors is a projective packing of X. The value of
a projective packing is the sum of the ranks of the projectors divided by d. The projective
packing number of a graph X, denoted α̃(X) is the supremum of the values of projective
packings of X.
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Note that by the transformation given in the proof of Lemma 6.2.2, the value of α̃
does not change if we restrict to real matrices. Also note that if X is a graph with an
independent set S, then assigning the identity matrix to every vertex of S and the zero
matrix to all other vertices gives a projective packing of value |S|. This implies that
α(X) ≤ α̃(X) for all graphs X. We will be particularly interested in projective packings
of X n Y , and so it is useful to consider what the largest possible value of a projective
packing of this graph is. For a fixed x ∈ V (X), the set Vx = {(x, y) : y ∈ V (Y )} is a
clique in X n Y and thus the projectors assigned to these vertices in a projective packing
must be pairwise orthogonal and thus the sum of their ranks is at most d. Therefore, the
maximum value of any projective packing of X n Y is at most |V (X)|.

Using the terminology of projective packings, Lemma 6.8.1 can be succinctly written
as: “X

q−→ Y if and only if there exists a projective packing of X n Y of value |V (X)|.”
Unfortunately we cannot say that the latter is equivalent to α̃(X n Y ) = |V (X)|, since it
is not clear that the supremum in the definition of α̃ is always attained.

We will also consider the projective packing number of the complement of a graph X,
which we denote as ω̃(X) := α̃(X). In a projective packing of X, we assign projectors
Ex ∈ Cd×d to the vertices of X such that distinct nonadjacent vertices receive orthogonal
projectors. This implies that the projectors assigned the vertices of an independent set of
X are pairwise orthogonal. Therefore,∑

x∈S

rk(Ex) ≤ d

for any independent set of X. If we replaced the projector Ex assigned to vertex x with
the weight wx = rk(Ex)/d for all x ∈ V (X), then we would have that∑

x∈S

wx ≤ 1

for all independent set S of X. The reader may recall that this is exactly the condition
required for a fractional clique of X. Furthermore, the value of this fractional clique is∑

x∈V (X)

wx =
∑

x∈V (X)

rk(Ex)

d
,

which is simply the value of the projective packing of X. This implies that ω̃(X) ≤ χf (X).
However, we can actually do better than this. We will show that α̃(X) ≤ ϑ−(X), but we
need the following semidefinite programming definition of ϑ− to do so. Below, J refers to
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the all ones matrix, A refers to the adjacency matrix of X, while A refers to the adjacency
matrix of X, and ◦ denotes the entry-wise or Schur product. Also, P � 0 denotes that P
is positive semidefinite, while P ≥ 0 denotes that every entry of P is nonnegative.

PRIMAL DUAL

ϑ−(X) = max Tr(JP )
s.t. P ◦ A = 0

Tr(P ) = 1
P ≥ 0
P � 0

= min λ
s.t. Q ◦ I = (λ− 1)I

Q ◦ A ≤ −A
Q � 0.

The primal SDP above is the original definition given by Schrijver in [47]. There is
not a straightforward way to see that this definition (after taking complements) is equiv-
alent to the vector coloring definition of ϑ̄−. However, Schrijver also gave the above dual
semidefinite program and showed that strong duality holds. Using this, one can recover
a vector coloring of X from a solution to the dual above by normalizing the vectors for
which Q is a Gram matrix.

We are now able to prove the following:

Lemma 6.8.2. For any graph X,

α̃(X) ≤ ϑ−(X).

Proof. Suppose that assigning the projector Ex ∈ Cd×d to x for each x ∈ V (X) is a
projective packing of X. We must find a solution to the above SDP which has objective
value at least that of this projective packing. Define

E =
∑

x∈V (X)

Ex.

Recall that the rank of a projector is equal to its trace and thus the value of the projective
packing is

1

d

∑
x∈V (X)

rk(Ex) =
1

d

∑
x∈V (X)

Tr(Ex) =
1

d
Tr

 ∑
x∈V (X)

Ex

 =
Tr(E)

d
.

Consider the matrix M whose xx′-entry is

vec(Ex)
T vec(Ex′) = Tr(ExEx′).
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We will show that some positive multiple of M is a feasible solution to the SDP for ϑ−

with objective value at least Tr(E)/d. First, since M is a Gram matrix, it is positive
semidefinite. Second, since Tr(AB) ≥ 0 for any positive semidefinite matrices A and B,
we have that M ≥ 0. Furthermore, for x ∼ x′, we have that

Mxx′ = Tr(ExEx′) = 0

by the definition of projective packing.

Note that multiplying by a positive constant does not change any of these three facts.
The expression Tr(JM) is equal to the sum of the entries of M , and therefore

Tr(JM) =
∑

x,x′∈V (X)

Tr(ExEx′) = Tr

 ∑
x,x′∈V (X)

ExEx′

 = Tr

 ∑
x∈V (X)

Ex

2 = Tr(E2).

Also,

Tr(M) =
∑

x∈V (X)

Tr(ExEx) =
∑

x∈V (X)

Tr(Ex) = Tr(E).

Thus, P = M/Tr(E) is a feasible solution to the SDP, and it remains to check its objective
value. Since Tr(JM) = Tr(E2), we have that

Tr(JP ) =
Tr(E2)

Tr(E)
.

We need that Tr(JP ) ≥ Tr(E)/d and thus we must show that

Tr(E2) ≥ (Tr(E))2

d
.

Recall that the trace of a matrix is equal to the sum of its eigenvalues. If λ1, λ2, . . . , λd are
the eigenvalues of E including multiplicities, then λ21, λ

2
2, . . . , λ

2
d are the eigenvalues of E2.

So it is equivalent to show that

d∑
i=1

λ2i ≥

(∑d
i=1 λi

)2
d

.

But this inequality can be proved by applying Cauchy-Schwarz to the vector (λ1, . . . , λd)
and the all ones vector.

The above lemma gives us the following corollary:
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Corollary 6.8.3. If X
q−→ Y , then

ϑ−(X n Y ) = |V (X)|.

Proof. First note that by property 6.7 of the homomorphic product, we have that

ϑ−(X n Y ) = ϑ̄−(X n Y ) ≤ χ(X n Y ) ≤ |V (X)|

for any graphs X and Y . Now suppose that X
q−→ Y . By prior discussions we know that

α̃(X n Y ) = |V (X)|, and thus by Lemma 6.8.2 we have

ϑ−(X n Y ) ≥ α̃(X n Y ) = |V (X)|.

Obviously, the above lemma is weaker than the fact that X
q−→ Y implies that α̃(X n

Y ) = |V (X)|, but since ϑ− is efficiently computable the above lemma is probably of more
practical use.

The parameter α̃ is not homomorphism monotone. This is most easily seen by adding
isolated vertices to a graph and considering how this effects the value of α̃. However, ω̃ is
homomorphism monotone, and is even quantum homomorphism monotone:

Theorem 6.8.4. Let X and Y be graphs. If X
q−→ Y and X has a projective packing of

value γ, then Y has a projective packing of value γ and thus

ω̃(X) ≤ ω̃(Y ).

Proof. Suppose that Exy ∈ Cd1×d1 for x ∈ V (X), y ∈ V (Y ) are projectors which give a
quantum homomorphism from X to Y . Also, let Fx ∈ Cd2×d2 for x ∈ V (X) be a projective
packing of X with value γ. We will construct a projective packing of Y with value γ.
Define

Py =
∑

x∈V (X)

Exy ⊗ Fx

for all y ∈ V (Y ). For y, y′ ∈ V (Y ) we have

PyPy′ =

 ∑
x∈V (X)

Exy ⊗ Fx

 ∑
x′∈V (X)

Ex′y′ ⊗ Fx′


=

∑
x,x′∈V (X)

ExyEx′y′ ⊗ FxFx′ .
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Suppose that y = y′. If x 6= x′, then either x 6∼ x′ in X and thus FxFx′ = 0, or x ∼ x′ in
X and ExyEx′y = 0. Therefore,

PyPy =
∑

x∈V (X)

ExyExy ⊗ FxFx = Py,

and thus Py is a projector since it is clearly Hermitian. Note that this argument also
showed that the Py are the sum of pairwise orthogonal projectors, and thus has rank equal
to the sum of their ranks.

Now suppose that y 6= y′ and y 6∼ y′ in Y . If x = x′ or x ∼ x′ in X, then ExyEx′y′ = 0,
and if x 6= x′ and x 6∼ x′ in X, then FxFx′ = 0. Therefore, for y ∼ y′ in Y , we have that
PyPy′ = 0. This shows that the Py are a projective packing.

Considering the value of this projective packing we see that

∑
y∈V (Y )

rk(Py) =
∑

y∈V (Y )

rk

 ∑
x∈V (X)

Exy ⊗ Fx


=

∑
x∈V (X), y∈V (Y )

rk(Exy) rk(Fx)

=
∑

x∈V (X)

rk(Fx)
∑

y∈V (Y )

rk(Exy)

=
∑

x∈V (X)

rk(Fx)d1

= γd2d1.

Therefore, the projective packing Py has value γd1d2/d1d2 = γ, and we are done.

6.9 Defining Quantum Parameters

In Section 2.3 we saw several examples of parameters which can be defined in terms of
homomorphisms, such as chromatic, clique, and independence numbers. We also saw that
ϑ̄−, ϑ̄, and ϑ̄+ can be defined in terms of homomorphisms in Section 6.7. Now that we
have defined quantum homomorphisms, it is natural to define quantum analogs of these
parameters by simply replacing “homomorphism” with “quantum homomorphism” in the
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definition. Here we consider the following parameters which were originally introduced by
Mančinska and Roberson in [42]:

quantum chromatic number: χq(X) := min{n ∈ N : X
q−→ Kn};

quantum clique number: ωq(X) := max{n ∈ N : Kn
q−→ X};

quantum independence number: αq(X) := ωq(X);

quantum odd girth: ogq(X) := min{n ∈ N, n odd : Cn
q−→ X}.

Note that the above definitions of quantum clique and independence numbers are different
from those given in [4] and [12]. The quantum clique number of [4] and the various
independence numbers of [12] are defined in terms of the amount of quantum or classical
information one can send over a quantum channel, and are therefore more analogous to
capacities than our notion of quantum independence number. On the other hand, the
definition of quantum chromatic number given above is equivalent to the definition given
in previous works such as [3, 8, 16, 45, 36]. There they defined χq in terms of the graph
coloring game, but as we mentioned above, this is simply the (X, Y )-homomorphism game
with Y being a complete graph.

In the next few sections we will investigate these parameters in greater detail, specif-
ically the quantum chromatic and quantum independence numbers. Here we will discuss
some of their basic properties, and how they relate to quantum homomorphisms.

If X and Y are graphs such that X
q−→ Y , and c = χq(Y ), then we have that

X
q−→ Y

q−→ Kc and thus X
q−→ Kc. Therefore we have that χq(X) ≤ χq(Y ). In other

words, χq is quantum homomorphism monotone. Similarly, one can see that ωq is quantum
homomorphism monotone. Furthermore, ogq and αq relate to quantum homomorphisms
in the same way that their classical counterparts do.

Since X → Y implies that X
q−→ Y , we have that ω(X) ≤ ωq(X) and χq(X) ≤ χ(X) for

all graphs X, and similarly for other quantum parameters. Furthermore, by Lemma 6.6.2
we can see that ωq(X) ≤ χq(X), analogously to their non-quantum versions.

One might wonder why we have not defined quantum versions of ϑ̄−, ϑ̄, and ϑ̄+. We
mentioned above that these parameters can be defined in terms of homomorphisms to
certain classes of graphs, and thus we could define their quantum analogs by simply re-
placing “homomorphism” with “quantum homomorphism” as we did above. However,
Theorem 6.7.1 is actually equivalent to the fact that ϑ̄−, ϑ̄, and ϑ̄+ are equal to their
quantum analogs.
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6.10 Quantum Chromatic Number

As the quantum chromatic number and quantum colorings were precursors to quantum
homomorphisms, these special cases have already been relatively well-studied [3, 8, 16,
45, 36]. In particular, a family of graphs exhibiting an exponential separation between
quantum and classical chromatic numbers is known [5, 6, 3]. Furthermore, the quantum
colorings of these graphs use only rank one projectors. In [8], Cameron et. al. show that
when restricted to using rank one projectors, larger than exponential separations cannot
be achieved, and thus the above separation is best possible in this case. However, in [16] it
is shown that rank one projectors are not always sufficient to attain χq(X), and therefore it
may be possible to have larger separations in general. In particular, it is not known if there
exists a sequence of graphs Xn for which limn→∞ χ(Xn) = ∞ but limn→∞ χq(Xn) < ∞.
Another fundamental question regarding quantum colorings which is still open, is whether
determining if a graph has a quantum n-coloring is decidable. Hopefully, the study of
quantum homomorphisms in general can help answer these and other questions regarding
quantum colorings.

Our main result concerning quantum chromatic number is the following lower bound
which is a direct consequence of Theorem 6.7.1:

Corollary 6.10.1. For any graph X,

ϑ̄+(X) ≤ χq(X).

Proof. Let c = χq(X). Then X
q−→ Kc and by Theorem 6.7.1, ϑ̄+(X) ≤ ϑ̄+(Kc) = c.

The author originally proved the above lower bound, as well as Theorem 6.7.1, for ϑ̄
only. At the time, this was a new and best lower bound on χq

1. However, J. Briët, H.
Buhrman, M. Laurent, and T. Piovesan later showed that ϑ̄+ is a lower bound on another
parameter which also lower bounds χq, implying the above corollary. The author then
extended Theorem 6.7.1 to ϑ̄− and ϑ̄+ which gives the above proof of the corollary.

The above lower bound is of great practical use, since ϑ̄+ can be written as a semidefinite
program and can be computed efficiently [22]. This is particularly nice since it is not even
known if there exists an algorithm which computes χq(X) in finite time.

We now use this lower bound to compute the exact value of the quantum chromatic
number for a well-known class of graphs. We will actually use ϑ̄ instead of ϑ̄+, but this
suffices in this case. For n ∈ N, let Ωn be the graph whose vertices are the ±1 vectors of

1This had also been proved (but not published) by M. Laurent, G. Scarpa, and A. Varvitsiotis.
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length n with orthogonal vectors being adjacent. We only consider the case when 4|n, since
otherwise Ωn is either empty or bipartite. In such a case, a result of Frankl and Rödl [15]
implies that χ(Ωn) is exponential in n. On the other hand, it is known that χq(Ωn) ≤ n
for all n ∈ N [3]. However, it remained unknown whether this inequality is tight for 4|n.
To show this, we first compute ϑ̄(Ωn) for 4|n.

Lemma 6.10.2. If n is divisible by 4, then ϑ̄(Ωn) = n.

Proof.2 Let n = 4m. In [34], it was shown that if X is regular (all vertices have equal
degree) and edge transitive, then

ϑ(X) = |V (X)| λmin

λmin − λmax

where λmax and λmin are the largest and smallest eigenvalues of the adjacency matrix of X,
respectively. Since Ωn is regular and edge transitive, we can use this equality to compute
ϑ(Ωn). The maximum eigenvalue of a regular graph is just the degree of the graph, and so
for Ωn this is equal to

(
4m
2m

)
. The minimum eigenvalue of Ωn for 4|n was computed in [18]

and is equal to −
(
4m
2m

)
/(4m− 1). Therefore,

ϑ(Ωn) = 2n
− (4m

2m)
4m−1

− (4m
2m)

4m−1 −
(
4m
2m

) = 2n
1

1 + (4m− 1)
=

2n

n
.

Another result from [34] states that for a vertex transitive graph X,

ϑ(X)ϑ̄(X) = |V (X)|.

Since Ωn is vertex transitive as well, we obtain that

ϑ̄(Ωn) = n

as desired.

Combining the above with Corollary 6.10.1 yields the following:

Corollary 6.10.3. If n is divisible by 4, then χq(Ωn) = n.

Curiously, {Ω4n}n∈N is an infinite family of graphs for which the quantum chromatic
number is known exactly, while the chromatic number remains unknown (for n > 2). The
above two results are joint work with Laura Mančinska.

2This proof is a minor modification of a proof from unpublished notes of Simone Severini.
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6.11 Quantum Independence Number

In the previous section we saw examples of graphs X such that X
q−→ Kn but X 6→ Kn

for some n ∈ N. In this section, we will see examples of graphs Z such that Km
q−→ Z but

Km 6→ Z for some m ∈ N, i.e. ω(Z) < ωq(Z). We will actually phrase our results in terms
of independence numbers as opposed to clique numbers for reasons which will become clear
below. Our main result will be that for any two graphs X and Y such that X

q−→ Y but
X 6→ Y , we have that α(X n Y ) < αq(X n Y ) = |V (X)|. In order to show this, we
first show that the projective packing number upper bounds the quantum independence
number.

Lemma 6.11.1. If X is a graph, then X has a projective packing of value αq(X) and
therefore

αq(X) ≤ α̃(X).

Proof. Suppose that m = αq(X), and thus Km
q−→ X. Note that Km has a projective

packing of value m given by assigning the identity matrix to every vertex. Therefore by
Theorem 6.8.4, X has a projective packing of value m.

Applying Lemma 6.8.2 immediately gives us the following corollary:

Corollary 6.11.2. For any graph X,

αq(X) ≤ ϑ−(X) and ωq(X) ≤ ϑ̄−(X).

We note that the above corollary also follows easily from the monotonicity of ϑ̄− with
respect to quantum homomorphisms. As with Corollary 6.8.3, the above corollary is weaker
than its preceding lemma, but perhaps of more practical use.

The next result is the solution to Exercise 7 in Chapter 2 of [26], and is likely the
original motivation for the definition of the homomorphic product.

Lemma 6.11.3. For graphs X and Y , we have that X → Y if and only if α(X n Y ) =
|V (X)|.

Proof. Let m = |V (X)| and n = |V (Y )| and note that

α(X n Y ) = ω(X n Y ) ≤ χ(X n Y ) ≤ m
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by Property (6.7). So α(X n Y ) = m if and only if X n Y has an independent set of size
m.

Suppose that ϕ : X → Y is a homomorphism. Let Sϕ = {(x, ϕ(x)) : x ∈ V (X)}. Note
that |Sϕ| = m. For x, x′ ∈ V (X), either x 6∼ x′ or x ∼ x′. In the former case, it is easy to
see that (x, ϕ(X)) 6∼ (x′, ϕ(x′)) in XnY . In the latter case, the vertices ϕ(x) and ϕ(x′) are
adjacent in Y and thus (x, ϕ(x)) 6∼ (x′, ϕ(x′)) in X n Y . Therefore, Sϕ is an independent
set of size m in X n Y .

Conversely, let S be an independent set of size m in X n Y . Since the set {(x, y) :
y ∈ V (Y )} induces a clique for all x ∈ V (X), and there are m such sets partitioning
V (X n Y ), there must be exactly one vertex of S whose first coordinate is x for every
x ∈ V (X). Define φ : V (X)→ V (Y ) as follows:

φ(x) = y for the unique y such that (x, y) ∈ S.

It is straightforward to check that φ is a homomorphism.

Somewhat surprisingly, we are able to prove a quantum analog of the above lemma.
The “only if” direction of the lemma below is joint work with Laura Mančinska, as is the
corollary following it.

Lemma 6.11.4. For graphs X and Y , we have that X
q−→ Y if and only if αq(X n Y ) =

|V (X)|.

Proof. Let m = |V (X)|. Note that

αq(X n Y ) ≤ α̃(X n Y ) ≤ m

as discussed above. So αq(X n Y ) = m if and only if Km
q−→ X n Y . Suppose that

X
q−→ Y and that Exy for x ∈ V (X), y ∈ V (Y ) are projectors which give a quantum

homomorphism from X to Y . We must use these to construct projectors which give a
quantum homomorphism from Km to X n Y . Since m = |V (X)|, we may assume that Km

and X have the same vertex set. For all x1, x2 ∈ V (X) and y ∈ V (Y ), define Fx1(x2,y) as
follows:

Fx1(x2,y) =

{
Ex1y if x1 = x2
0 o.w.

It is easy to see that the Fx1(x2,y) are projectors, and that∑
(x,y)∈V (XnY )

Fx1(x,y) = I
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for all x1 ∈ V (Km) = V (X). So we only need to show that Fx1(x2,y)Fx′1(x′2,y′) = 0 whenever

x1 ∼ x′1 in Km and (x2, y) 6∼ (x′2, y
′) in X n Y . This trivially holds whenever x1 6= x2 or

x′1 6= x′2, so we may assume that x1 = x2 = x and x′1 = x′2 = x′ for some x, x′ ∈ V (X).
In this case, Fx1(x2,y)Fx′1(x′2,y′) = ExyEx′y′ . If x ∼ x′ in Km, then x 6= x′. Given this, if

(x, y) 6∼ (x′, y′) in X n Y , then (x, y) ∼ (x′, y′) in X n Y and thus x ∼ x′ in X and y 6∼ y′

in Y . However, this implies that ExyEx′y′ = 0 as desired. Therefore, Km
q−→ X n Y and

thus αq(X n Y ) = m.

Conversely, suppose that αq(X n Y ) = |V (X)|. By Lemma 6.11.1, there exists a

projective packing of X n Y of value |V (X)| and therefore X
q−→ Y .

As a consequence of the above two lemmas, we have the following:

Corollary 6.11.5. If X
q−→ Y but X 6→ Y , then

α(X n Y ) < αq(X n Y ) = |V (X)|.

Proof. If X
q−→ Y , then αq(X n Y ) = |V (X)| by Lemma 6.11.4. On the other hand, since

X 6→ Y we have that α(X n Y ) < |V (X)| by Lemma 6.11.3.

With this corollary we can convert the separation between quantum and classical chro-
matic number given in the previous section into a separation between quantum and classical
independence numbers. However, the above corollary does not tell us anything about the
size of this separation. Since the separation for chromatic numbers was large, we would
like the separation for independence numbers to be large as well. Though we will not do
so here, we note that a large separation can be obtained by noting that X nKn = X �Kn

and applying a result of Vizing’s which states that for any graphs X and Y ,

α(X � Y ) ≤ min{α(X)|V (Y )|, α(Y )|V (X)|}.

The full proof uses a result of Frankl and Rödl [15] which bounds the size of independent
sets of Ω4n, and can be found in [42].

6.12 No Quantum No-Homomorphism Lemma

In this section we give a simple proof of the quantum clique-coclique bound, and briefly
discuss why a quantum version of the no-homomorphism lemma does not hold.

Lemma 6.12.1. If X is a vertex transitive graph, then

αq(X)ωq(X) ≤ |V (X)|.
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Proof. In [34], it is shown that ϑ(X)ϑ̄(X) = |V (X)| for any vertex transitive graph X.
Applying Corollary 6.11.2 we have

αq(X)ωq(X) ≤ ϑ(X)ϑ̄(X) = |V (X)|.

There is actually a nice direct proof of the above which uses the (Km, X)- and (Kn, X)-
homomorphism games for m = ωq(X) and n = αq(X). One can combine winning strategies
for these games to construct a winning strategy for the (Kmn, K|V (X)|)-homomorphism game
thus proving the result. The technique for combining the two strategies is similar to the
proof of Lemma 2.7.2 given in Section 2.8.

Recall from Section 2.7 that the clique-coclique bound is a special case of the no-
homomorphism lemma. Since a quantum version of the clique-coclique bound holds, it is
natural to ask whether a quantum version of the no-homomorphism lemma holds as well.
There are perhaps several ways to formulate a quantum analog of the no-homomorphism
lemma, but here we will consider the following: If Y is a vertex transitive graph and
X

q−→ Y , then
αq(X)

|V (X)|
≥ αq(Y )

|V (Y )|
.

The quantum clique-coclique bound is the special case of the above where X is a complete
graph. If the above holds, then it must hold when Y is a complete graph, in which case
we obtain the following: If X

q−→ Kn, then

αq(X)

|V (X)|
≥ 1

n
.

Letting n = χq(X), one can rearrange the above to obtain

χq(X) ≥ |V (X)|
αq(X)

,

which can be viewed as a quantum analog of the well-known “trivial” lower bound on
chromatic number. It turns out that even this special case of the possible quantum no-
homomorphism lemma does not hold. The counterexample is a graph we have already
seen, the graph Ωn.

Since χq(Ωn) = n for 4|n, if the above quantum version of the no-homomorphism lemma
were true, then we would have that αq(Ωn) ≥ 2n/n whenever 4|n. However, for 4|n

αq(Ωn) ≤ ϑ(Ωn) = 2n/n.
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Since αq(Ωn) must be an integer, if n is a multiple of four and not a power of two, then
αq(Ωn) < 2n/n contradicting the above quantum analog of the no-homomorphism lemma.

The fact that we cannot even say that χq(X) ≥ |V (X)|/αq(X) is a little surprising given
the other ways in which quantum homomorphisms behave similarly to homomorphisms.
However, in Section 6.13 we will introduce a parameter which is defined similarly to χq
but does satisfy the above inequality with αq replaced with α̃.

6.13 Projective Rank

Here we will introduce a new graph parameter, projective rank, which is closely connected
to both α̃ and χq. The definitions of projective representations and projective rank given
below were originally given in [42] and are a joint work with Laura Mančinska.

Recall from Lemma 6.2.3 that X
q−→ Y if and only if there exists d ∈ N and projectors

Exy ∈ Cd×d for x ∈ V (X), y ∈ V (Y ) which give a quantum homomorphism from X to
Y and all have the same rank. Suppose that such projectors have rank r. Recall that for
each x ∈ V (X) we have ∑

y∈V (Y )

Exy = I.

Since the terms in the above sum are pairwise orthogonal, this is equivalent to∑
y∈V (Y )

rk(Exy) = d.

Since rk(Exy) = r for all x ∈ V (X) and y ∈ V (Y ), this is equivalent to d = r|V (Y )|.
Therefore, we can replace the summing to identity requirement with the requirement that
d = r|V (Y )|. Since the orthogonality requirements for the Exy correspond to the adja-
cencies in X n Y , as discussed in Section 6.8, we have the following observation: There
exists a quantum homomorphism from a graph X to vertex transitive graph Y if and only
if there exists an assignment of rank r projectors of Cd×d to the vertices of X n Y such
that adjacent vertices receive orthogonal projectors and d = r|V (Y )|. This observation
motivates the following definition.

Definition. A d/r-projective representation (or simply a d/r-representation) of a graph
X is an assignment of rank r projectors in Cd×d to the vertices of X such that adjacent
vertices are assigned orthogonal projectors. We say that the value of a d/r-representation
is the rational number d

r
.
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Note that a 3/1-representation is not a 6/2-representation, though they do have the
same value, namely 3. In the language of projective representations, we can rephrase
the above observation as follows: A graph X has a quantum homomorphism to a vertex
transitive graph Y if and only if X nY has a d/r-representation for some d, r ∈ N of value
|V (Y )|. As the graph X n Y always contains a clique of size |V (Y )|, it is easy to see that
this is the smallest possible value of any projective representation of XnY . This prompts
the definition of projective rank:

Definition. The projective rank of a graph X, denoted ξf (X), is given by

ξf (X) = inf

{
d

r
: X has a d/r-representation

}
.

The reader may have noticed that a projective representation is simply a projective
packing with the extra condition that all projectors must have the same rank. This is
correct, though the value of a d/r-representation of a graph X is d/r while the same
assignment of projectors viewed as a projective packing would have value r|V (X)|/d. The
reason we define such seemingly similar parameters is that one of them behaves as a
type of independence number while the other behaves like a chromatic number. In fact,
the following lemma shows that these two parameters share the same relationship that
independence number and fractional chromatic number share.

Lemma 6.13.1. For any graph X,

ξf (X) ≥ |V (X)|
α̃(X)

.

Furthermore, if X is vertex transitive then equality holds.

Proof. As noted above, a d/r-representation is also a projective packing of value

r|V (X)|
d

=
|V (X)|
d/r

.

This implies that α̃(X) ≥ |V (X)|/ξf (X) which gives the above inequality.

To prove that equality holds when X is vertex transitive, it suffices to show that if X
has a projective packing of value γ, then it has a projective packing of value γ in which all
of the projectors have the same rank. This we proceed to do.

Suppose that x 7→ Ex ∈ Cd×d for x ∈ V (X) is a projective packing of value γ. Consider
the rows and columns of |Aut(X)| × |Aut(X)| matrices as being indexed by the elements
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of Aut(X). For each σ ∈ Aut(X), let Mσ be the matrix whose σσ-entry is 1 and all other
entries are 0. Note that MσMσ′ = δσσ′Mσ, where δσσ′ is the Kronecker delta function. For
all x ∈ V (X), let

Fx =
∑

σ∈Aut(X)

Eσ(x) ⊗Mσ.

We claim that this is a projective packing of X of value γ such the Fx all have the same
rank. First note that the terms in the sum defining Fx are pairwise orthogonal due to the
property of the Mσ’s noted above. Therefore, the Fx are projectors. For x ∼ x′ ∈ V (X),

FxFx′ =
∑

σ,σ′∈Aut(X)

Eσ(x)Eσ′(x′) ⊗MσMσ′

=
∑

σ∈Aut(X)

Eσ(x)Eσ(x′) ⊗Mσ

= 0

since σ preserves adjacency. Now consider the rank of Fx:

rk(Fx) = rk

 ∑
σ∈Aut(X)

Eσ(x) ⊗Mσ


=

∑
σ∈Aut(X)

rk(Eσ(x)) rk(Mσ)

=
∑

σ∈Aut(X)

rk(Eσ(x)).

Since X is vertex transitive, this does not depend on x, and so all of the projectors have
the same rank. If we let R = γd, then R is equal to the sum of the ranks of the Ex.
Considering the sum of the ranks of the Fx, we see that∑

x∈V (X)

rk(Fx) =
∑

x∈V (X)

∑
σ∈Aut(X)

rk(Eσ(x))

=
∑

σ∈Aut(X)

∑
x∈V (X)

rk(Eσ(x))

=
∑

σ∈Aut(X)

R

= R|Aut(X)|.
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As the Fx are d|Aut(X)| × d|Aut(X)| matrices, they give a projective packing of value

R|Aut(X)|
d|Aut(X)|

=
R

d
= γ.

As a corollary to the above and Lemma 6.11.1, we have the following:

Corollary 6.13.2. If X is a vertex transitive graph, then

ξf (X) ≤ |V (X)|
αq(X)

.

Projective rank also relates well to some previously known parameters. An orthogonal
representation of a graph is an assignment of nonzero vectors to its vertices such that
adjacent vertices receive orthogonal vectors. The minimum dimension in which there exists
an orthogonal representation of a graph X is known as its orthogonal rank , and is denoted
by ξ(X). This parameter is investigated in various papers including [8], in which they
relate it to the “rank-1 quantum chromatic number”. Clearly, a projective representation
using rank 1 projectors is equivalent to an orthogonal representation, and one can think of
projective rank as a fractional version of orthogonal rank. Due to this, we have that

ξf (X) ≤ ξ(X)

for all graphs X.

One can also think of projective rank as a subspace version of fractional chromatic
number. A homomorphism from X to Kd:r can be transformed into a d/r-projective
representation by simply mapping an r-subset, S, of [d] to the projection onto span{ei ∈
Cd : i ∈ S}, where ei is the ith standard basis vector. Since the fractional chromatic
number of a graph X is the minimum value of d/r such that X → Kd:r, we see that

ξf (X) ≤ χf (X)

for all graphs X.

Slightly less trivially, we have the following Lemma which is joint work with Laura
Mančinska:
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Lemma 6.13.3. For any graph X,

ξf (X) ≤ χq(X).

Proof. Suppose that X has a quantum n-coloring, i.e. a quantum homomorphism to Kn.
Since Kn is vertex transitive, this implies that there exist rank r projectors, Exi ∈ Cnr×nr,
which give a quantum homomorphism from X to Kn. From the orthogonality requirements
on the Exi, we see that Ex1Ex′1 = 0 whenever x ∼ x′. Therefore the projectors Ex1 for
x ∈ V (X) give a projective representation of X of value nr

r
= n. Therefore ξf (X) ≤ n.

The above lemma is also implied by the fact that projective rank is quantum homo-
morphism monotone, which we will prove in the next section.

6.14 Relation to ϑ̄+ and Monotonicity of Projective

Rank

In the previous section we saw that ξf (X) ≤ ξ(X) and ξf (X) ≤ χf (X) for all graphs X.
It was shown in [34] that these inequalities also hold when ξf is replaced by ϑ̄. So it is
natural to consider whether ξf and ϑ̄ compare in some nice way. We will show that they
do, and in fact that ϑ̄+(X) ≤ ξf (X) for all graphs X. To do so, we first note that, as with
projective packings, we do not change the value of projective rank by restricting to real
matrices, since we can use the same transformation given in Lemma 6.2.2.

Lemma 6.14.1. For any graph X,

ϑ̄+(X) ≤ ξf (X).

Proof. Suppose that x 7→ Ex for x ∈ V (X) is a d/r-representation of X using real matrices.
For each x ∈ V (X), let

vx =
1√
r

vec(Ex)−
√
r

d
vec(I),

where I is the d×d identity. Note that these are not unit vectors. We will show that, after
normalization, these vectors give a rigid vector d

r
-coloring. We will not normalize until the

end, since it keeps the computations a little cleaner.

Recall from the definition of rigid vector colorings, we must show that the inner product
of two vectors assigned to adjacent vertices is − 1

d/r−1 , and that any two vectors assigned
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to the vertices of X have inner product at least this value. For arbitrary x, x′ ∈ V (X),

vTx vx′ =

(
1√
r

vec(Ex)−
√
r

d
vec(I)

)T (
1√
r

vec(Ex′)−
√
r

d
vec(I)

)
=

1

r
Tr(ExEx′)−

1

d
Tr(Ex)−

1

d
Tr(Ex′) +

r

d2
Tr(I)

=
1

r
Tr(ExEx′)−

r

d
− r

d
+
r

d

=
1

r
Tr(ExEx′)−

r

d
.

If x ∼ x′, then Tr(ExEx′) = 0 and so vTx vx′ = −r/d in this case. Since the Ex’s are positive
semidefinite, vTx vx′ is at least −r/d for any x, x′ ∈ V (X). If x = x′, then

Tr(ExEx′) = Tr(E2
x) = Tr(Ex) = r,

and so ||vx||2 = 1 − r/d = (d − r)/d. Therefore, after we normalize, the inner product of
any two vectors assigned to adjacent vertices of X will be

−r
d
· d

d− r
= − r

d− r
= − 1

d/r − 1
.

Furthermore, the inner product of any two vectors assigned to the vertices of X is at least
this value.

Since X
q−→ Y for vertex transitive Y if and only if XnY has a projective representation

of value |V (Y )|, we obtain a corollary to the above lemma similar to Corollary 6.8.3 to
Lemma 6.8.2.

Corollary 6.14.2. If X
q−→ Y , then

ϑ̄+(X n Y ) = |V (Y )|.

The reader may have noticed that the projective rank of a graph can be naturally
defined in terms of homomorphisms. Indeed, if Ω(r, d) is the infinite graph whose vertices
are the rank r projectors in Cd×d such that orthogonal projectors are adjacent, then X has
a d/r-representation if and only if X → Ω(r, d). Thinking of things in this way makes it
easy to see that ξf is homomorphism monotone, however we can actually show that it is
in fact quantum homomorphism monotone.
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Theorem 6.14.3. If X
q−→ Y , and Y has a projective representation of value γ ∈ Q, then

X has a projective representation of value γ. Therefore, ξf (X) ≤ ξf (Y ).

Proof. Suppose that X
q−→ Y , and that Exy ∈ Cd′×d′ for x ∈ V (X), y ∈ V (Y ) are the

projectors which give the quantum homomorphism. Furthermore, let y 7→ Fy for y ∈ V (Y )
be a d/r-representation of Y . Define Px for x ∈ V (X) as follows:

Px =
∑

y∈V (Y )

Exy ⊗ Fy.

We will show that this is a projective representation of value d
r

for X. First we must check
that the Px are projectors. Since each term in the above sum is a projector, it suffices to
show that the terms are pairwise orthogonal. For distinct y, y′ ∈ V (Y ), ExyExy′ = 0, and
therefore the Px are projectors.

Next we must check that PxPx′ = 0 for x ∼ x′. We have that

PxPx′ =

 ∑
y∈V (Y )

Exy ⊗ Fy

 ∑
y′∈V (Y )

Ex′y′ ⊗ Fy′

 =
∑

y,y′∈V (Y )

ExyEx′y′ ⊗ FyFy′ .

However, if x ∼ x′, then ExyEx′y′ = 0 whenever y 6∼ y′. Furthermore, if y ∼ y′, then
FyFy′ = 0. Therefore, all of the terms in the final sum above are 0 when x ∼ x′, and thus
PxPx′ = 0 in this case.

Now all that is left to do is check that this representation has value d
r
. The dimension

of this representation is simply dd′ since the Exy are in dimension d′ and the Fy are in
dimension d. We noted above that the terms in the sum defining Px are pairwise orthogonal,
therefore

rk(Px) = rk

 ∑
y∈V (Y )

Exy ⊗ Fy

 =
∑

y∈V (Y )

rk (Exy ⊗ Fy)

=
∑

y∈V (Y )

rk (Exy) rk (Fy) = r
∑

y∈V (Y )

rk (Exy) = rd′.

Therefore, the representation has value dd′

rd′
= d

r
and thus ξf (X) ≤ d

r
.

The contrapositive of the above theorem can be used to show that a quantum homo-
morphism does not exist between certain graphs, and in the next section we will see an
example of this for which the monotonicity of ϑ̄−, ϑ̄, and ϑ̄+ is not able to accomplish the
same.
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6.15 Projective Rank of Some Special Graphs

We have already noted that the projective rank of the complete graph Kn is n, and this is
easy to see. In this section we will show that we can give the exact value of the projective
rank for all Kneser graphs and odd cycles as well.

Recall that ξf (X) ≤ χf (X) for all graphs X. For n ≥ 2r, the Kneser graph Kn:r has
χf (Kn:r) = n/r. Therefore we immediately see that ξf (Kn:r) ≤ n/r. On the other hand,
it was shown in [34], that ϑ̄(Kn:r) = n/r whenever n ≥ 2r. Applying Lemma 6.14.1, we
have the following:

Lemma 6.15.1. If n ≥ 2r, then

ξf (Kn:r) =
n

r
.

Note that if n < 2r, then Kn:r is empty and thus ξf (Kn:r) = 1 in this case.

For the odd cycles we are not so lucky. It was shown in [34] that

ϑ̄(C2k+1) =
1 + cos

(
π

2k+1

)
cos
(

π
2k+1

)
for all k ∈ N. A strict vector coloring of this value can be achieved by assigning the vertices
of C2k+1 to the vertices of a regular (2k + 1)-gon of radius 1 centered at the origin such
that adjacent vertices of C2k+1 are assigned to vertices of the (2k + 1)-gon that are as
far apart as possible. This is easily seen to be a rigid vector coloring as well, and thus
ϑ̄+(C2k+1) = ϑ̄(C2k+1) for all k ∈ N. We will see below that ξf (C2k+1) = 2k+1

k
for all k ∈ N,

and since
1 + cos

(
π

2k+1

)
cos
(

π
2k+1

) <
2k + 1

k

for k ≥ 2, we can not use ϑ̄+ to tightly bound ξf from below, as we did with the Kneser
graphs.

On the other hand, the fractional chromatic number does serve as a tight upper bound
on the projective rank of C2k+1. Indeed, it is easily seen that the vertices

{i, i+ 1, . . . , i+ k − 1} ∈ V (K2k+1:k)

for i ∈ [2k + 1] induce an odd cycle of length 2k + 1, and thus C2k+1 → K2k+1:k implying
that χf (C2k+1) ≤ 2k+1

k
.

In order to prove the necessary lower bound on ξf (C2k+1), we will need the following
well-known lemma, which we state without proof.
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Lemma 6.15.2. If U and W are subspaces of a vector space V , then

dim(U) + dim(W ) = dim(U ⊕W ) + dim(U ∩W ).

We are now able to give the projective rank of all odd cycles. This is joint work with
Laura Mančinska.

Theorem 6.15.3. For k ∈ N,

ξf (C2k+1) =
2k + 1

k
.

Proof. Let [2k + 1] be the vertex set of C2k+1 such that i ∼ i + 1 modulo 2k + 1 for all
i ∈ [2k + 1]. Suppose that there exists a d/r-representation of C2k+1. If we replace the
projectors assigned to each vertex of C2k+1 with the subspaces of Cd they project onto,
then we will have an assignment of r-dimensional subspaces of Cd to the vertices of C2k+1

such that adjacent vertices receive orthogonal subspaces. Let Vi be the subspace assigned
to vertex i ∈ [2k + 1]. We will prove that

dim(V1 ∩ V2j+1) ≥ (2j + 1)r − jd,

for all j ∈ {0, 1, . . . , k} by induction. Clearly the statement is true for j = 0. Suppose that
it holds for j = `−1 for some ` ≤ k. The subspaces (V1∩V2`−1) and V2`+1 are contained in
the orthogonal complement of V2` which has dimension d− r. By Lemma 6.15.2, we have

d−r ≥ dim(V2`+1⊕(V1∩V2`−1)) = dim(V2`+1)+dim(V1∩V2`−1)−dim(V2`+1∩(V1∩V2`−1)).

Ignoring the middle expression and rearranging, we get

dim(V2`+1 ∩ (V1 ∩ V2`−1)) ≥ (r − d) + dim(V2`+1) + dim(V1 ∩ V2`−1)
≥ 2r − d+ (2`− 1)r − (`− 1)d

= (2`+ 1)r − `d

by induction. Since dim(V1∩V2`+1) ≥ dim(V2`+1∩ (V1∩V2`−1)), we have proven the claim.
Letting j = k we see that

dim(V1 ∩ V2k+1) ≥ (2k + 1)r − kd.

However, since 1 ∼ 2k + 1 we must have that dim(V1 ∩ V2k+1) = 0. Therefore,

(2k + 1)r − kd ≤ 0,
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and rearranging gives
d

r
≥ 2k + 1

k
.

We mentioned above that C2k+1 → K2k+1:k and thus χf (C2k+1) ≤ 2k+1
k

. This in fact
holds with equality which can be seen by noting that C2k+1 has an independent set of size
k, or by the above theorem. This in particular implies that the odd girth of K2k+1:k is
2k + 1, since C2k′+1 → K2k+1:k implies that

2k′ + 1

k′
≤ 2k + 1

k
⇒ k′ ≥ k

by the homomorphism monotonicity of χf . Moreover, it has been shown [40] that the odd
girth of Kn:r is 2d r

n−2re + 1 for n ≥ 2r. It is not hard to see that d r
n−2re is the smallest

value of k such that
2k + 1

k
≤ n

r
. (6.8)

In other words, C2k+1 → Kn:r if and only if (6.8) holds. This implies that C2k+1
q−→ Kn:r

if (6.8) holds. On the other hand, Lemma 6.15.1 and Theorem 6.15.3 along with the
monotonicity of ξf with respect to quantum homomorphisms implies the converse of this

statement. Therefore C2k+1
q−→ Kn:r if and only if (6.8) holds and we have the following:

Theorem 6.15.4. For n ≥ 2r,

ogq(Kn:r) = og(Kn:r) = 2

⌈
r

n− 2r

⌉
+ 1.

It is important to note that the above theorem cannot be proved using ϑ̄−, ϑ̄, or ϑ̄+.
We mentioned above that the values of both ϑ̄(C2k−1), and ϑ̄+(C2k−1) are

1 + cos
(

π
2k−1

)
cos
(

π
2k−1

) .

It can be shown [18] that ϑ̄−(X) = ϑ̄(X) for any arc transitive graph X, and thus the
above is also the value of ϑ̄−(C2k−1). However,

ϑ̄−(K2k+1:k) = ϑ̄(K2k+1:k) = ϑ̄+(K2k+1:k) =
2k + 1

k
,
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and it is not hard to show that

1 + cos
(

π
2k−1

)
cos
(

π
2k−1

) ≤ 2k + 1

k

for k ≥ 3. Therefore ϑ̄(C2k−1) ≤ ϑ̄(K2k+1:k) (and similarly for ϑ̄− and ϑ̄+), and so we
cannot conclude that C2k−1 does not have a quantum homomorphism to K2k+1:k using this
approach.

6.16 Lattice Properties of Quantum Homomorphisms

In this section and the next, we will shift focus from graph parameters to the more order
theoretic properties of quantum homomorphisms. We will not formally define the quantum
homomorphism order until the next section, but here we will lay the ground work for
showing that, like the homomorphism order, it is a lattice. To do this we will simply need
to show that the categorical product and disjoint union of graphs satisfies the same order
theoretic properties for quantum homomorphisms as they do for homomorphisms. More
specifically, we have the following two lemmas.

Lemma 6.16.1. A graph Z satisfies Z
q−→ X and Z

q−→ Y if and only if Z
q−→ X × Y .

Proof. Suppose that Z
q−→ X × Y . Since X × Y → X and X × Y → Y , we have that

Z
q−→ X and Z

q−→ Y . Now suppose that projectors Ezx for z ∈ V (Z), x ∈ V (X) and Fzy
for z ∈ V (Z), y ∈ V (Y ) give quantum homomorphisms from Z to X and from Z to Y
respectively. For z ∈ V (Z) and (x, y) ∈ V (X × Y ), let

Pz(x,y) = Ezx ⊗ Fzy.

We have that ∑
(x,y)∈V (X×Y )

Pz(x,y) =
∑

x∈V (X)

Ezx ⊗
∑

y∈V (Y )

Fzy = I ⊗ I = I.

If z ∼ z′ and (x, y) 6∼ (x′, y′), then without loss of generality we have that x 6∼ x′ and thus
EzxEzx′ = 0. Therefore,

Pz(x,y)Pz(x′,y′) = (EzxEzx′)⊗ (FzyFzy′) = 0

in this case. Therefore Z
q−→ X × Y .

The lemma will allow us to show that any two elements of the quantum homomorphism
order have a meet. The next lemma gives the corresponding result for joins.
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Lemma 6.16.2. A graph Z satisfies X
q−→ Z and Y

q−→ Z if and only if X ∪ Y q−→ Z.

Proof. If X ∪ Y q−→ Z, then since X → X ∪ Y and Y → X ∪ Y , we have that X
q−→ Z

and Y
q−→ Z. Conversely, suppose that ExzCd×d for x ∈ V (X), z ∈ V (Z) and Fyz ∈ Cd′×d′

for y ∈ V (Y ), z ∈ V (Z) give quantum homomorphisms from X to Z and from Y to Z
respectively. Let Id and Id′ be the d × d and d′ × d′ identity matrices respectively. For
w ∈ V (X ∪ Y ) and z ∈ V (Z), let

Pwz =

{
Ewz ⊗ Id′ if w ∈ V (X)
Fwz ⊗ Id if w ∈ V (Y )

For w ∈ V (X), we have that∑
z∈V (Z)

Pwz =
∑

z∈V (Z)

Ewz ⊗ Id′ = Id ⊗ I ′d = Idd′ ,

and similarly for when w ∈ V (Y ). If w ∼ w′ and z 6∼ z′, then without loss of generality
w,w′ ∈ V (X). Therefore,

PwzPw′z′ = (Ewz ⊗ Id′) (Ew′z′ ⊗ Id′) = (EwzEw′z′)⊗ Id′ = 0.

Thus we have shown that X ∪ Y q−→ Z.

Together, these two lemmas allow us to show that the quantum homomorphism order
is a lattice with the same meet and join operations as the homomorphism order.

6.17 The Quantum Homomorphism Order and Mea-

surement Graphs

As with the relation “→”, we can use the relation “
q−→” to construct a partial order. We

say that graphs X and Y are quantum homomorphically equivalent , or simply q-equivalent
for short, if X

q−→ Y and Y
q−→ X. We will denote this by X ≡q Y . Again, similarly to with

homomorphic equivalence, the relation “≡q” is an equivalence relation which gives rise to
quantum homomorphic equivalence classes , or simply q-equivalence classes . We will use
the notation Hq (X) to refer to the q-equivalence class to which X belongs. The quantum
homomorphism order , denoted Gq, is a partial order on q-equivalence classes such that

Hq (X) ≤q Hq (Y ) if X
q−→ Y . As with the homomorphism order, we may abuse notation
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and simply write X ≤q Y . By Lemmas 6.16.1 and 6.16.2 in the previous section, two
q-equivalence classes, Hq (X) and Hq (Y ), have Hq (X × Y ) as their meet and Hq (X ∪ Y )
as their join. Therefore Gq is a lattice, and it has the same meet and join operations as G.

Perhaps the first question to ask is what the class Hq (X) “looks like” in terms of

homomorphic equivalence classes. Since X → Y implies X
q−→ Y , the q-equivalence classes

are unions of homomorphic equivalence classes. Furthermore, if H (X) ≤ H (Y ), then
Hq (X) ≤q Hq (Y ). This means that if Ψ is the map which takes H (X) to Hq (X), then Ψ
is a homomorphism of partial orders from G to Gq. Therefore, Gq is a homomorphic image
of G. Moreover, since

Ψ(H (X) ∧H (Y )) = Ψ(H (X × Y )) = Hq (X × Y ) = Hq (X) ∧Hq (Y )

and similarly Ψ(H (X)∨H (Y )) = Hq (X)∨Hq (Y ), we have that Ψ is a lattice homomor-
phism. It is not clear if any of these observations imply anything of importance, but we
find them quite interesting.

Since q-equivalence classes are unions of homomorphic equivalence classes, it is natural
to ask “how many” homomorphic equivalence classes form a given q-equivalence class. In
particular, is it possible that Hq (X) = H (X)? This is true for X ≡ K2 or X ≡ K1, since

X
q−→ K2 if and only if X → K2, and similarly for K1. Are these the only such examples

of this? We believe so, and we have the following conjecture:

Conjecture 6.17.1. If K2 < X, then Hq (X) 6= H (X).

One approach to proving the above conjecture is to consider the measurement graphs.
In Section 6.3, we showed that X

q−→ Y if and only if X → M(Y, d) for some d ∈ N.
If there exists a graph X such that X 6→ Y but X → M(Y, d) for some d ∈ N, then

X ∪ Y q−→ Y and Y
q−→ X ∪ Y . Therefore, X ∪ Y ≡q Y , but X ∪ Y 6→ Y and thus

X ∪ Y 6≡ Y . This implies that Hq (Y ) 6= H (Y ). Furthermore, for any graph X satisfying
this property, the image of X in M(Y, d) also satisfies this property, and therefore it suffices
to find a finite subgraph of M(Y, d) which does not have a homomorphism to Y to obtain
Hq (Y ) 6= H (Y ). The existence of a finite subgraph of M(Y, d) which does not admit
a homomorphism to Y is equivalent to M(Y, d) 6→ Y (this can be proved by a trivial
modification of Gottschalk’s proof of the De Bruijn-Erdős theorem [21]). Therefore, this
approach for showing Hq (Y ) 6= H (Y ) can succeed if and only if M(Y ) 6→ Y . So we have
the following strengthening of the above conjecture:

Conjecture 6.17.2. If K2 < X, then M(X) 6→ X.
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On the other hand, this is not necessary for Hq (Y ) 6= H (Y ). If there exists a graph
X such that X → Y , Y 6→ X, and Y → M(X, d) for some d ∈ N, then X ≡q Y and
thus Hq (Y ) 6= H (Y ) even if M(Y ) → Y . Conversely, suppose that M(Y ) → Y and
Hq (Y ) 6= H (Y ). Then there exists a graph X such that X ≡q Y but X 6≡ Y . This implies
that X → M(Y ) by Theorem 6.3.2 and thus X → Y . Since X 6≡ Y , we also have that
Y 6→ X. So we see that, X < Y , and furthermore this is true of any element of Hq (Y ) not
homomorphically equivalent to Y . Therefore, if M(Y )→ Y then Y is the maximal (with
respect to ≤) element of Hq (Y ) up to homomorphic equivalence.

If Hq (Y ) 6= H (Y ) for some graph Y , then we can ask how much “bigger” Hq (Y ) is in
comparison to H (Y ). In this case, there exists some graph X ∈ Hq (Y ) such that X 6≡ Y .
Therefore, either X 6→ Y or Y 6→ X. Without loss of generality we can assume that
Y 6→ X. Therefore, X ∪ Y 6→ X and X → X ∪ Y . This implies that X < Y . Since G is
dense, this shows that for any graph Y , either Hq (Y ) = H (Y ), or Hq (Y ) is the union of
an infinite number of homomorphic equivalence classes.

For any graph Y , we know that Hq (Y ) must contain every finite graph X such that
Y → X → M(Y ). But it may contain others as noted above. We have in fact seen
an example of a graph Y for which Hq (Y ) does not contain only graphs X such that
Y → X → M(Y ). The graph Ωn has a quantum homomorphism to Kn for all n, and if
n is a power of two, then Kn → Ωn since an n-clique in Ωn corresponds to a Hadamard
matrix of order n, which always exists for n a power of two. Therefore, if n is a power of
two, then Ωn ≡q Kn. Furthermore, if n is large enough, then Ωn 6→ Kn and thus Kn does
not lie between Ωn and M(Ωn) in the homomorphism order.

Since X → M(Y ) for any graph X ∈ Hq (Y ), the graph M(Y ) serves as a sort of
“upper bound” for the graphs in Hq (Y ), but of course M(Y ) is not finite and therefore not
contained in Hq (Y ). We noted above that if M(Y )→ Y then Y is the maximal element of
Hq (Y ). Conversely, suppose that Y is such that X → Y for all X ∈ Hq (Y ). If Z is a finite

subgraph of M(Y ), then Z
q−→ Y and therefore Z ∪ Y ≡q Y . This implies that Z ∪ Y → Y

and thus Z → Y . Therefore, every finite subgraph of M(Y ) admits a homomorphism to Y ,
and this implies that M(Y ) → Y by the above mentioned modification of the De Bruijn-
Erdős theorem. So a graph Y is the maximal element of Hq (Y ) with respect to ≤ if and
only if M(Y )→ Y .

Having considered maximal elements of q-equivalence classes, it is natural to consider
minimal elements as well. Suppose X is a graph such that X → Y for all Y ∈ Hq (X). It
is easy to see that any other graph of Hq (X) with this property must be homomorphically
equivalent to X, thus any q-equivalence class contains at most one such graph up to
homomorphic equivalence. Furthermore, ifX is such a graph, then every graph Y ∈ Hq (X)
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satisfies X → Y →M(X), and so Hq (X) simply consists of all finite graphs Y such that
X → Y →M(X). The converse also trivially holds.

If X is a minimal element of Hq (X) with respect to ≤, then Y 6→ X for any graph
Y ∈ Hq (X) that is not homomorphically equivalent to X. It turns out that this condition
is also sufficient for X to be a minimal element of Hq (X). To see this suppose that no
element of Hq (X) which is not homomorphically equivalent to X admits a homomorphism
to X. For contradiction suppose that there exists a graph Z ∈ Hq (X) such that X 6→ Z.
Since both X and Z are contained in Hq (X), so is the graph X×Z. However, X×Z → X
by Lemma 6.16.1, but X 6→ X × Z since X 6→ Z. Therefore X × Z is an element of
Hq (X) which admits a homomorphism to X but is not homomorphically equivalent to X,
a contradiction.

To finish this section we give three straightforward but interesting lemmas which will
solidify some of the intuition of the above discussion.

Lemma 6.17.3. For d ∈ N,
M(X, d)

q−→ X,

and therefore M(X, d) ≡q X.

Proof. This actually immediately follows from Theorem 6.3.1, since M(X, d)→ M(X, d).
However, we will also give an explicit quantum homomorphism. Recall that a vertex of
M(X, d) is of the form E = (Ex)x∈V (X) such that the Ex’s are projectors in Cd×d which
sum to identity. We claim that the projectors

PEx = Ex

give a quantum homomorphism from M(X, d) to X. Clearly,∑
x∈V (X)

PEx =
∑

x∈V (X)

Ex = I.

Now suppose that E1 = (E1
x)x∈V (X) and E2 = (E2

x)x∈V (X) are adjacent vertices of M(X, d).
By the definition of M(X, d), we have that E1

xE
2
x′ = 0 whenever x 6∼ x′. Therefore, if

x 6∼ x′, then
PE1xPE2x′ = E1

xE
2
x′ = 0.

Thus the PEx do indeed give a quantum homomorphism from M(X, d) to X.

Note that the above does not imply that M(X)
q−→ X. This is because the definition of

quantum homomorphism requires that all projectors have the same dimension. However,
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it does imply that the disjoint union of a finite number of M(X, d) does have a quantum
homomorphism to X, since we can take tensor products with appropriately sized identity
matrices to obtain projectors of all the same dimension. It also implies the following:

Lemma 6.17.4. If X
q−→ Y , then M(X, d)

q−→ Y for all d ∈ N.

Proof. This follows from the above lemma and the transitivity of quantum homomor-
phisms.

The last lemma we give here shows that the existence of a quantum homomorphism
between two finite graph is equivalent to the existence of a homomorphism between two
measurement graphs.

Lemma 6.17.5. For X and Y being finite graphs, X
q−→ Y if and only if M(X)→M(Y ).

Proof. Since X is a subgraph of M(X), if M(X) → M(Y ) then X → M(Y ) and thus

X
q−→ Y by Theorem 6.3.2. To prove the converse we will show that if X

q−→ Y , then
for any d ∈ N there exists d′ ∈ N such that M(X, d) → M(Y, d′). Since X

q−→ Y , we

have that M(X, d)
q−→ Y by the above lemma. Therefore, by Theorem 6.3.1, there exists

d′ ∈ N such that M(X, d) → M(Y, d′). So M(X, d) → M(Y ) for all d ∈ N and thus
M(X)→M(Y ).

Note that the above proof does not work for infinite graphs since Theorem 6.3.2 does
not hold for infinite graphs in general.

One interesting consequence of the above lemma is that the quantum homomorphism
order of finite graphs is isomorphic to the suborder of the homomorphism order of infinite
graphs induced by the measurement graphs. It would be nice to be able to say the same
thing for the quantum homomorphism order of infinite graphs, but we believe a slightly
different definition of quantum homomorphism may be needed. One possibility is to at-
tempt to come up with a definition which uses infinite dimensional projectors, but it is
unclear whether such a definition would correspond to a quantum strategy (using infinite
dimensional measurements) for the (X, Y )-homomorphism game.

6.18 Discussion of Results

One of the goals of this chapter was to compare homomorphisms to quantum homomor-
phisms. Towards that, we have seen several similarities as well as some differences between
these two notions. We saw that both the relations → and

q−→ were transitive and gave rise
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to partial orders which are also lattices. Furthermore, we saw that there exists a lattice
homomorphism from the homomorphism order to the quantum homomorphism order. We
also showed that the existence of a quantum homomorphism from X to Y is equivalent
to the existence of a homomorphism from M(X) to M(Y ). We introduced the homomor-
phism game which can be used as a tool for studying quantum homomorphisms, and we
saw that X → Y and X

q−→ Y are equivalent to the existence of classical and quantum
strategies to the (X, Y )-homomorphism game respectively. Perhaps most importantly we
have seen that certain theorems which hold for homomorphisms have natural quantum
analogs which hold for quantum homomorphisms. In particular, we have seen that X

q−→ Y
if and only if αq(X n Y ) = |V (X)| and that a quantum version of the clique-coclique
bound holds. We have seen that one can use quantum homomorphisms to naturally define
quantum analogs of many graph parameters. These quantum parameters are easily seen to
be quantum homomorphism monotone for the same reason their classical counterparts are
homomorphism monotone. Somewhat surprisingly, we found ϑ̄−, ϑ̄, and ϑ̄+ are quantum
homomorphism monotone, even though they are defined in terms of homomorphisms. We
also introduced the parameters ω̃ and ξf which we showed to be quantum homomorphism
monotone.

One notable difference between homomorphisms and quantum homomorphisms is that
the obvious adaptation of the no-homomorphism lemma to quantum homomorphisms does
not hold. However, by Lemma 6.13.1 and Theorem 6.14.3, if Y is vertex transitive and
X

q−→ Y , then
α̃(X)

|V (X)|
≥ 1

ξf (X)
≥ 1

ξf (Y )
=

α̃(Y )

|V (Y )|
.

So if we like, we can take this to be our quantum version of the no-homomorphism lemma.

The graphs Ω4n which had large separations between chromatic and quantum chromatic
numbers serve as an example of how greatly the behavior of quantum homomorphisms can
deviate from that of homomorphisms. From a quantum computing/information point of
view these examples, which have a so-called “quantum advantage”, demonstrate the power
that entanglement can have.

We discussed very many graph parameters in this chapter, and so as a summary of
our results we have the following inequality in which we write f ≤ g if f and g are graph
parameters such that f(X) ≤ g(X) for all X:

ω ≤ ωq ≤ ω̃ ≤ ϑ̄− ≤ ϑ̄ ≤ ϑ̄+ ≤ ξf ≤ χq ≤ χ.

Furthermore, we have shown that all of the parameters listed above other than ω and χ are
quantum homomorphism monotone. Also, for each of the above inequalities, there exists
a graph for which it is strict. We give examples for each below.
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ω(X) < ωq(X) : In Section 6.11 we noted that Corollary 6.11.5 can be used to show
that α(Ωn �Kn) < αq(Ωn �Kn) for certain values of n. Taking complements we obtain
ω(Ωn �Kn) < ωq(Ωn �Kn).

ωq(X) < ω̃(X) : Since ωq must be an integer, any graph X such that ω̃(X) is not
an integer must satisfy ωq(X) < ω̃(X). Recall that for 4|n, we saw that ξf (Ωn) = n.
Therefore,

ω̃(Ωn) = α̃(Ωn) =
|V (Ωn)|
ξf (Ωn)

=
2n

n

since Ωn is vertex transitive. So when 4|n and n is not a power of two, we have that
ωq(Ωn) < ω̃(Ωn).

ω̃(X) < ϑ̄−(X) : In Section 6.15 we mentioned that ϑ̄−(C5) =
√

5. However, Theo-
rem 6.15.3 shows that ξf (C5) = 5/2 and thus

ω̃(C5) = α̃(C5) = α̃(C5) =
|V (C5)|
ξf (C5)

=
5

5/2
= 2 <

√
5.

Therefore ω̃(C5) < ϑ̄−(C5).

ϑ̄−(X) < ϑ̄(X) : In [47], Schrijver gave an example of a graph S such that ϑ−(S) <
ϑ(S). Taking complements yields ϑ̄−

(
S
)
< ϑ̄(S). (The graph S consists of the 01-strings

of length six such that strings at Hamming distance at most three are adjacent.)

ϑ̄(X) < ϑ̄+(X) : In [48], Szegedy showed that ϑ̄−(Y )ϑ̄+(Y ) = |V (Y )| for all vertex
transitive graphs Y . Also, Lovász showed in [34] that ϑ̄(Y )ϑ̄(Y ) = |V (Y )| for all vertex
transitive graphs Y . The graph S given by Schrijver mentioned above is vertex transitive
and therefore

ϑ̄+(S) =
|V (S)|
ϑ̄−
(
S
) > |V (S)|

ϑ̄
(
S
) = ϑ̄(S).

ϑ̄+(X) < ξf(X) : We mentioned in Section 6.15 that ϑ̄+(C5) =
√

5, and Theo-
rem 6.15.3 shows that ξf (C5) = 5/2. Therefore ϑ̄+(C5) < ξf (C5).

ξf(X) < χq(X) : Since χq(X) must be an integer, ξf (C5) < χq(C5).

χq(X) < χ(X) : We have already seen that χq(Ωn) < χ(Ωn) for certain values of n.

We also briefly discussed the parameters χf and ξ. We showed that ξf ≤ ξ, χf , and it
is well known that ξ, χf ≤ χ. But how do ξ and χf compare to each other?

ξ(X) < χf(X) : A result of Frankl and Rödl [15] gives an upper bound on α(Ω4n)
which shows that χf (Ω4n) is exponential in n. However, ξ(Ω4n) = 4n by definition of Ω4n.
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χf(X) < ξ(X) : Since ξf ≤ ξ ≤ χ and ξ is integer valued, we have that ξ(C5) = 3 >
5/2 = χf (C5).

Therefore the parameters ξ and χf are incomparable. This also implies that neither
of them is always equal to ξf nor always equal to χ. The two examples above also show
that χf and χq are incomparable. The only remaining unknown relationship is that of χq
and ξ. We do not currently have an example of a graph for which we know that these two
parameters differ. However we believe that they are incomparable.

6.19 Open Questions

The most practical open question is on the decidability of the existence of quantum ho-
momorphisms. Given graphs X and Y , is there an algorithm which decides if X

q−→ Y in
finite time? It was noted in [8] that if we fix the dimension in which we are looking for
projectors that give a quantum homomorphism from X to Y , then the question becomes
decidable since it reduces to determining if a particular set of quadratic equations in a
finite number of variables has a solution. So one approach to resolving the decidability
of this question would be to bound the dimension required for a quantum homomorphism
between two graphs.

We have seen separations between chromatic and quantum chromatic number, as well
as the classical and quantum versions of independence and clique numbers. Can we find
separations between other parameters and their quantum analogs? For instance, is there
a graph X for which og(X) > ogq(X)? Such separations are of interest to the quantum
information community, because they exhibit the advantage quantum entanglement can
sometimes provide. Moreover, they provide a quantitative measure of this advantage.

More generally, can we find more examples of graphs X and Y such that X
q−→ Y but

X 6→ Y ? All of the examples we have seen have at least one of X and Y being complete.
Can we find an example in which neither X nor Y is a complete graph? This question
can be answered in the affirmative, but possibly in an uninteresting way. Recall that the
graph Ωn satisfies χq(Ωn) < χf (Ωn) for certain values of n. This implies that Ωn

q−→ Knr:r

but Ωn 6→ Knr:r for these values of n and any value of r. However, Ωn
q−→ Kn → Knr:r and

Ωn 6→ Kn, and so this example does not seem fundamentally different than when one of
the graphs is complete. So we have the following revised question: Can we find an example
of graphs X and Y such that X

q−→ Y , X 6→ Y , and there does not exist n ∈ N such that
X

q−→ Kn
q−→ Y and either X 6→ Kn or Kn 6→ Y ? We point out that an example of a graph
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Y such that og(Y ) > ogq(Y ) ≥ 5 would give us such an example in addition to providing
a separation for odd girth.

It would be nice to know that the supremum and infimum in the definitions of α̃ and
ξf can be replaced by maximum and minimum respectively. In particular this would allow

us to say that X
q−→ Y if and only if α̃(X n Y ) = |V (X)|, which is more aesthetically

pleasing than the current theorem. However, it is not clear how one would prove that the
supremum or infimum is always obtained. We do not even know that these parameters are
always rationally valued. One possible approach would be to first attempt to find another
proof that χf is always attained which uses the definition of χf involving homomorphisms
to Kneser graphs, and then to attempt to adapt this proof to ξf . The current proof that
χf is always attained relies on the fact that χf can be written as a linear program, and
therefore always attains its optimal value.

In Section 6.15, we saw that the quantum odd girth of a Kneser graph is equal to its odd
girth. Is the quantum chromatic number equal to chromatic number for Kneser graphs?
This question has implications for the order Gq, since the fact that there exists Kneser
graphs with arbitrary large odd girth and chromatic number allows one to construct infinite
antichains (sets of pairwise incomparable graphs) in G. Therefore, if χq(Kn:r) = χ(Kn:r),
then Gq also contains infinite antichains. Infinite antichains are also part of at least one
proof of the density of G, so answering this question could possibly help to prove that Gq
is dense.

What other properties of G does Gq share? We have seen that Gq is a lattice, but this is
really just scratching the surface of the types of questions we can ask about this order. We
mentioned the question of density above, but another interesting question is whether or
not Gq is universal. An affirmative answer to this would serve as evidence for Gq being an
interesting and robust order worthy of study. On the other hand, a negative answer would
be a stark illustration of the effect entanglement has on homomorphisms, which should be
of interest to those in the field of quantum information. A graph with a separation between
quantum and classical versions of some parameter offers concrete quantitative measure of
the advantage of entanglement, but a difference in the structure of Gq from G allows one
to see the qualitative effect of entanglement on a global scale.

We saw some examples of theorems previously known for homomorphisms which turned
out to be true for quantum homomorphisms as well. For instance, a connected graph X has
a quantum homomorphism to a graph Y if and only if it has a quantum homomorphism
to one of the components of Y . Are there other theorems concerning homomorphisms that
can be adapted into true theorems for quantum homomorphisms? Furthermore, what is
it that makes one theorem adaptable to quantum homomorphisms but another one not?
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This is not a very precise question, but we think it is an interesting one.

The parameters ϑ̄−, ϑ̄, ϑ̄+, and ξf can all be defined naturally in terms of homomor-
phisms. However, they are not just homomorphism monotone, which is expected given
these definitions, they are also quantum homomorphism monotone. This is in contrast
with other homomorphism monotone parameters such as χ or ω. What essential quality
of these parameters is the cause of this?

Can we find a formulation of ω̃ in terms of homomorphisms? More specifically, is there
a class of graphs {Xs : s ∈ S}, and function f : S → R such that

ω̃(X) = sup{f(s) : Xs → X}?

Clique number can be defined in this way, and since we view ω̃ as a type of clique number,
it would be nice to be able to give a similar definition for this parameter.

Lastly, we are interested in whether or not one can define a “quantum core” of a graph in
a reasonable way. Cores are in some sense the canonical representatives of homomorphic
equivalence classes, and so this question is asking whether or not there are canonical
representatives of q-equivalence classes. Obviously, if Hq (Y ) = H (Y ), then it makes
sense to define the quantum core of Y as being simply the core of Y , but what about
when Hq (Y ) 6= H (Y )? There are several equivalent definitions of the core of a graph,
and so we can borrow inspiration from some of them. For instance, we could consider
defining the quantum core of Y to be the vertex minimal graph contained in Hq (Y ). But
unlike in the case of cores, we do not know if this is guaranteed to be unique. Further
consideration of this question tends to lead to more questions, such as what is a proper
quantum endomorphism, or what is a quantum isomorphism?
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edge transitive, 22
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homomorphic equivalence class, 12
homomorphic product, 118
homomorphically equivalent, 12
homomorphism, 6
homomorphism game, 105
homomorphism monotone, 11
homomorphism order of graphs, 13
homomorphism order of line graphs, 51
hull, 44

image, 6
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Kneser graph, 11

lattice, 32
left stochastic matrix, 81
line graph, 47

matching, 49
maximally entangled state, 89
measurement graph, 103, 104
meet, 31
multiple, 19

non-edge transitive, 22
normal Cayley graph, 42

odd girth, 9
orthogonal projectors, 97
orthogonal rank, 135

partial order, 12
partial trace, 89
partially ordered set, 12

perfect matching, 58
poset, 12
post-measurement state, 83
projective measurement, 86
projective packing, 119
projective packing number, 119
projective rank, 133
projective representation, 132
projector, 86
proper endomorphism, 8
pure states, 82

q-equivalence class, 143
q-equivalent, 143
quantum homomorphic equivalence class, 143
quantum homomorphically equivalent, 143
quantum homomorphism, 98
quantum homomorphism order, 143
quotient matrix, 39

reduced state, 89
retract, 8
retraction, 8

Schmidt decomposition, 98
stabilizer, 25
stochastic vectors, 81
strong product, 18
suborder, 51
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universal, 35

vector coloring, 115
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vertex transitive, 21
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