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ABSTRACT

This thesis investigates particular topics in advanced motion control of two distinct
mechanical systems: human-like motion control of redundant robot manipulators
and advanced sensing and control for energy-efficient operation of electromagnetic
devices.

Control of robot manipulators for human-like motions has been one of chal-
lenging topics in robot control for over half a century. The first part of this thesis
considers methods that exploits robot manipulators’ degrees of freedom for such
purposes. Jacobian transpose control law is investigated as one of the well-known
controllers and sufficient conditions for its universal convergence are derived by
using concepts of “stability on a manifold” and “transferability to a sub-manifold”.
Firstly, a modification on this method is proposed to enhance the rectilinear tra-
jectory of the robot end-effector. Secondly, an abridged Jacobian controller is
proposed that exploits passive control of joints to reduce the attended degrees of
freedom of the system. Finally, the application of minimally-attended controller
for human-like motion is introduced.

Electromagnetic (EM) access control systems are one of growing electronic sys-
tems which are used in applications where conventional mechanical locks may not
guarantee the expected safety of the peripheral doors of buildings. In the second
part of this thesis, an intelligent EM unit is introduced which recruits the self-
sensing capability of the original EM block for detection purposes. The proposed
EM device optimizes its energy consumption through a control strategy which
regulates the supply to the system upon detection of any eminent disturbance.
Therefore, it draws a very small current when the full power is not needed. The
performance of the proposed control strategy was evaluated based on a standard
safety requirement for EM locking mechanisms. For a particular EM model, the

proposed method is verified to realize a 75% reduction in the power consumption.
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Chapter 1

Introduction

In this thesis, two mechanical systems are investigated from distinctive points
of view of redundancy resolution: robot manipulators and electromagnetic (EM)
blocks. The latter deals with eliminating redundant energy consumption in EM
systems while the former is more concerned with kinematic redundant degrees of

freedom in robotic manipulators.

1.1 Biologically-inspired Motion Control for Kine-
matic Redundancy Resolution

This section reviews previous works on robot control and introduces the Bernstein’s
degree of freedom (DOF) problem. Different approaches to this problem have
been reviewed which are proposed by researchers in various fields from Robotics
to Neurobiology. This section ends with general characteristics of a universal

controller that resembles brain-like control laws.

1.1.1 Redundancy in Robot Manipulators

To satisfy the minimum task requirements, the mechanical system is required to
possess a sufficient number of DOFs. When this condition is not satisfied, the con-
trol problem becomes ill-posed. In the case of robot manipulators, ill-posedness is
often defined as the situation where the solution of the inverse kinematics from the

task space to the joint space is not unique. The problem is said to be mathemati-



cally ill-posed as a consequence of indeterminacy in the system. In this case, the
target point can be reached with different final configurations of the manipulator
that constitute the uncontrolled manifold of the desired point [1]. This situation
occurs when the number of DOFs in the task space is less than that in the joint
space. One such manipulator is called a “Redundant Manipulator”.

Surplus DOFs add to the dexterity of the motion as well as variability of the
system. Variability has been studied in different fields by introducing the concepts
of uncontrolled manifold [1], equilibrium-point manifold [2], self-motion manifold
3, 4], and goal-equivalent manifold [5] all of which are based on a similar concept.
They all define a manifold for all joint-space configurations of the system with re-
spect to a unique point in the work space of the robot. This introduces the concept
of variability in redundant robot motions which is defined as the convergence to
the target point with different final configurations. As there are an infinite num-
ber of solutions in the inverse kinematics of redundant manipulators, the reaching
tasks can be fulfilled by different final gestures of the system which may differ from
one trial to other. All the configurations are acceptable as long as the task-space
configuration of the robot converges to the desired task space target point [1].

Excess DOFs of redundant manipulators introduce the opportunity to modify
the motion through an optimization problem which selects the best configuration
towards task accomplishment. Object avoidance [6, 7, 8, 9], energy consumption
minimization [10, 11], time optimal reaching [12, 13|, jerk minimization [14], trajec-
tory tracking [15], and singularity avoidance [16, 17] are some of the optimization
criteria which utilize self-motions in the null-space of the manipulator to accom-
plish the primary task along with satisfying a set of secondary criteria. Since
these criteria exploit surplus DOFs of the system, they cannot be implemented on

non-redundant manipulators.



1.1.2 Bio-inspired Robotics and Bernstein’s Degree of Free-

dom Problem

Biological organisms possess a high number of DOFs compared to the required
number of DOFs in a three-dimensional world. Therefore, almost all animals own
kinematically-redundant limbs which increase their freedom and flexibility of mo-
tion. This, along with amazing manoeuvrability in animals’ movements, motivated
many researchers to study such motions and design biologically-inspired robotic
systems.

The biologically-inspired motion control of robotic systems has been recently
under special attention among researchers. Human and animal body motions
demonstrate the existence of an optimal controller that produces body limb move-
ments with high efficiency in different aspects: energy efficiency, optimized tra-
jectory, time optimality, etc. The study of human hand-arm motions, specifically,
has been of special interest to researchers in various fields. The main problem
under investigation is how the human brain controls over many DOFs involved in
the motion. Human hand-arm system, for example, possesses eleven DOFs from
shoulder to finger tips. Considering the DOFs involved from torso, this number
increases to more than one hundred [18]. This problem has been investigated from
different points of view including the performance of central nervous system (CNS)
on control and operation of body limbs. The ability of human brain to handle the
complications of controlling such a complex system in a timely-efficient manner
initiated countless studies on Brain Research and Biology [19], Neuroscience [20],
Developmental Psychology and Physiology [21], and Robotics [22].
1.1.2.1 Bernstein’s Degree of Freedom Problem

Over half a century ago, Nikolai Aleksandrovich Bernstein posed a question about
the interactions between CNS and human body. The question cast doubt about
the existence of any explicit motor control pattern (motor coordination) adopted
by CNS to control body motions. Motor coordination is defined as the process of

converting the complex structure of moving organs into a controllable system and



dominating the motion of redundant DOFs of the body limbs [23]. As there are
a multitude of possibilities for human body movements, Bernstein broached the
topic of motor coordination by nervous system and how acceptable choices among
countless movements for accomplishing one specific task can be selected by brain
with comparatively short processing times [23, 24]. He claimed that an explicit
relationship between CNS signals and body movements does not and cannot exist
as it should include not only the complexity of the control problem, but also its
time optimality [25].

1.1.2.2 Resolutions to Bernstein’s Degree of Freedom Problem

Since the problem introduction, different hypotheses and strategies were proposed
to resolve the Bernstein’s challenging statement. Bernstein, himself, considered
the case of human hand-arm motion and indicated that planning and controlling
complicated movements like human multi-joint motions may not include all DOFs
involved in the task. He proposed that some DOFs are freezed and ignored at
a time; hence brain deals with fewer DOFs for the first stages of the task; and
it recruits more DOFs in the last stages of movements [24]. However, holding
variables unchanged during the course of multi-joint actions is not a trivial task
and cannot be associated with “easy control”. An argument against this hypothesis
was discussed in [2] indicating that freezing some of the DOFs does not change
the number of DOFs within a motor task. Therefore, even under Bernstein’s
supposition, system’s dynamics and control retain their complexity.

To resolve multi-joint-motion problems in systems with surplus DOFs, two
strategies may be adopted: decreasing the number of independent elemental vari-
ables (i.e. joint angles); or increasing the number of specified spatial /performance
variables [26]. The latter can be accomplished by employing some performance
criteria for optimization of the motion with respect to predefined motion require-
ments. The former strategy may recruit constraints on the joint variables with
respect to each other by defining synergistic functions relating the joint space vari-

ables.



An example of the first strategy is introducing the concept of muscle synergies
[27, 28, 29, 30]. Synergy is referred to a class of movements in human motor control
system that is employed for fulfilling different tasks. Muscle synergies allow CNS
to control the motion by taking into account a limited number of joint variables
[2, 19, 31]. This was assumed to be a potential resolution for human brain ability
for efficient motion control. However, instead of considering them as a strategy to
simplify the control, synergy is suggested to be considered as a close interaction
between properties of musculoskeletal system and neural control strategies. Muscle
synergies were also argued against in virtue of several experimental results [32]. In
[32], several cases were discussed in support and in opposition of muscle synergies.
That is, this concept may not represent a complete scope of brain’s activities to
control body limbs.

The employment of performance indices for defining new performance variables
are widely used in Robotics literature. The appended variables are employed
to optimize the performance of the system and to introduce a more human-like
motion to the robotic system; therefore, rendering a motion with human-skilled
characteristics. This type of control belongs with the second category of control
methods which are scrutinized further in the next section.

1.1.2.3 Human Hand-Arm Movements

Structural resemblance of robot manipulators to human arm introduced a topic
in Robotics literature: Human-like hand-arm motion. Robots with human-like
motion would offer enhanced dexterity, efficiency, and performance. Designing a
controller that renders the robotic system a human-like motion first requires defin-
ing the main criteria of such a natural motion. Experiments on human arm motions
discovered invariant characteristics [21]. Specifically, for regulation problems in the
task space, general characteristics of human-skilled multi-joint movements are as

follows [33, 34, 35, 36].

1. The profile of the end-effector trajectory in the task space is nearly rectilinear.

2. The velocity profile of the end-effector in the task space becomes symmetric



and bell-shaped
3. The acceleration profile has double peaks

4. The profile of joint angles and angular velocities may be different for different

joints

Finding a promising controller design, however, requires dominance on differ-
ent aspects of the interactions between human nervous and musculoskeletal sys-
tems. Nonetheless, perceived dynamic characteristics of the point-to-point reach-
ing movements introduced countless hypotheses in regard to dynamic and kine-
matic control of redundant manipulators. These controllers either take into ac-
count potential control strategies adopted by human brain or define performance
criteria to generate predetermined characteristics of the arm motion through op-

timizing indices.
1.1.3 Control of Redundant Manipulators

Control of robot manipulators can be formulated in either the dynamics level or
kinematics level of the system. Dynamics-level control calculates joint torques
required to achieve the control objective whereas a kinematics-level control design
computes the desired kinematic properties of the motion such as joint velocities and
joint accelerations. Despite the difference in their strategy, the controller design
involves some standard elements which construe robot structure. The controller
design for a redundant manipulator can be decomposed in two parts. One part
may have the same structure of a controller as if the robot is non-redundant and
the other part is designed for performance optimization.

1.1.3.1 General Approach to Redundancy Resolution Based on Ma-

nipulator Jacobian

To control robot manipulators, there have been many controller designs proposed

for different applications. Jacobian matrix is a fundamental element used in most



of the proposed controllers. This matrix is defined as

82%’

where J;; is the component of the Jacobian matrix on the i* row and the j
column, z; is the i task-space coordinate, and q; is the 4" joint-space variable.
Jacobian matrix relates the velocities in the task space to those in the joint space
as follows.

i = Jg (1.2)

Therefore, desired motions in the joint space of the robot can be related to the
corresponding velocities in the task space via a translation with Jacobian matrix
as the mapping function. The inverse Jacobian matrix is correspondingly used for
control purposes where desired task-space velocities are given. In this case, the

respective velocities in the joint space of the system can be calculated as
Gg=J "% (1.3)

where J~! denotes the inverse of the Jacobian matrix.
For redundant robot manipulators, as the Jacobian matrix is a non-square

matrix, pseudo-inverse Jacobian matrix, [37], can be used as
G=Ja (1.4)

where J' is the pseudo-inverse Jacobian derived through an optimization problem
and computed as

Jh=Jr(gJr1 (1.5)

with JT being the transposed Jacobian matrix.

Jacobian matrix and its (pseudo-)inverse are used for projecting the gradient
vector of a performance index onto the null-space of the manipulator. This pro-
jected vector can augment the controller design for self-motion exploitation of the
system for optimization of the performance index. The performance functional
introduces constraints on the system; thus, increasing the number of specified spa-

tial variables besides desired spatial coordinates for the end-effector [26]. Design of



such constraints depends on the expectations from the controller. The performance
indices are commonly designed as a potential function achieving whose extremums
(usually minima) is desired. As an instance, since controlling robot manipulators
near singular points becomes more difficult due to degeneracy of Jacobian matrix,
manipulability- as a measure of the ability of the robot for manipulation- can be
used for singularity avoidance [38, 39]. One such performance index attempts to
prevent robot configuration to approach singularities.

The general structure of the augmented controller in the kinematics level can

be given as

Gg=Jla+ (I - J D)y (1.6)

where [ is the identity matrix, ¢ is the optimizing vector, and the last term on the
right presents the projection of ¢ to the null space of the Jacobian matrix. ¢ can
be designed as the gradient of an objective function or based on some predefined
constraints to the system.

As working with (pseudo-)inverse matrices is computationally expensive, vari-
ous studies considered transposed Jacobian matrix as a substitution for (pseudo-
)inverse Jacobian. It has been also investigated that Jacobian transpose and inverse
Jacobian can be both employed in the controller interchangeably. This quality is
referred to as duality property [40]. One advantage of using Jacobian transpose
instead of (pseudo-)inverse Jacobian is its simple process of calculation that elim-
inates a large portion of required computational processes involved in calculating
(pseudo-)inverse Jacobian; therefore, increasing the speed of control process.

Jacobian transpose is a mapping for the generalized forces from the task space
to the joint space, i.e.

r=J'F, (1.7)

where 7 is the vector of joint torques and F' is the force vector in the task space
applied to the end-effector. This property introduces the application of Jacobian
matrix for dynamics-level robot control. Exploitation of Jacobian transpose has

been investigated for different problems such as regulation problems [22, 41] and



trajectory planning applications [42]. Similar to (pseudo-)inverse Jacobian control
laws, performance indices can be added to the transposed Jacobian control law, as

well. The corresponding task-space regulator can be designed as
u=—Cj—J'K(x—aq)+ (I~ JJT)p (1.8)

where u is the vector of joint torque control signals, C' is a damping matrix, K is
a positive-definite gain matrix, representing the stiffness matrix of virtual springs
attached to the end-effector, x is the task-space position of the end-effector, and x4
is the coordinate vector of the target point in the work space of the manipulator.
The first two terms are in fact a task-space PD controller with damping shaping
[43]. The second term is the gradient of the potential function U = 1Az" KAw,
with Az = x — x4, mapped to the joint space torques by Jacobian transpose, and
the last term is the performance index projected on the null-space of the Jacobian
matrix

1.1.3.2 Control for Human-like Motion

Human-like control approaches consider either satisfying the dynamic or kinematic
properties of the motion or evaluating possible control strategies adopted by human
brain. The latter attempts to produce the motion by modelling the interaction
between CNS and sensory-motor system in human body. The former focuses,
exclusively, on generating very well-known motion characteristics by exploiting
excess DOFs of the system.

Experiments on body motions in children and adults initiated the hypothe-
sis that instead of a “computational” control method, human beings “learn” how
to control over their body limbs. The applications of reinforcement learning and
iterative learning for human-like robot control emerged upon such hypotheses. Ex-
perimental results showed a difference in the mastery level of motion in children
and adults [33]. This proposes that brain may make decisions based on previous
experience which is developed through the course of life. Therefore, motor co-
ordination is not inherently determined by CNS but it gradually evolves during

postpartum life [26]. During this continuous learning process, brain develops its



policy to select the best course of action. Therefore, adults, unlike children, do
not require a high level of physical or computational effort to accomplish a task.
These methods suggest a reduced level of attention to the movement by an adept
operator. Application of reinforcement learning, iterative learning, and neural net-
work methods for controlling arm movements showed some potential to create such
algorithms [44, 45, 46, 47].

Control methods based on artificial intelligence of the system are developed
through experiencing one specific task with reward-weighted results. This process
continues until the corresponding policies of the task converge to their optimal
values. The convergence time depends on the complexity of the task, rewards, and
the objectives; and it may take too long. Methods that offer explicit controllers for
rendering redundant manipulators a human-like motion, on the other hand, rep-
resent the interaction between CNS and musculoskeletal systems through explicit
controller designs.

Segmentation of joints during different stages of the movement was suggested
as an approach human brain adopts during arm movements [48]. In this study, the
hand-arm system was modelled as a redundant four-link planar manipulator, where
the first two joints correspond to shoulder and elbow, and the last two joints are
wrist and the index finger. A rigorous mathematical analysis was conducted using
adaptive weighting functions to adjust the allocation of the reaching tasks for each
joint during the motion. It was suggested that, during the first stages of the motion,
shoulder and elbow joints mainly contribute to the reaching by producing large
movements. As the end-effector approaches the target point, the last two joints’
contribution increases. Small movements correspond to more accurate reaching
at the last stages of regulation. If we relate the accuracy of movement to the
attention to control, small movements can correspond to higher levels of attention.
This suggests that, at the beginning of the motion, attention to control is minimum
and it increases close to the target point. Interestingly, this resembles Bernstein’s

hypothesis of DOF freezing. Nonetheless, here the attention to the motion of each

10



joint is adjusted by an adaptive function of distance to the target point; and thus,
controlling all joints start from the beginning of the motion.

Task-space PD controller is one of the simplest controllers which was first intro-
duced for controlling non-redundant manipulators [43]. Equation (1.8) with ¢ =0
represents one such controller, i.e. a simple Jacobian transpose control law without
any performance index. The controller design in this case is the derivative of a po-
tential function whose minimum is located at the target point. Artificial potential
function can be designed for variety of tasks such as obstacle avoidance [49], and
arbitrary path planning and field tracking [50, 39]. In the case of a simple Jacobian
transpose method, the controller consists of a viscous damping term along with
the gradient vector of the spring-like potential function: U = %AkaA:c, which
is basically a steepest descent optimization algorithm to find the minimum of the
potential function.

Due to the simplicity of the simple Jacobian transpose method, it requires a low
level of computation. Application of this controller was also evaluated for human-
skilled multi-joint reaching movements. Instead of considering the surplus DOFs
and how to resolve the redundancy of the system, this method proposes that hu-
man brain ignores them and let the redundancy comply with the variability of the
system [51]. In other words, instead of confining the final joint-space configuration
of the robot to a set of predefined values, the controller allows the dynamics of the
system to determine the best naturally-compliant values. A dynamics-compliant
controller was also discussed based on a differential geometry approach [52; 53].
It confirmed that the characteristics of human arm movements can be observed
by exploiting inertia-originated movements of multi-body systems based upon an
optimization problem on the Riemannian distance in the joint space. This study
shows the applicability of this idea for human arm movements and biped walk-
ing. It can be concluded that dealing with the complexity of controlling nonlinear

dynamics of the system is naturally performed by the dynamics of the system itself.
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1.1.4 A Universal Control Law

Saccadic eye-movements and arm reaching movements share similar characteristics
in terms of trajectory and velocity profiles [19, 54]. Therefore, a unified strategy
must be governing most of the control laws that human brain exploits. The struc-
ture of motor coordination is different for eye movements and arm movements.
Hence, besides quantitative aspects of control which relate to the dynamics and
kinematics of the movement, there must exist universal qualitative measures of
movement which is controlled by human brain.

For a skilled operator, sensory functions contribute more into the human con-
trol laws and brain activities than the attention to the motor control cortex inside
the brain [55, 56]. That is, brain tends to not attend to the control process.
This agrees with the conclusions from learning methods and many satisfactory
explicit controllers [22]. Attention to control can be looked as a quality that is
governed by human brain policies during body limbs’ motions. Optimizing the
attention to the control process can be realized through a minimum-attention con-
troller. Minimum-attention controller was introduced as a controller that tends
not to change the control signals during the course of action [57]. The minimum-
attention control aims to design a control input whose deviation from a constant
control is minimized and thus the controller does not require an intensive compu-
tation. Promising performance of minimum-attention control has been approved
in networked systems with limited communications or to reduce the computational
cost of control [58, 59]. However, in the control of redundant robot manipulators,
this controller has been disregarded.

A relatively similar objective to minimum attention is minimum-jerk control
[60]. Minimum-jerk control models consider (1.6) where ¢ is designed by using
the third-order time-derivative of the joint angles as the objective function. This
control law attempts to reduce any change in the joints acceleration by minimiz-
ing the jerk in the system. It was shown that this method produces rectilinear

trajectories of the end-effector and a symmetric bell-shaped velocity profile [61].
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The outcomes of the literature in human-like movements suggest the following

conclusions about the characteristics of a potential controller:

1. The basic invariant human-like characteristics in hand-arm movements should

be accomplished.
2. The controller should not require heavy computational processes.

3. The controller should exploit the dynamics of the system for accomplishing

the task.

4. The controller does not need to take into account the whole complexity of

the system as long as the reaching is concerned.

5. The attention to control should be adjusted through the course of action

such that a minimum attention is paid to the process.
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1.2 Self-sensing Exploitation for Energy Conser-
vation in Electromagnetic Devices

The simplicity and convenience of utilization of DC electromagnets have made
them an integral part of various industrial devices such as relays, valves, switches,
etc. [62]. Recently, EM devices have taken in the place of conventional mechanical
blocks because of their fully electronic operation. This is specifically more appeal-
ing in applications where an off-site central system is used to manage the security
or control the performance of such systems. For example, EM locking mechanisms
constitute the basic structure of access control systems where mechanical locks
used to be recruited [63, 64].

In spite of the increasing popularity of EM locks, a potential issue exists in
their operation which gets recognized more and more, recently. In the normal
operational mode, where power is on for operation and off otherwise, an EM de-
vice requires continuous supply of electric power to function properly. EM locking
mechanisms, for instance, need to consume the full power even if no one really at-
tempts to open the door [65]. Despite the fact that their power consumption may
be far less than that of conventional light bulbs, the power loss may not be negli-
gible in a long term use. This is more concerned in applications where the device
is hardly affected by the surrounding environment: where the full strength of the
system is not always required for successful operation; but special circumstances

ask for the full power/strength.

1.2.1 Motivation and Approach

Buildings account for a major portion of the world’s energy consumption [66].
Thus, conserving energy used in buildings holds a great potential for economic and
environmental success [67]. For electrical devices, energy saving can be realized
by modifying the system design, improving system’s performance, or introducing
new alternatives (e.g., time scheduling modification [68], supply adjustment [69],

use of renewable energies [70], and the exploitation of natural resources [71]).
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The literature on EM devices abounds with many studies about appending
the system with an equipment for enhancing the performance of the system or
increasing its safety/security [72, 73, 74, 75]. However, energy conservation studies
are relatively few for the family of DC electromagnets. In this part of thesis, a new
design of EM locks operating in DC voltage mode is synthesized from the energy
conservation point of view. The EM locks considered in this study are configured
to require the full power only in specific circumstances when there is an attempt to
break in. This study, then, incorporates the idea that energy-efficient EM systems
can be realized by recruiting a self-sensing technique to detect any undesirable
external disturbance applied to the system that may violate the minimum levels
of the safety in the system. The EM system can then be used in a semi-idle state
with a very low effective holding strength most of the time; and the full power is
applied only when is needed. Figure 1.1 illustrates a schematic of the proposed

control strategy.

1.2.2 Requirements and Challenges

Satisfactory performance of an energy-efficient EM device, as introduced here,
requires several consecutive tasks to be completed in a timely manner. External
disturbances which alters the safe state of the system need to be detected by a fast
detection mechanism as any delay in the performance of such mechanism may result
in a deficient performance of the system. After the change is detected, a reliable
activation process is required to transfer the system into a secure state. This
activation process needs to deal with the inductive behaviour of the solenoid coil
and compensate for the corresponding delays. Finally, the system is transferred
to a restoration mode that assures the safety of the system with the minimum
required electrical energy. Timing plays an important role in the first two stages
of this control process. Therefore, the techniques which are designed for these
two stages are very crucial in satisfactory performance of the energy-efficient EM

system.
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Fig. 1.1: Flowchart of the control strategy

1.2.2.1 Detection of external disturbances

The speed of detection process and the complexity of its implementation and anal-
ysis are the main elements that affect the practicality of the method and ensure
simple integration of the appended intelligence to the system. Therefore, a sophisti-
cated sensing means needs to be employed that offers an optimized detection time.
Responsive behaviour of the EM systems introduced a promising technique for
sensing tasks in such systems. Self sensing is referred to as recruiting the existing
solenoid coil of EM systems not only as an actuator, but also as a sensing medium
through the mechanism of inductive sensing. This method helps reduce the com-
plications of sensory equipment and analyses. Self sensing has been exploited in
many applications as a sensing tool in (electro)magnetic systems [76, 77, 78]. This
method observes for changes in the system based on induced voltages due to the

dynamic behaviour of the system.
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Some sophisticated forms of the self-sensing concept have been investigated for
the sensor-less operation of the switched-reluctance motors (SRM) [79, 80] and
magnetic bearing systems [81, 82, 83]. The main purpose of recruiting this ad-
vanced sensing method in the aforementioned applications is the exact estimation
of the position of a metal target. In the current application, a fast detection of
an undesired change in the system requires a responsive sensing method with high
sensitivity. Since the main concern is the speed of the short-term behaviour of sens-
ing during the initiation of any eminent change, sensitivity of self-sensing method
offers a promising strategy for the detection task. Any change that alters the state
of the system will produce an induced voltage across the EM coil. Hence, track-
ing this voltage gives insight into the current state of the system. Therefore, the
technical approach used in this study utilizes the self-sensing capability of the EM
system to reduce the corresponding delays and eliminate potential complications
in sensory implementation [77].

A successful detection method is one that detects the change as soon as pos-
sible and avoids wrong detections originated from noise signal disturbances. Fast
detection of the changes in the system, thus, may not be a trivial task of tracking
the induced voltage and comparing the sensing signal with a threshold value. Re-
sponse time of the simple threshold-check method may be modified by reducing
the threshold value. However, due to the detrimental effects of noise signals on
the sensing voltage, small threshold values may result in high false-alarm rates.
Therefore, the stochastic properties of the sensing signals needs to be taken into
consideration in the detection mechanism.

The first change detection problems arose from on-line statistical quality con-
trol, e.g., [84]. Since then, stochastic detection algorithms have been studied in
various applications such as speech recognition and signal segmentation [85, 86,
vibration monitoring [87], seismic signal processing [88], and biomedical signal pro-
cessing [89]. The main objective of using such algorithms is to ponder how the

mean and standard deviation values of signals are changing during a process where
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consideration of the effects of the noise signals is indispensable [90].
The statistical change detection algorithms optimizes the change detection pro-
cess, from 6y to 01, under two distributions, pg, and py,. One such algorithm scru-

tinizes the dynamic behaviour of the logarithm of the likelihood ratio (or simply,

po; (¥)
Poy ()’

alarms rate through an optimization problem [90]. Depending on the problem,

sufficient statistic), s(y) = In and minimizes the detection time and false-
the complexity and performance of the methods need to be adjusted. In problems
with predetermined initial and final values of the change, the algorithm evaluates
the signal based on whether the mean value is closer to the initial value or to
the final value. A decision function is defined as a function of sufficient statistic
which determines such comparison over the course of detection. The change in
the sensing signal manifests as a large increase in the value of a decision function
which is, then, compared with a predefined threshold value. In fact, the detection
algorithm converts the existing uncertainties of the stochastic problem into a more
deterministic problem that can be checked with a simple threshold check.

Elementary on-line change detection algorithms were designed using intuitive
perspective of a change in a signal. Most of such algorithms work on data sets with
a fixed size. More advanced methods deal with a sliding window which eliminates
the requirement of a fixed size of data.

Basic detection methods are concerned with finding the change time from a
known initial value 6y to a known final value 6; . Shewhart, geometric moving
average, and finite moving average control charts are examples of such algorithms
91, 92, 93]. They define a detection function based on sufficient statistics to
compare if the last observation is closer to the final value or the initial value. The
value of the detection function is updated after each observation (data point). An
eminent increase in that value indicates the occurrence of a change.

Cumulative summation (CUSUM) algorithm was first introduced in [94]. In
its simplest derivation, it is a comparison between the cumulative summation

of sufficient statistics- from the beginning of the observations until the current
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observation- and an adaptive threshold. This algorithm records the entire infor-
mation contained in the past observations. Therefore, it requires a progressive
need of memory.

Bayesian approach was also introduced for change detection in [95] and was
derived theoretically for optimality of detection in [96]. Classical Bayesian idea
detects changes when a posteriori probability of a change exceeds a predefined
threshold. It requires a priori information about the distribution of the change
time. This method defines the detection function as a function of current obser-
vation, and, initial and final values of the signals. Bayesian method assumes the
availability of a priori distribution of the change time and initial probability which
makes this algorithms less practical for implementation [90].

When the final value of the signal after change is not known, two possible reso-
lutions exist. The first one applies weightings on the likelihood ratio with respect
to all possible values for the final value. In the second solution, the maximum
likelihood estimate of the final value is used as the final value [97]. The weighted
CUSUM algorithm is an example of the first strategy which is a direct extension of
the CUSUM stopping time [98]. Definition of the detection function in weighted-
CUSUM method does not allow a recursive calculation for detection function. Also,
it evaluates all the observations from the beginning of process which needs an in-
creasing memory requirement during the course of detection. Therefore, it may
not be practical for on-line detection.

Generalized likelihood ratio (GLR) follows the second resolution for unknown
final value and offers an optimal algorithm for this case. This method is also known
as maximum likelihood method [99]. Detection function in this method is defined
as a double optimization problem of the cumulative summation of the sufficient
statistics [90]. The value of the detection function increases due to additive changes
in the signal. GLR algorithm provides a means for the detection of changes where
the final value of the signal after change is not known; however, it can also be

recruited if such information is available.
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Since the previous observations become less and less important as process ad-
vances, to reduce the memory requirements of the algorithm, a sliding window
can be defined that traces over the last N data samples and ignores all the signals
outside the window. The size of the sliding window should be selected carefully
as a small size ignores too many data samples and a large size increases the com-
putational cost. In general, finding an optimal window size is not a trivial task
[100].
1.2.2.2 Functional Activation
After an attempt against the stand-by state of the system is detected by the detec-
tion mechanism, a robust activation mechanism is needed to recover a safe state of
the system. A potential activation mechanism compensates for the inductive prop-
erties of the solenoid coil. The magnetic force produced by the EM system should
be increased very fast as, otherwise, the distance from the steady-state conditions
deteriorates the recovery process.

Possible activation mechanisms can be divided into two distinctive categories:
direct and indirect mechanisms. The direct methods ramp-up the current by con-
trolling the supply voltage whereas indirect methods exploit a modified design in
order to reduce the time constant of the system. The simplest method to increase
the current and, correspondingly, the magnetic force is the application of a high
supply voltage. This direct method makes use of the fact that the gradient of
the current through an inductive element has proportional relation with the volt-
age supply. High activation supply can be provided by either a dedicated supply
voltage or by an integrated circuit which boosts the nominal supply voltage to a
predetermined value. Charge pumps and DC-DC converters can be used for such
purposes [101, 102, 103]. Current boosters and power amplifiers are efficient alter-
natives which use a combination of transistors for ramping up the current [104].
These circuits, in essence, switch the supply voltage from a low voltage to a high
value or regulate it during the control process. Inductive behaviour of the load is

not always considered in the design procedure of such circuits. Thus, they do not
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provide a satisfactory increase in the current flowing through an inductive load.
Because some families of EM systems, e.g., EM locks, possess high values of induc-
tance, such characteristics of the system cannot be ignored. Therefore, aside from
the high-voltage activation, in this thesis, two other types of activation circuits
are introduced which provide a modified design to increase the current very fast.
These methods of activation are concerned more with designing a supply electronic

circuit which modifies the time constant of the system.

1. Appending a capacitor to the system reduces the inductance by introducing
a positive phase in the phase digram of the circuit. Capacitor-based cir-
cuits which are introduced in this thesis perform based on reducing the time

constant of the circuit by decreasing its inductive properties.

2. Inductors inhibit any abrupt change in the current. The induced voltage over
the coil due to the varying magnetic field opposes any change in the current.
Since the time derivative of the current is proportional to the voltage across
the inductor, a high voltage, e.g., spark voltage, will be needed to ramp up
the current very fast. Generating one such voltage is neither practical nor
safe. However, if another inductor comparable to the existing coil is available,
instead of inducing a high voltage, a current can be imposed to the coil by
connecting the two inductors with different currents to each other. This is

the basis of inductor-based activation circuits.

1.2.2.3 Eddy Currents

Non-laminated conductors introduce the generation of eddy (or Foucault [105])
currents which are a main source of energy loss in systems with varying magnetic
fields. Two of the main energy losses involved in non-laminated conductors are
ohmic losses due to current loops inside the conductor, and magnetic field reduction
due to counter fields produced by the eddy currents opposing the originally applied
fields. Such characteristics have been utilized for heat generation in induction

heating systems [106, 107]. Due to the sensitivity of the self-sensing technique to
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system’s dynamics, energy dissipation corresponding to eddy currents introduces
adverse consequences on realization of this method. The amplitude of the induced
voltage experiences a reduction which relates to the dissipated energy inside the
conductor material impeding the detection process.

The formulation of eddy-current generation and its effects on the magnetic field
are investigated by different authors in systems with sinusoidal magnetic fields
[108, 109, 110, 111, 112]. In such systems, the time-varying current/voltage source
produces a changing magnetic field inside the conducting piece which, in turn,
results in the generation of eddy currents. The eddy currents reduce the peak value
of the magnetic field and, consequently, the ultimate strength of the system. Most
of the eddy-current models consider either an AC supply and solve for steady-state
solution [108], or assume small perturbations in the system that yields linearised
equations [113]. Both cases, simplify the diffusion equation (governing magnetic
field inside conducting material) and its general solution to compute the magnetic
field distribution. Cauer Circuit modelling also is used for AC magnetic fields to
eliminate the dependency on the frequency (e.g., [114]). This method divides the
conductor’s cross-sectional area into a number of sections with homogeneous eddy
currents in each section. The total flux produced by the eddy currents can be
calculated by lumping the effect of each section. This method is also recruited for
steady-state calculations of eddy currents in systems with AC supplies.

The analysis of the EM systems with a DC supply does not require any eddy-
current consideration in the steady-state conditions as the magnetic field is not
changing with respect to time. However, the transient response of the system
introduces a complex problem that needs to be solved in EM and structural me-
chanics environments, simultaneously. Furthermore, due to the potential of large
deviations, linearisation of the model produces large inaccuracies and hence is not
pragmatic. Therefore, a more sophisticated solution method is required to analyse
the dynamics of the coupled modelling of structural mechanics and EM fields.

The basic problem of electromagnetism on a macroscopic level is solving very
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well-known Maxwell’s equations subject to appropriate boundary conditions. Due
to the complex nonlinear dynamics of the system during its transient period, nu-
merical methods offer a practical means to solve the governing equations. To see
the complete dynamics of the measurement voltage, a modelling environment is
needed which can encompass the rigid body dynamics, the magnetic fields, as well
as its interaction with the electric component from which the field is being created.

Finite element method (FEM) has been used as a promising method for EM
simulation and modelling. In earlier studies, e.g., [115], the simulation of inductive
sensing through FEM has been tried with some simplifications and special mod-
elling techniques to account for the interaction between the magnetic field and
electric effect. Advancement of FEM modelling software introduced the oppor-
tunity to combine different simulation environments together and solve for their
interactions. COMSOL Multiphysics modelling platform is one of the newest FEM
modelling tools that efficiently simulates interconnected environments and com-
putes the correlations among them. This software can be used to evaluate the
self-sensing capability of the EM systems and to assess detrimental effects of eddy-
current generation. In this thesis, we solve for eddy current effects using FEM

modelling in COMSOL Multiphysics.
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1.3 Thesis Overview

1.3.1 Part I: Biologically-inspired Motion Control for Kine-

matic Redundancy Resolution

The first part of this thesis investigates the Bernstein’s degree of freedom problem.
This part is constituted by three chapters as follows.

Chapter 2 considers transposed Jacobian control law for motion control of
redundant robot manipulators and derives sufficient conditions for exponential
convergence to the target point in reaching motions. A modification for robust
rectilinear trajectory of robot end-effector is also presented in this chapter.

Chapter 3 introduces a synergy between body limbs which are related to
the motion directly (actively) and those which may not seem to contribute to
the motion (i.e. they contribute passively). In this chapter, the dynamics of an
under-actuated robot manipulator is investigated. All the un-actuated joints are
representing unattended degrees of freedom of human body. This chapter proposes
that neglecting redundant degrees of freedom is an efficient method that human
brain exploits for controlling body limb motions.

Chapter 4 proposes a minimally-attended controller which controls redundant
robot manipulators through a real-time optimization problem which optimizes at-
tention to the control process. This method is presented here as a representative
of control laws adopted by human brain for different motions including and not

limited to the hand-arm motion.

1.3.2 Part II: Self-sensing Exploitation for Energy Conser-

vation in Electromagnetic Devices

The second part of this thesis introduces the application of an advanced sensing
mechanism for energy conservation purposes in a family of EM devices. This part
is organized in two chapters as follows.

Chapter 5 provides the system overview and modelling and derives the govern-

ing equations of the system. It also synthesises detrimental effects of eddy-current
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generation on self-sensing capability of the system. Furthermore, a new variable,
namely, Fddy-displacement is introduced which provides a novel representation of
the effects of the eddy currents inside the conductor material. This chapter dis-
cusses the recruited detection algorithm and different activation mechanisms. The
simulation results of each algorithm are also presented in this chapter.

Chapter 6 investigates the application of the proposed control strategy on a
family of EM systems as a case study. EM locking mechanisms produced in Ruther-
ford Controls Int’l are used for experiments. The results of computer simulations
and experiments are presented approving successful performance of cost-efficient

intelligent EM locks.
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Biologically-inspired Motion
Control for Kinematic
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26



Chapter 2

Jacobian Transpose Controller:
Stability and Modification

In this chapter, the performance of Jacobian transpose control law for human-like
motion of redundant robot manipulators is investigated. Jacobian transpose con-
troller was first introduced for the control of non-redundant robot manipulators
[43]. In a task-space regulation problem, the structure of Jacobian transpose con-
troller resembles a PD controller which regulates the position of the end-effector

to a desired position in the task-space of the robot. This controller is defined as
u=—Cj— J' KAz (2.1)

where w is the vector of joint torques, C'is the matrix of damping shaping, J is the
manipulator Jacobian, K is a positive scalar, and Az = x — x4 is the distance from
the end-effector to the target point. The second term on the right hand side of this
equation is the mapping from an artificial spring-like force, FF = —K Az, to joint
torques. The artificial spring connects the end-effector of the robot to the target
point. Figure 2.1 shows the artificial spring and its connection to the end-effector.

For systems where the gravitational force affects the motion and appears in
the dynamic equations of the system, (2.1) can be augmented by a third term to

compensate for the gravitational force, as follows.

u=—Cj— J KAz + g(q) (2.2)
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Fig. 2.1: Redundant robot manipulator and the virtual spring in the task space

As it was discussed in [22, 51, 116], by selecting a proper set of coefficients for
the controller, stability of the target point can be guaranteed. All the analysis
in these studies was done numerically and for a specific set of parameters. This
novel idea in controlling redundant robot manipulators, as declared by the authors,
challenges the Bernstein’s degree of freedom problem.

All the proofs in the above referenced papers were presented using numeri-
cal analysis for a specific system with specified parameter values. This chapter
provides the stability analysis of the system on a manifold and the transferabil-
ity to a sub-manifold in a parametric way. This approach can be applied to the
analysis of more general robot manipulators resembling human arm movements in
three dimensions. Here a comprehensive analysis is presented that derives suffi-
cient conditions for global convergence in a task-space regulation problem. The
analysis is based on the concepts of stability on a manifold and transferability to

a sub-manifold [22, 41].
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2.1 Background and Useful Definitions

The general dynamic equation of a robot manipulator can be written as

Hq)i(t) + {5 Hla) + 5(a.0)}d + 9(a) = u (2.3

where ¢(t) € R™ is the vector of joint angles, H(q(t)) is the n X n inertia matrix,
which is a positive definite symmetric matrix, S(q(t), ¢(t))¢(t) € R™ is the vector of
Gyroscopic forces, that is constituted by Coriolis and Centrifugal forces, g(q(t)) €
R" is the gravitational force vector, and u € R" is the control input vector to be
exerted through joint actuators.

Substituting (2.2) into (2.3), we can express the closed-loop dynamics as fol-
lowing

H@)i+ {3 H(0) + S(0.d) + Chi + T () KAz =0, 2.4

Defining the total energy of the system such that it comprises the kinetic energy

of the system and the potential energy stored in the artificial spring, we have

1 o
E= §CITH(C])Q + §KIIA1’|I2~ (2.5)

Let us consider the r-dimensional manifold (UCM [117] or equilibrium-point

manifold [118]) in which the end-effector is steadily located at the target point.

M"={(q,q) : E(g,q) = 0} (2.6)

where r is the number of redundant degrees of freedom, i.e. r = n — m where n
is the number of joints (elemental variables) and m is the number of task space
coordinates (performance variables).

A neighbourhood of the equilibrium point can be defined as
NQn((Sa TO) = {(q> Q) : E(Q7 q) < 52 and Hq - quk < TO} (27)

where § > 0 and ry > 0 are some positive parameters, ¢° is vector of joint angles
for which the end-effector is located on the target point, and ||g — ¢°||x = {5(¢ —
¢®)TH(q)(q — ¢°)}2 is called k-norm of (g — ¢°), in this thesis.

The main stability concepts to be studied in this chapter are defined as follows.
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Definition 2.1.1. Stability on a Manifold [22]

If for an arbitrary given € > 0, there exist a constant 6 > 0 depending on &,
and another constant r1 > 0 independent of € and less than 1o, such that a solu-
tion trajectory of the closed-loop dynamics of the system starting from any initial
state inside N*"(6(g),71) remains in N*"(e, o), then the reference equilibrium state

(¢°,0) is called stable on a manifold.

Definition 2.1.2. Transferability to a Sub-manifold [22]

If for a reference equilibrium state there exist constants €1 > 0 and ry > 0
(r1 < ro) such that any solution of the closed-loop dynamics of the system starting
from an arbitrary initial state in N*"(e1,71) remains in N*"(e1,79) and converges
asymptotically ast — oo to some point on M,NN?*"(g1,1q), then the neighbourhood
N?"(g1,71) of the reference equilibrium state is said to be transferable to a sub-

manifold of M,.

The definition of stability as presented here resembles the Lyapunov theory
of stability. The energy function vanishes inside the manifold M" and is positive
outside of it. Transferability to a sub-manifold also is similar to the LaSalle’s
theorem of asymptotic convergence to an invariant set where E =0. However,
the energy function as defined here is not an explicit positive definite function of
the joint angles. Therefore, the definition of the neighbourhood of a point is given
using a constraint on the energy function and a specific distance of the system
configuration ¢ to a manifold M".

Now, we propose the following theorem.

Theorem 2.1.3. The reference state (¢°,0) is stable on a manifold for the closed-

loop dynamics of (2.2) under the following conditions

Kh(Az,q(t) + f(K; Az, ¢(t)) = 0 (2.8)

bl, <2I, — KJC'HC'J" < al, (2.9)
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where
1. .
h(Az,q) = AxTJO‘l(—§H —8)g— Az JCT HG— ¢t JTICT Hg,  (2.10)

KAz ) = q"(C - 2i - By
fUG A, ¢) = ¢ ( 5 1 )d 211)

+ KA2" (KJCJY — A1, —yJCT'HC ' JT) Ax,

and v, a, and b are positive scalars.
Proof. See Appendix A. m

Considering (A.12), this proof also shows that the neighbourhood N?"(4,r;)
is transferable to a sub-manifold of M, which is M, N?"(e,ry). Therefore, the

following theorem holds

Theorem 2.1.4. If conditions in theorem (2.1.3) hold, the neighbourhood N*"(8,11)

is transferable to a sub-manifold of M,.

The analysis provided in Appendix B shows that the value of v, as a milestone
for the speed of convergence, can be effective on the value of the left hand side of
(2.8). Hence, a satisfactory value for v can be found to justify (2.8) for a reasonable
set of control parameters. For a known value of K, matrix C can also be designed

to satisfy (2.9).

2.1.1 Jacobian Transpose and Singularity Avoidance

The practicality of the Jacobian transpose method for regulation problems was
proved in the previous section. This controller renders the target points exponen-
tially stable. However, it ignores any other desired characteristic of the movement.
The only controller parameters which influence on the motion are the stiffness and
damping coefficients, K and C. Jacobian transpose controller may be proposed as
a brain-like control law if it can satisfy other criteria of a human-like motion. For
example, human arm does not meet singular configurations during reaching tasks.

Therefore, singularity avoidance can be considered for evaluation of a potential
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controller. In this section, the closed-loop dynamics of a redundant robot manip-
ulator is analysed to confirm whether the damping matrix C' can be designed for
singularity avoidance purposes.

First, we assume that the initial configuration of the system is not singular.
Hence, one sufficient condition for singularity avoidance is to avoid the magnitude
of the change in each joint angles (except the first joint) to be less than the mag-
nitude of the initial joint angles, as considered in [22]. Through this approach the
joint angles are bounded in both directions. Here, the system’s dynamics is anal-
ysed for avoiding changes in joint angles that are less than the negative of initial

values of each joint variables, i.e.
¢i(t) — ¢:;(0) > —q;(0) = ¢;(t) > 0. (2.12)

We consider the integrated closed-loop dynamics of the system which gives

t

C(q(t) —q(0)) = —H(q(t))d(t) + H(q(0))4(0) + /(;H — S)gdr — K/JTAMT
> —Cq(0).
(2.13)

In this equation, @ > b means that each element of vector @ is greater than or
equal to the corresponding element in vector b.
Boundedness of matrix H justifies that there exist positive scalars a and b such
that
—H{(t)q(t) > —aq(?), (2.14)
and

H(0)¢(0) = bg(0). (2.15)

Furthermore, we can find a constant matrix A such that

1.
Ag < (EH - 5)q (2.16)
that gives
t t 1.
/Aq'dT < /(§H — S)qdr. (2.17)
0 0
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Hence, we have
t

/

0
Furthermore, exponential convergence to the target point indicates that there

(H — S)gdr > A(q(t) — q(0)). (2.18)

N | —

exist positive parameters &, &, ..., &, such that
1Az1]| < & || Az (0)]]e™?
t
| Aza]| < &||Azy(0)||e>

(2.19)
12| < &nl| Az (0)]le™ %
where Az; is the i'" task-space coordinate for i = 1,2,...,m. Defining £ =
max{&, &, ..., Em} gives
||Azy] ||Az1(0)]]
|| Ay || Azo(0)]]
<¢| T e r s IAXOI <glaxO)fler  (220)
| [Az] ] | [Az, (0)]] ]
where ) i
1Az (2)]]
|| Az, (t)]]
IIAX ()| = ‘ . (2.21)
L Az (8] ]

Afterwards, we define matrix J as the Jacobian matrix with all sin(g;(t)) and

cos(q;(t)) functions substituted by their maximum value, i.e. 1. That is

J={J| sin(0) =1, cos(d) =1, for all 6}. (2.22)
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Now, we can write
A 2 ~yt
/JAxdT < JeZ(1— e F)||aX(0)]]. (2.23)
g
0

Hence,

t
2KE .
—K/JA:ch > _2E 50 A x o)), (2.24)
Y

Therefore, (2.13) becomes

Clq(t) = ¢(0)) = —aq(t) + bg(0) + A(q(t) — 4(0)) - 2ISJHAX( I (2.25)

Moreover, we know that, based on the geometric constraints of the system, we
have
[Az;(0)|] <21, for j=1,2,....m (2.26)
i=1
where [; is the length of the " link of the manipulator. Also, if we assume that
the robot is at rest at ¢t = 0, defining w = ¢(t) — ¢(0), we can write

aw + (C — A)w > —ﬁﬂm Zz (2.27)

where I™ is an m x 1 matrix with all components equal to 1. Equation (2.27)

gives the differential equation governing the link angles when the initial angular

velocities for all links are zero. This ODE can be solved for C under the condition

on w to be greater or equal to the negative of the initial link angles, for all future

time. In other words, the solution of this equation has to stay in the following
manifold

My, = {wlw = —q(0)} (2.28)

Also, considering (2.13), we can satisfy that the solution lies on the manifold
(2.28), if

—(C' = A)q(0) < —pg(t) — —JI’”ZZ (2.29)

for still initial conditions. We suppose that the angular velocity of each joint

actuator has a saturation value, i.e.

—Q<¢(t)<Q, fori=1,2 .. n. (2.30)
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So, (2.29) can be simplified to

- AKE L &
a@) — —gﬂm > i > —(C — A)q(0). (2.31)
v i=1
The left-hand-side of (2.31) is a constant vector. Denoting it by L, we can
write

L > —(C — A)q(0). (2.32)

Thus, the condition on each damping factor for singularity avoidance can be

found as following.

L:
¢G> A — ——, fori=2,3,...,n. 2.33

As can be seen in (2.33), damping factors are related to the initial link angles.
That is, as the initial joint angles approach singular points, higher damping factors
are required for singularity avoidance. It can be concluded that a universal set
of damping coefficients for avoiding singularities in the system cannot be found
without imposing limitations on the position of the target point with respect to
the initial configuration of the robot.

The limitations in damping factors are found for all joints except the first one
that can have any damping factor satisfying stability conditions of equations (2.8)
and (2.9). Thus for singularity avoidance, all the equations of stability ((2.8),
(2.9)) must be satisfied along with (2.33).

2.2 Jacobian Transpose Method with Multiple
Performance Elements

In this section, a modified Jacobian transpose controller is introduced whose struc-

ture can be adjusted based on different task-space performance requirements. The

modification on the control law is introduced by proposing a new objective function

whose derivatives are to be appended to the controller as an optimization term.

The generalized form of the potential objective function can be considered as

U= ;(Z w ALY K (Y w;Ax’) (2.34)
=1 i=1
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where s is the number of artificial springs corresponding to each task-space vari-
able (Ax;), w; is the weighting factor corresponding to the i'" spring, Ax; is the
elongation in the i** spring which is the appended task-space variable, and K
is the stiffness matrix which can be a scalar or a diagonal matrix of the form
K = diag(ky, ko, ks, ..., ki, ..., ks) where k; is the corresponding stiffness of the 4"

spring. Furthermore, the following equation holds for the weighting factors

> w;=1. (2.35)
=1

The controller corresponding to this potential function is

u=—-C¢—J KO wAz") (2.36)
1

where the second term is the optimization vector in regard with the energy function
of (2.34).
2.2.0.1 Imposing Human-like trajectories

To impose a rectilinear end-effector trajectory, the controller should have two per-
formance elements in the task space: an element that show the distance to the
target point, Az! = x — x4 and a surplus element that corresponds to the distance
from a straight line connecting initial and target points Az? (see Appendix C). In

this case, s = 2 and we have
u=—Cq— J K(w Az" + wyAz?). (2.37)

In this controller, besides recruiting an artificial spring that connects the end-
effector to the final point in the task space, system is augmented with another
spring that draws the end-effector towards the hypothetical straight line (see figure
2.2).

The weighting factors w; and ws can be adjusted to justify the straightness
of the end-effector’s trajectory. To be compared with the results of the Jacobian
transpose method, the values of stiffness and w; can be set such that the stiffness

coefficient corresponding to Axy, i.e. kws, is equal to that in the simple Jacobian

36



Fig. 2.2: Redundant manipulator with two artificial springs attached to the end-
effector

transpose method. Stability on the manifold and transferability to a sub-manifold
can be approved by considering the energy function of (2.38) and following the
same procedure conducted for the simple task-space PD controller.

1, .
F = 5qTH(q)q +U (2.38)

where U is introduced in (2.34).

2.3 Simulation Results and Discussions

In this section, we investigate the behaviour of the system by applying the modified
Jacobian transpose method proposed in the previous section. The case study is
a four-link robot manipulator whose end-effector is confined to move in a two-
dimensional horizontal plane. The initial position and two target points P; and P,
are chosen as in table 2.1.

Convergence to the target point can be justified by choosing a reasonable set
of damping factors and stiffness coefficient. Here we consider two sets of damping

coefficients, as in table 2.2, to inspect the variability of the system and the effects
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Table 2.1: Initial posture of the system and selected target points.

Parameter Value
q1, 80°
92 40°
30 50°
4, 70°
P (0,0.1) m
Py (—0.5,0.2) m

of employing the novel control design.

Table 2.2: Damping coefficients for simulations.

Parameter Set one Set two

1 1.2 1.0
Co 0.5 0.9
C3 0.1 0.8
cy 0.1 0.7

Each set is accompanied with different values of weighting factors to examine
the effect of weighting factors on the trajectory of the end-effector. The stiffness
coefficient is adjusted with the weighting factors for the control law to always give
the same value for the proportional coefficient of the simple Jacobian transpose

method (kw; = 10). The following relation between weighting factors holds.
wy + wy =1 (2.39)

Mechanical parameters of the system are listed in table 2.3. Figure 2.3 shows
the trajectory of the end-effector towards the first target point P, = (0,0.1) and
the task-space velocity of the end-effector for different combination of weighting
factors for the first set of damping factors in Table 2.2. The blue graph in this figure

corresponds to a simple Jacobian transpose controller. This figure demonstrates
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the improvement in the trajectory of the end-effector by increasing the weighting
factor of the appended performance variable. The velocity profile remains almost
the same for different weighting factors. It increases fast in the beginning and with

a semi-bell-shaped profile converges to zero.

Table 2.3: Parameter values of the simulated robot manipulator.

Parameter Value
my 1.75 kg
ms 1.25 kg
ms 0.30 kg
my 0.05 kg
I 0.01 kg.m?
I, 0.01 kg.m?
I3 0.0002 kg.m?
Iy 0.00002 kg.m?
1 0.3m
Iy 0.31m
I3 0.1 m
4 0.1m

Plots in figure 2.4 show the trajectories and velocity profiles of the end-effector
towards the first target point for second set of damping coefficients. This figure
shows that the deviation of the trajectories from the straight line can also be
reduced by adjusting the damping coefficients. However, as the velocity profiles
show, the convergence to the target point takes longer. For reaching tasks to
target points close to the initial position of the end-effector, the velocity profiles
are expected to converge to zero in around 1s [35]. That is, the performance of
the simple Jacobian transpose controller is not fast enough when the rectilinear
trajectories are achieved.

Figure 2.5 shows the trajectories of the end-effector towards the second target
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Fig. 2.3: End-effector trajectories towards P, and velocity profiles for the first set
of damping coefficients

point P, = (—0.5,0.2) and the corresponding velocity profiles for the first set of
damping coefficients. This figure shows more than one local maximum point in the
velocity profiles. Such profiles have been detected for human-like motions in the
experiments [35]. The end-effector passes the target point and returns to it which
results in intermediate points with zero velocity in the velocity profile.

Figure 2.6 also plots the trajectories of the end-effector towards the second
target point and corresponding velocity profiles for the second set of damping
coefficients.

Figure 2.7 plots the convergence of the first joint angles for different weighting
factors for the two sets of damping coefficients. This picture illustrates the effect
of damping coefficients on the variability of the system. Both plots correspond to

motion of the robot towards the first target point. The weighting factors change
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Fig. 2.4: End-effector trajectories towards P; and velocity profiles for the second
set of damping coefficients

the final value of the joint angle but the convergence retains its general profile
for different weighting factors. On the other hand, although the final value of the
joint angles differ from one set of damping coefficients to another, the change in
the profiles is more noticeable in these plots. Figure 2.8 also demonstrates the
variability in joint angles for the two set of damping coefficients for the reaching

to the second target point when wy = 95%

2.4 Conclusion

In this chapter, general performance of the Jacobian transpose method was dis-
cussed and its exponential convergence was proved based on the definitions of
stability on a manifold and transferability to a sub-manifold. A modified potential
function was also introduced to enhance linearity of the end-effector trajectories

in reaching tasks. The modified controller recruited a set of appended task-space
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Fig. 2.5: End-effector trajectories towards P, and velocity profiles for the first set
of damping coefficients

variables for introducing extra performance criteria. To account for a human-like
motion, the rectilinear trajectory of the end-effector was considered as the criterion
by taking into account the distance of the end-effector to the hypothetical straight
line (see Appendix C.)

Modified Jacobian controller could satisfy part of the human-like motion char-
acteristics, i.e. rectilinear trajectory, without heavy computations. However, a
detailed view of the velocity profiles as shown in figure 2.9 shows that the end-
effector velocity profile does not resemble the expected bell-shaped profile. So, the

controller design does not cover all aspects of a brain-like control strategy.
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Fig. 2.7: Joint angles for different set of damping coefficients

44



—Set 1
—Set 2

0 (rad)

11

1.05

04 (rad)

4

5
Time (s)
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Chapter 3

Abridged Jacobian for Robot

Control

In this chapter, a modified version of the Jacobian transpose controller is pro-
posed. This controller limits the attention to control only to specific elements of
the system. This method is intended as an improvement on the previous methods
in robot control by controlling an abridged dynamics of the system in task-space
regulation problems.

Jacobian transpose control law was introduced for the motion control of both
redundant and non-redundant robot manipulators as a controller with much less
computation compared to model-based controllers [119, 120, 116]. Because of sim-
plicity of this controller and low level of computation, many researches considered
modification of this controller by either adding performance indices or defining an
effective Jacobian matrix to keep the simplicity of control along with satisfying
more criteria. In [121] authors added a learning term to the controller to append
a learning capability to the controller. Collision Jacobian matrix is also designed
for object avoidance [122]. A recent study investigated the application of Jaco-
bian transpose controller for under-actuated manipulators [123]. In this study, the
Jacobian matrix is partitioned into two parts which determine the passive and ac-
tive joints of the system. The Partition corresponding to the active part is called

effective Jacobian and is used in the control law.
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Fig. 3.1: Motion of human torso as an un-actuated variable

In the study of biological motions, the investigations have been limited to the
motion of the limb, excluding the effects of other body limb motions. For example,
in human hand-arm movement, the motion of human torso is neglected. However,
during such motions, changes in the position of the human torso are eminent.
Nonetheless, human brain does not seem to consider controlling the motion of such
parts. Therefore, the problem of controlling hand-arm motions can be translated
into the problem of controlling an under-actuated system. The un-actuated joints
in human body during hand-arm motions are all DOFs involved in the motion of
human torso, e.g., hip and spine rotation, as depicted in figure 3.1.

The hypothesis of existence of passive/un-actuated joints during biological mo-
tions aligns with the hypothesis of ignoring surplus DOFs of the system. This
hypothesis reduces attention to the motion by decreasing the complexity of con-
trol process as it ignores some part of the system dynamics. Furthermore, remov-
ing actuation from the first joints reduces the energy consumption of the system,

significantly. So, both attention and energy consumption are reduced in an under-
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actuated system. Passive joints may include the motions originated from torso,
and even shoulder. This proposes that some DOFSs of the human arm are neglected
during the task. The control process, however, may increase/decrease the number
of DOFs which are attended in different phases of control. In other words, passive
joints may experience control signals at some periods during the motion. This type
of control introduces a hybrid controller which adopts different structures during
the task.

Under-actuation in robot manipulators is usually analysed with free-rotating
passive joints with no external (generalized) forces applied to the joint. This results
in the conservation of momentum in the system if the passive joints constitute the
first joints of the system connected to the base and all forces are applied internally
to the joints. One simple example of such system is rotating stool example [124].
Due to the frictionless joint of the system, the total angular momentum of the sys-
tem remains constant. Now, if a person sitting on the stool tries to spin a rotating
wheel in his hands, due to the change in the angular momentum of the wheel about
the joint, a reaction torque is created which rotates the stool. Hence, although the
angular momentum of the system may remain the same, internal changes in the
configuration of the system is still possible. Falling cat phenomenon [125], motion
of snake-boards [126], and springboard divers [127] are other under-actuated sys-
tems which experience various configurations while retaining a conserved angular
momentum.

In this chapter, the redundant manipulator is analysed as an under-actuated
system with a series of un-actuated variables. The passive joints of the system are
assumed to have a friction force applied to the joints. Recent studies investigated
an interesting phenomenon for such family of under-actuated systems where the
friction force is assumed to be linear in the joint velocity, e.g., viscous damping force
and the un-actuated joints are cyclic [124, 128]. Here the motions of the human
torso and hip which contribute to the planar motion of the hand are modelled

as un-actuated variables with friction forces. The viscous-like friction forces are
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Fig. 3.2: An under-actuated robot manipulator

briefly analysed and other type of forces are also discussed, shortly.

3.1 Task-space Regulation Problem for Under-
actuated Robot Manipulators

In this section, asymptotic stability of the simple Jacobian transpose method is
investigated for under-actuated robot manipulators. Instead of the conventional
definition of the Jacobian matrix, an abridged Jacobian matrix is defined which
considers only the active joints and relates joint-space and task-space velocities of
the active side of the system.

Consider a robot manipulator where the first n joints are un-actuated while
the remaining m joints are actuated. We define a new coordinate system whose
origin is on the first active joint (i.e. n'* joint) and its x direction is along the
n* link. Figure 3.2 shows an under-actuated manipulator and demonstrates the

passive and active joints and useful denotations.
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The relative position of the end-effector with respect to this auxil